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Annotated Content 

CHAPTER 0: INTRODUCTION 

CHAPTER 1: BASIC DEFINITIONS We introduce a general method of building 
forcing notions with use of norms on possibilities and we specify the two cases we 
are interested in. 

1.0 Prologue 
1.1 Weak creatures and related forcing notions [We define weak creatures, 

weak creating pairs and forcing notions determined by them.] 
1.2 Creatures [We introduce the first specific case of the general schema: cre

ating pairs and forcing notions of the type Q£(nor\(^C E).] 
1.3 Tree creatures and tree—like forcing notions [The second case of the 

general method: forcing notions Qgree(K, E) in which conditions are trees 
with norms; tree creatures and tree-creating pairs.] 

1.4 Non proper examples [We show several examples justifying our work in 
the next section: the method may result in forcing notions collapsing Ni, so 
special care is needed to ensure properness.] 

CHAPTER 2: PROPERNESS AND THE READING OF NAMES We define properties 
of weak creating pairs which guarantee that the forcing notions determined by 
them are proper. Typically we get a stronger property than properness: names for 
ordinals can be read continuously. 

2.1 Forcing notions Q*00(i^, E), Q^00(i;C, E) [We show that the respective 
forcing notions are proper if (K, E) is finitary and either growing or captures 
singletons.] 

2.2 Forcing notion Q*JK,T,): bigness and halving [We introduce an im
portant property of creatures: bigness. We note that it is useful for deciding 
"bounded" names without changing the finite part of a condition in forc
ing notions discussed in 2.1. Next we get properness of Q*JK, E) when the 
creating pair (K, E) is big and has the Halving Property.] 

2.3 Tree—creating (K, E) [We show that properness is natural for forcing no
tions Qgree(i;C, E) determined by tree-creating pairs (with our norm condi
tions). With more assumptions on (K, E) we can decide names on fronts.] 

2.4 Examples [We recall some old examples of forcing notions with norms 
putting them in our setting and we build more of them.] 

CHAPTER 3: MORE PROPERTIES We formulate conditions on weak creating 
pairs which imply that the corresponding forcing notions: do not add unbounded 
reals, preserve non-null sets or preserve non-meager sets. 

3.1 Old reals are dominating [From the results of section 2 we conclude that 
various forcing notions are LU00-bounding.] 

ix 
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x ANNOTATED C O N T E N T 

3.2 Preserving non-meager sets [We deal with preservation of being a non-
meager set. We show that if a tree-creating pair (K, £) is T-omittory then 
the forcing notion Q^ee(K, E) preserves non-meager sets. We formulate a 
weaker property (being of the NMP-type) which in the finitary case implies 
that forcing notions Q\Tee(K, E), Q*f(K, E) preserve non-meager sets. We get 
a similar conclusion for Q^^K, E) when (K, E) is a finitary creating pair 
which captures singletons.] 

3.3 Preserving non-null sets [We formulate a property of tree-creating pairs 
which implies that the forcing notion Qgree(if, E) preserves non-null sets.] 

3.4 (No) Sacks Property [An easy condition ensuring "no Sacks property" 
for forcing notions of our type.] 

3.5 Examples [We build a tree-creating pair (K, E) such that the forcing notion 
Q^ree(i^, E) is proper, uo^-bounding, preserves the outer measure, preserves 
non-meager sets but does not have the Sacks property.] 

CHAPTER 4: OMITTORY WITH HALVING We explain how omittory creating 
pairs with the weak Halving Property produce almost uo^-bounding forcing no
tions. 

4.1 What omittory may easily do [We show why natural examples of forcing 
notions Q*00(K, E) (for an omittory creating pair (K, E)) add a Cohen real 
and make ground model reals meager.] 

4.2 More operations on weak creatures [Just what the title says: we present 
more ways to put weak creatures together.] 

4.3 Old reals are unbounded [We say when a creating pair (K, E) is of the 
AB-type and we show that this property may be concluded from easier-to-
check properties. We show that Q^^K, E) is almost u/^-bounding if (K, E) 
is growing condensed and of the AB-type. For omittory creating pairs we 
do not have to assume "condensed" but then we require a stronger variant 
of the AB, AB+ . ] 

4.4 Examples [We generalize the forcing notions from [Sh 207], [RoSh 501] 
building examples for properties investigated before.] 

CHAPTER 5: AROUND NOT ADDING COHEN REALS We try to ensure that the 
forcing notions built according to our schema do not add Cohen reals even if it
erated. We generalize "(/ , ̂ -bounding" and further we arrive to a more general 
iterable condition implying "no Cohen reals". 

5.1 (/, g)— bounding [We present easy ways to make sure that our method re
sults in (/, g)-bounding forcing notions.] 

5.2 (£, T)— bounding [We introduce a natural (in our context) generalization of 
(/> #)-bounding property. For the sake of completeness we show that the 
new property is preserved in CS iterations.] 

5.3 Quasi—generic T and preserving them [We formulate a reasonably weak 
but still iterable condition for not adding Cohen reals. We define t-systems, 
we say when T is quasi-VF-generic and when a forcing notion is T-genericity 
preserving. These notions will be crucial in the next section too.] 

5.4 Examples [We construct a sequence (W^h : h G Ti,k,() such that W^h 

are t-systems and various forcing notions (including the random algebra) 
are (T, W£\)-genericity preserving (for quasi-generic T). We build a forcing 
notion Q^^K, S) which is proper, UJU-bounding, (/,g)-bounding, makes 
ground model reals null and we use the technology of 'T-genericity" to 
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ANNOTATED C O N T E N T xi 

conclude that its CS iterations with Miller's forcing, Laver's forcing and 
random algebra do not add Cohen reals.] 

CHAPTER 6: PLAYING WITH ULTRAFILTERS Our aim here is to build a model 
in which there is a p-point generated by Hi elements which is not a g-point and 
mi = K2. 

6.1 Generating an ultrafilter [We say when and how quasi-VF-generic T de
termines an ultrafilter on u.\ 

6.2 Between Ramsey and p-points [We define semi-Ramsey and almost-
Ramsey ultrafilters and we have a short look at them.] 

6.3 Preserving ultrafilters [We give conditions on a tree-creating pair (X, E) 
which imply that the forcing notion Q\ree(K, E) preserves "V is an ultrafil
ter" for V which is Ramsey, almost Ramsey. We say when the filter generated 
by V in the extension is almost Ramsey.] 

6.4 Examples [We construct t-systems W£ such that if a quasi-W^-generic T 
generates a semi-Ramsey ultrafilter then it generates an almost-Ramsey ul
trafilter, and we build a suitable quasi-generic I\ For a function ip G uJ^ we 
give a tree-creating pair (K, E) such that the forcing notion Q\ree(K, E) pre
serves UT> is an almost-Ramsey ultrafilter" and it adds a function W (with 
W{m) £ [^(m)]m "•" *-) such that for each partial function he Yl ^(m) 

raEdom(/i) 

infinitely often h(m) G W(m). Next we apply it to get an answer to Matet's 
problem.] 

CHAPTER 7: FRIENDS AND RELATIVES OF P P We deal with Balcerzak-Plewik 
number and various properties resembling PP-property. 

7.1 Balcerzak—Plewik number [We recall the definition of ACBP and we show 
that it is bounded by the dominating number of the relation determined by 
the strong PP-property.] 

7.2 An iterable friend of strong PP—property [We introduce a property 
slightly stronger than the strong PP-property but which can be easily han
dled in CS iterations. We show that this property is natural for forcings 
Q f T ( # , E), Qtx(K, E) (in finitary cases).] 

7.3 Bounded relatives of P P [We define various PP-like properties for local
izing functions below a given function. We say how one gets them for our 
forcing notions and how we may handle them in iterations.] 

7.4 Weakly non-reducible p-filters in iterations [We show that a property 
of filters, crucial for getting PP-like properties for our forcing notions, is 
easy to preserve in CS iterations.] 

7.5 Examples [For a perfect set P C 2U we build a creating pair (K, E) such 
that the forcing notion Q*JK, E) is proper, ^ -bound ing and adds a perfect 

subset Q of P whith property that ( W e [LJ]LU)(Q\K ^ 2K). We use 
this forcing notion to get consistency of d < A^BP- We show how forcing 
notions from other parts of the paper may be used to distinguish PP-like 
properties (and the corresponding cardinal invariants). We build an example 
of a forcing notion which is CJ^-bounding and preserves non-meager sets but 
which does not have the strong PP-property.] 
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Abstract 

In this Memoir x we present a systematic study of the method of norms on 
possibilities of building forcing notions with keeping their properties under full 
control. This technique allows us to answer several open problems, but on our way 
to get the solutions we develop various ideas interesting per se. These include a new 
iterable condition for "not adding Cohen reals" (which has a flavour of preserving 
special properties of p-points), new intriguing properties of ultrafilters (weaker than 
being Ramsey but stronger than p-point) and some new applications of variants of 
the PP-property. 

The first author thanks the Hebrew University of Jerusalem and the Lady Davis 
Foundation for the Golda Meir Postdoctoral Fellowship, and KBN (State Commit
tee for Scientific Research, Poland) for partial support through grant 2P03A01109. 

The research of the second author was partially supported by "Basic Research 
Foundation" founded by the Israel Academy of Sciences and Humanities. Publica
tion 470. 

1991 Mathematics Subject Classification: Primary 03E35; Secondary 03E40, 03E05 

Key words and phrases: Forcing, proper forcing notions, norms on possibilities, 
cardinal characteristics of the continuum. 
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CHAPTER 0 

Introduction 

Set Theory1 began with Georg Cantor's work when he was studying some spe
cial sets of reals in connection with the theory of trigonometric series. This study 
led Cantor to the following fundamental question: does there exist a bijection be
tween the natural numbers and the set of real numbers? He answered this question 
negatively by showing that there is no such function. Cantor's work did not stop 
here and with his sharp intuition he discovered new concepts like the aleph's scale: 

0 , 1 , . . . ,N 0 ,Ni , . . . ,Na,,Nu;+i,... • 

Thus Cantor's theorem says that Ko < 2^° and Cantor's question was: is 2N° equal 
toNi? 

A real advance on Cantor's question was given by Kurt Godel when he showed 
that it is (relatively) consistent that 2N° =tt±. In 1963 Paul Cohen showed that if 
the ZF-axioms for Set Theory are consistent then there is a model for Set Theory 
where the continuum is bigger than Hi. Cohen's work is the end of classical set 
theory and is beginning of a new era. 

When the cardinality of the continuum is Hi (i.e. CH holds) most of the com
binatorial problems are solved. When the continuum is at least H3 then most of 
the known technology fails and we meet very strong limitations and barriers. 

When the continuum is H2 there are many independence results; moreover there 
are reasonably well developed techniques for getting them by sewing the countable 
support iterations of proper forcing notions together with theorems on preservation 
of various properties. 

The aim of this paper is to present some tools applicable in the last case. 
We present here a technique of constructing of (proper) forcing notions that was 
introduced by Shelah for solving problems related to cardinal invariants like the un
bounded number or the splitting number as well as questions of existence of special 
kinds of P-points (see Blass Shelah [BsSh 242] and Shelah [Sh 207], [Sh 326]). 
That method was successfully applied in Fremlin Shelah [FrSh 406], Roslanowski 
Shelah [RoSh 501], Ciesielski Shelah [CiSh 653] and other papers. The first at
tempt to present a systematic study of the technique was done in the late eighties 
when the second author started work on preparation of a new edition of [Sh:b]. 
For a long time the new book, [Sh:f], was supposed to contain 19 chapters. The 
last chapter, Norms on possibilities, contained a series of general definitions and 
statements of some basic results. However, there was no new application (or: a 
good question to solve) and the author of the book decided to put this chapter 

1 A large part of the beginning of this introduction is based on notes of Haim Judah. I really 
think that they fit to the present paper, though Saharon Shelah is not convinced — Andrzej 
Roslanowski. 

1 
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2 0. INTRODUCTION 

aside. Several years later, when the first author started his cooperation with She-
lah some new applications of Norms on possibilities appeared. But the real shape 
was given to the work due to questions of Tomek Bartoszyhski and Pierre Matet. 
The answers were very stimulating for the development of the general method. 

This paper is meant as the first one in a series of works presenting applicability 
of the method of norms on possibilities. In [RoSh 670] we will present more 
applications of this technique - for example we develop the ideas of Ciesielski Shelah 
[CiSh 653] to build models without magic sets and their relatives. Though one 
can get an impression here that our method results in non-ccc forcing notions, we 
managed to generalize it slightly and get a tool for constructing ccc forcing notions. 
That was successfully applied in [RoSh 628] to answer a problem of Kunen by 
constructing a ccc Borel ideal on 2U which is translation-invariant index-invariant 
and is distinct from the null ideal, the meager ideal and their intersection. It 
should be pointed out here, that already in Judah Roslanowski Shelah [JRSh 373] 
an example of a ccc forcing notion built with the use of norms on possibilities 
was given (the forcing notion there can be presented as some Q\ree(K, E) in the 
terminology here). Investigations of ccc forcing notions constructed according to our 
schema are continued in [RoSh 672]. There are serious hopes that the technique 
presented here might be used to deal with problems of large continuum due to 
special products. This would continue Goldstern Shelah [GoSh 448]. Another 
direction is study of cr-ideals related to forcing notions built according to the schema. 

Let us note that most of the forcing notions constructed here fall into the 
category of snep-forcing notions of [Sh 630]. Consequently, the general machinery 
of definable forcing notions is applicable here. We may use it to improve some of 
our results, and also to get more tools for handling iterations (see [Sh 630] and 
[Sh 669] for more details). 

We want to emphasize that though the aim of the paper is strongly related 
to independence proofs it should have some value for those firmly committed to 
unembellished ZFC, too. This is nicely expressed by the following: 

THESIS 0.0.1. We cannot discover the (candidates for) Theorems of ZFC with
out having good forcing techniques to show they are hard nuts. 

0.1. The content of the paper 

Most of the results of the paper originated in answering a particular question 
by constructing an example of a forcing notion. However, the general idea of the 
paper is to extract those properties of the example which are responsible for the 
fact that it works, with the hope that it may help in further applications of the 
method. That led us to separation of "the general theory" from its applications, and 
caused us to introduce a large number of definitions specifying various properties 
of weak creating pairs. Each chapter ends with a section presenting examples and 
applications of the tools developed in previous sections. Moreover, at the end of 
the paper we present the list of all definitions which appeared in it. This is not a 
real index, but should be helpful. The first chapter introduces basic definitions and 
the general scheme. In the next chapter we deal with the fundamental question of 
when our forcing notions are proper. The first two chapters are a basis for the rest 
of the paper. After reading them one can jump to any of the following chapters. 

In the third chapter we show how we may control some basic properties of 
forcing notions built according to our scheme. The properties we deal with here 
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0.2. NOTATION 3 

are related to measure and category and they lead us to example 3.5.1 of a proper 
forcing notion which is uJ^-bounding, preserves non-meager sets and the outer 
measure, but does not have the Sacks Property. This answers Bartoszyhski's request 
[Ba94, Problem 5]. 

The fourth part continues [RoSh 501], dealing with localizations of subsets of 
uo. Though the example constructed here is a minor modification of the one built 
there, it is presented according to our general setting. We show explicitly how the 
weak Halving Proper ty works in this type of examples. 

A serious problem in getting models of ZFC with given properties of measure 
and category is tha t of not adding Cohen reals. Wha t is disturbing here is tha t we 
do not have any good (meaning: sufficiently weak but iterable) conditions for this. 
In the fifth chapter we show how one can ensure tha t our general scheme results in 
forcing notions not adding Cohen reals. A new iterable condition for this appears 
here and quite general tools are developed (see 5.3.6, 5.4.2). Finally, in 5.4.3, 5.4.4, 
we fully answer another request of Bartoszyhski formulated in [Ba94, Problem 4]. 
We build a proper o ^ - b o u n d i n g forcing notion which preserves non-meager sets, 
makes ground model reals null, is ( / , g)-bounding and such tha t countable support 
iterations of this forcing with Laver forcing, Miller forcing and random real forcing 
do not add Cohen reals. 

The next chapter leads to answering a question of Matet and Pawlikowski. 
In 6.4.6 we show tha t it is consistent tha t there exists a p-point generated by H\ 
elements which is not a g-point and tha t for every ip G UJU and a family T of Hi 
partial infinite functions h : dom(h) —> UJ such tha t h(n) < i^(n) for n G dom(h) C 
uo there is W e U \ip{n)]n + l with (Vft G T){3^n G dom(h))(h(n) G W(n)). 

n£cu 
Several general results on preserving special properties of ultrafilters are presented 
on the way to this solution. 

A start ing point for chapter 7 was a problem of Balcerzak and Plewik. We 
show tha t the Balcerzak-Plewik number /^BP (see 7.1.1) is bounded by a cardinal 
invariant related to the strong PP-p rope r ty (in 7.1.3). Next we show the consistency 
of both "D < ^ B P " (in 7.5.2) and " K B P < c" (in 7.5.3). We treat our solution as 
a good opportunity to look at various properties of forcing notions related to the 
PP-p rope r ty (and corresponding cardinal invariants). 

0.2. N o t a t i o n 

Most of our notation is s tandard and compatible with tha t of classical textbooks 
on Set Theory (like Bartoszyhski Judah [BaJu95] or Jech [J]). However in forcing 
we keep the convention tha t a stronger condition is the larger one. 

N O T A T I O N 0.2.1. 1. R - ° stands for the set of non-negative reals. The 
integer part of a real r G M-° is denoted by [r\. 

2. For two sequences 77, zy we write v <3 77 whenever v is a proper initial segment 
of 77, and v < rj when either v <\ 77 or v = 77. The length of a sequence 77 is 
denoted by lg{r\). 

3. A tree is a family of finite sequences closed under initial segments. (In 
1.3.1 we will define more general objects.) For a tree T the family of all 
u -branches through T is denoted by [T]. We may use the notat ion l im(T) 
for this object too (see 1.3.1, note tha t a tree is a quasi tree). 
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4 0. I N T R O D U C T I O N 

4. The quantifiers (V°°n) and (3°°n) are abbreviations for 

(3m G u)(Vn > m) and (Vra G co)(3n > ra), 
respectively. 

5. For a function ft : X —> X and an integer k we define h^ as the & th-
iteration of ft: ft(1) = ft, ft(/c+1) = ft o ft(fc). 

6. For a set X, [X]^u, [X}<UJ and V(X) will stand for families of countable, 
finite and all, respectively, subsets of the set X. The family of /c-element 
subsets of X will be denoted by [X] . The set of all finite sequences with 
values in X is called X<cd (so domains of elements of X<UJ are integers). 
The collection of all finite partial functions from u to X is X&. 

7. The Cantor space 2U and the Baire space uu are the spaces of all functions 
from LU to 2, a;, respectively, equipped with natural (Polish) topology. 

8. For a forcing notion P, Tp stands for the canonical P-name for the generic 
filter in P. With this one exception, all P-names for objects in the extension 
via P will be denoted with a dot above (e.g. f, X). 

9. c stands for the cardinality of the continuum. The dominating number 
(the minimal size of a dominating family in J^ in the ordering of eventual 
dominance) is denoted by d and the unbounded number (the minimal size of 
an unbounded family in that order) is called b. .M, J\f stand for the a-ideals 
of meager and null sets on the real line, respectively. 

GENERAL DEFINITIONS 0.2.2. 1. For an ideal J of subsets of a space X 
we define its cardinal characteristics (called additivity, covering number, uni
formity and cofinality\ respectively): 

• a d d ( J ) = min{|^ | : i C J & {J A i J"}, 
• cov ( J ) = min{|^ | : A C J & \JA = X} , 
• n o n ( J ) = min{|y| :Y CX &Y (£J}, 
• co f ( J ) = min{|^ | : A C J & (VA G J ) ( 3 B G .A)(A C £ ) } . 

2. Assume that X, F are Polish spaces and R C X x Y is & Borel relation. 
Suppose that V C V7 are models of ZFC and that all parameters we need 
are in V. We say that the extension (V, V7) has the R-localization property 
if 

(VxeXH V')(3y G Y H V)((x, y) G ii). 
If x G X D V , y G F fl V and (x,y) e R then we say that y R-localizes x. 

We say that a forcing notion P has the ^-localization property if every 
generic extension of V via P has this property. 

3. For a relation R C X x Y we define two cardinal numbers (the unbounded 
and the dominating number for R): 

b(R) = mm{\B\ : (\fy G Y)(3x G B)((x,y) £ R)} 

*(R) = min{\D\ : (Vx G X)(3y G D)((x,y) G R)}. 
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CHAPTER 1 

Basic definitions 

In this chapter we introduce our heroes: forcing notions built of weak creatures. 
The Prologue is intended to give the reader some intuitions needed to get through 
a long list of definitions. A general scheme is presented in the second part, where 
we define weak creatures, sub-composition operations, weak creating pairs (K, S) 
and corresponding forcing notions QC(nor)(K, £) . However, in practice (at least 
in this paper) we will be interested in two special cases of the scheme. The first 
main family of weak creating pairs (and related forcing notions) are creating pairs 
determined by composition operations on creatures. The second family consists of 
tree-creating pairs coming from tree compositions on tree-creatures. These two 
options are introduced in the following two parts of the chapter. It should be 
underlined here that the rest of the paper will deal with these two (essentially 
disjoint and parallel) cases of the general scheme. In the last section we give some 
justifications for our work in the next chapter, showing that without extra care our 
schema may result in forcing notions collapsing Hi. 

Note: Our terminology (weak creatures, creatures, tree-creatures etc) might be 
slightly confusing, but it was developed during a long period of time (see introduc
tion) and large parts of it are established in literature already. 

Basic Notation: In this paper H will stand for a function with domain UJ such 
that (Vra G cj)(|H(m)| > 2). We usually assume that 0 G H(m) (for all m G 
UJ); if it is not the case then we fix an element of H(ra) and we use it whenever 
appropriate notions refer to 0. Moreover we fix "a sufficiently large" uncountable 
regular cardinal \ and we assume that at least H G H(x) (the family of sets of 
cardinality hereditarily less than x) or, what is more natural, even H G W(Hi). 

1.0. Prologue 

If one looks at forcing notions appearing naturally in the Set Theory of Reals 
(i.e. the forcing notions adding a real with certain properties and preserving various 
properties of the ground model reals) then one realizes that they often have a com
mon pattern. A condition in such a forcing notion determines an initial segment of 
the real we want to add and it puts some restrictions on possible further extensions 
of the initial segment. When we pass to a stronger condition we extend the deter
mined part of the generic real and we put more restrictions on possible extensions. 
But we usually demand that the amount of freedom which is left by the restrictions 
still goes to infinity in a sense. The basic part of the definition of such a forcing 
notion is to describe the way a condition puts a restriction on possible initial seg
ments of the generic real. Typically the restriction can be described locally by use 
of "atoms" or "black boxes", in our terminology called weak creatures. So a weak 
creature t has a domain (contained in finite sequences) and for each sequence w 

5 
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6 1. BASIC DEFINITIONS 

from the domain it gives a family of extensions of w (this is described by a relation 
val[t]: if (u,v) G val[t] then v is an allowed extension of u). Moreover, such a t 
has a norm nor[t] which measures the amount of freedom it leaves. Further, we 
are told what we are allowed to do with weak creatures: typically we may shrink 
them, glue together or just forget about them (i.e. omit them). The results of 
permit ted operations on a family S of weak creatures are elements of £(<S) in our 
notat ion (where £ is a sub-composition operation on the considered family K of 
weak creatures), see 1.1.4. Now a condition in our forcing notion can be viewed as 
(w,S), where w is a finite sequence (the determined part of the generic real) and 
S is a countable family of weak creatures satisfying some demands on its s tructure 
and requirements on nor[t] for t G S. When we want to build a stronger condition 
then we take t G S such tha t w is in the domain of t and we pick up one of the 
possible extensions of w allowed by t. We may repeat this procedure finitely many 
times and we get a sequence w* extending w. Next we choose a family <S* of weak 
creatures such tha t each s G <S* is obtained by permit ted procedures from some 
<$s Q <S (i-e. s G £(<SS)). The pair (w*,S*) is an extension of (w,S) provided <S* 
satisfies the structure demands and norm requirements. 

However, this general schema breaks to two cases, which, though very similar, 
are of different flavors. In the first case we demand tha t the family S in a con
dition (w,S) has a linear structure. Then we usually represent the condition as 
(w, to, t i , £2, • • •)? where for some sequence 0 < 7710 < mi < m2 < . . . < a; 

w is a sequence of length mo and for each i < UJ: 
t{ is a weak creature saying in which way sequences of length m^ 
may be extended to sequences of length ra2+i. 

So it is natural in this context to consider only weak creatures t such tha t for 
some integers m^n < ra^ (dn stands for "down"), the domain of t is contained 
in sequences of length m^ n and every extension of a sequence from the domain 
allowed by t is of length m\ . In other words we require tha t if (u,v) G val[£] then 
£g(u) = ml

dn and £g(v) = m^p. In applications the domain of the relation val[t] 
consist of all legal sequences of length m^ n . Let us describe a simple example of 
this kind. Consider the Silver forcing Q "below 2 n " : a condition in Q is a function 
p : dom(p) —> UJ such tha t 

dom(p) C UJ & \LU\ dom(p) | = u & (\/n e dom(p)){p(n) < 2 n ) . 

Let us look at this forcing in a different way. 
Let K consist of all triples t = (nor[t] , val[t], dis[t]) such tha t 

• dis[t] = (m*, fc*) where ml < uo and fc* G {*} U 2rn\ 
• nor[r;] = m1 if k* = * and nor[£] = 0 otherwise, 
• val[t] = {(u,v) G n 2? x 11 2 ' : u < v & (fc* 7^* ^ v{mt) = kt)}. 

i<mf iKm* 

For S C K we let £(<S) = 0 if | 5 | ^ 1 and 
if t G K, kl ^ * then £({£}) = {t}, 
if t G K, kf — * then £({£}) consists of all s G K with ms — ml. 

Now, a condition p in Q may be represented as a sequence (wp, £Q, t\,...), where 

(a) each t1? is from K, 
(b) wp is a finite sequence of length TTT/O such tha t wp(n) < 2n for n < m1®, 
/ \ +P 4-P . 

(c) mi = mo + 2, 
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1.1. W EAK CREATURES AND RELATED FORCING NOTIONS 7 

(d) lim sup nor[£^] = oo. 
i—>uj 

The order < of Q is defined by (wp, tg, t\, t\,...) < (w9 , tg, tf, t * , . . . ) if and only if 
for some N < cu: 

wp < wq, £g{wq) = £g(wp) + TV, 
(wq \£g{wp) + i, wq \(wp) + i + 1) G val[*£] for each i < N, and 
t] G S ( ^ + j ) for every j < u>. 

The pair (K, £ ) is an example of a creating pair and the forcing notion Q (repre
sented as above) is ( Q r ^ J i ^ E ) (see 1.2.2 and 1.2.4). 

On the other pole of possible weak creatures we have those which provide 
possible extensions for only one sequence rj (i.e. those t for which |dom(val[£])| = 1). 
Weak creatures of this type are called tree-creatures and they say to us simply: 

/ know what the restrictions on extensions of a single sequence r\ are, 
and I do not look at other sequences at all. 

Tree-creatures are fundamental for building forcing notions in which conditions are 
trees of a special kind. In these forcing notions a condition p = (w, S) is such tha t 
w is a root (stem) of a tree Tp and each t G S is a part of the tree Tp; usually such 
a t describes how one passes from an element rj G Tp to its extensions in Tp (not 
necessarily immediate successors). It is natural to put some requirements on s u b -
composition operations E when the weak creatures we consider are t ree-creatures, 
and this leads to the definition of tree composition and tree-creating pair, see 1.3.3. 
Moreover, it turns out to be very practical to consider special demands on the 
norms nor[t] to take an advantage of the tree-form of a condition, see 1.3.5. (Note 
tha t in further definitions we do not require tha t Tp is a tree but we demand tha t 
it is a quasi tree only. This will simplify the notat ion a little bit.) Let us illustrate 
this by a suitable representation of the Laver forcing L. Recall tha t a condition in 
L is a tree T C UJ<UJ such tha t if n G T, root(T) < rj then |succT(^) | = u. 

Let K consist of all triples t — (nor[t] , val[t],dis[t]) such tha t 

• dis[t] = (77*, A*), where A1 G [cu]^ and rf G uo<UJ, 
• nor[t] =£g(r]t), 
• val[t] - {{rf, v) : rf < v & £g{v) = £g[rf) + 1 & v(£g{jf)) G A*}. 

For t G K we let E({£}) = {s G K : r]s = rf & As C A1} and for <S C K 
with |<S| 7̂  1 we declare E(<S) = 0. Now, a condition p in L can be represented 
as (rf, (tp : v G Tp)), where Tp C UJ<UJ is a tree such tha t root(T^) = rf and 
for each v G Tp, root (T p ) < v we have SUCCTP(^) = {p : (v,p) € v a l K ] } ( s o 

S is {tp : v G T p } here). Moreover, we demand tha t for each infinite branch 
77 through T p the norms n o r [ £ ^ J go to infinity. The order < of L is given by 
{rf, (tp:ue Tp)) < (r]q, (tq : v G Tq)) if and only if rf G Tp and 

( V z / G T 9 ) ( ^ G T p & ^ G E ( ^ ) ) . 

The pair (K, E) defined above is a tree creating pair and the forcing notion L is 

1.1. W e a k c r e a t u r e s a n d r e l a t e d fo rc ing n o t i o n s 

D E F I N I T I O N 1.1.1. 1. A triple t = (nor , val , dis) is a weak creature for H 
if: 

(a) n o r G M^°, 
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8 1. BASIC DEFINITIONS 

(b) val is a non-empty subset of 

i(x,y)e (J [ f j H(t)x JJ H(t)] : * < j/}, 
mo<mi<w i<mo i<m\ 

(c) dis e H(x). 
The family of all weak creatures for H is denoted by WCR[H]. 

2. In the above definition we write nor = nor[t], val = val[t] and dis = dis[t]. 
[val is for value, nor is for norm, dis is for distinguish.] 
REMARK 1.1.2. The dis[t] in a weak creature t plays the role of an additional 

parameter which allows as to have distinct creatures with the same values of val 
and nor. This may be sometimes important in defining sub-composition operations 
on K (see 1.1.4 below): we will be able to have distinct values of E(to), ^(^i) 
though val [to] = val[ti] and nor [to] = nor[ti]. One may think that this additional 
parameter describes the way the weak creature t was constructed (while val[t], 
nor[t] give the final effect of the construction). We may sometimes "forget" to 
mention dis[t] explicitly - in most of the results and applications dis[t] might be 
arbitrary. In the examples we construct, if we do not mention dis[t] we mean that 
either it is 0 or its form is clear. 

DEFINITION 1.1.3. 1. If we omit H we mean for some H or the H is clear 
from the context, etc. 

2. We say that H is finitary (or of a countable character, respectively) if H(n) 
is finite (countable, resp.) for each n G u. We say that K C WCR[H] is 
finitary if H is finitary and val[t] is finite for each t G K. 

DEFINITION 1.1.4. Let K c WCR[H]. 
1. A function E : [K]—u —> *P{K) is a sub-composition operation on K if: 

(a) (transitivity) if S G [K\—u and for each s G S we have s G E(<SS) 
thenE(<S) C E ( U Ss), 

ses 
(b) r G E(r) for each r G K and E(0) = 0. 

[Note that E(«S) may be empty for non-empty S; in future defining E we 
will describe it only for the cases it provides a non-empty result, in all other 
cases we will assume that E(<S) = 0.] 

2. In the situation described above the pair (K, E) is called a weak creating 
pair for H. 

3. Suppose that (K, E) is a weak creating pair, to,ti G K. We say that to,ti 
are E-equivalent (and we write then to ~ s ti) if nor [to] = nor[ti], val [to] = 
val[ti] and for each S C [K\{t0,h}]^ u we have E(<SU{t0}) = £(SU{*i}). 

REMARK 1.1.5. Note that the relation ~ s as defined in 1.1.4(3) does not have 
to be transitive in a general case (so, perhaps, we should not use the name E -
equivalent). However, if (K, E) is either a creating pair (see 1.2.2) or a tree-creating 
pair (see 1.3.3) then ~ E is an equivalence relation. Then, if additionally E(<S) is non
empty for finite S only, the value of E(«S) depends on the ^s-equivalence classes 
of elements of <S only. Therefore we will tend to think in these situations that we 
identify all ^-equivalent elements of K (or just consider a selector K* C K of 
K/~Y,)' If ^(«S) m a y be non-empty for an infinite S C K (which may happen 
for tree-creating pairs), then we have to be more careful before we consider this 
identification: we should check that the values of E depend on ~s-equivalence 
classes only. 
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1.1. WEAK CREATURES AND RELATED FORCING NOTIONS 9 

DEFINITION 1.1.6. Let (K, E) be a weak creating pair for H. 
1. For a weak creature t G K we define its basis (with respect to (K, E)) as 

basis(t) = {wG \J J j H ( z ) : (3S G Z(t))(3u)((w, u) G val[s])}. 
m<to i<m 

2. For w G (J n H(z) and 5 G [if]—6*7 w e define the set pos(w, 5) of possible 
m<uj i<m 

extensions of w from the point of view of <S (with respect to (K, E)) as: 

pos*(w,<S) = {u : (3s G E(S))((w,u) G val[s])}, 

pos(u>,<S) = {n : there are disjoint sets Si (for i < m < LU) with (J <Ŝ  = 5 
i<772 

and a sequence 0 < ^ o < - - - < ^ m - i < &9(u) such that 
u\£o G pos*(to,5o) and 
u ^ i G p o s * M 4 ) , S i ) & ••• & ^ G p o s * ( ^ ^ m _ i , 5 m _ i ) } . 

3. Whenever we use basis or pos we assume that the weak creating pair (K, E) 
with respect to which these notions are defined is understood. 

DEFINITION 1.1.7. Suppose (if, E) is a weak creating pair for H and C(nor) is 
a property of a;-sequences of weak creatures from K (i.e. C(nor) can be thought of 
as a subset of Ku). We define the forcing notion Qc(nor)(^> E) by 

conditions are pairs (w,T) such that for some &o < LU: 
(a) w G n H W 

i<ko 
(b) T = (U : i < LU) where: 

(i) t% G X for each z, 
(ii) u> G basis (ti) for some i < LU and for each it G pos (it;, {U : i G io})? 

IQ C. u; there is i G LU \ IQ such that u G basis(t^), 
(c) the sequence {U : i < LU) satisfies the condition C(nor); 

t h e order is given by: (wi^T1) < (w2,T2) if and only if 
for some disjoint sets So, <Si, £2 , . . . C LU we have: 

W2 G pos(iUi, {t\ : £ G iS0}) and ^ G E({^ ' £ G <Si+i}) for each i < a; 

(where Te = (t{ :i<Lu)). 
If p = (iu,T) we let wp = w, TP = T and if T p - (^ : i < a;) then we let 

tP — ti. We may write (w, to, t i , . . . ) instead of (w,T) (when T = (U : i < LU)). 

PROPOSITION 1.1.8. If (K, E) is a weak creating pair and C(nor) is a property 
of sequences of elements of K then Qc(nor)(^»^) ^s a forcing notion. 

REMARK 1.1.9. The reason for our notation C(nor) for the property relevant 
for (c) of 1.1.7 is that in the applications this conditions will say that the norms 
nor[ti] go to the infinity in some sense. Some of the possibilities here are listed in 
1.1.10 below. 

DEFINITION 1.1.10. For a weak creature t let us denote 

m^n(t) — mui{lg(u) : u G dom(val[t])}. 

We introduce the following (basic) properties of sequences of weak creatures which 
may serve as C(nor) in 1.1.7: 
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10 1. BASIC DEFINITIONS 

(soc) A sequence (ti : i < UJ) satisfies CSDC(nor) if and only if 

(Vi < uj)(nor[ti] > max{ i , r a d n ( ^ )} ) -

(oo) A sequence (ti : i < UJ) satisfies ( ^ ( n o r ) if and only if 

lim nor[£i] = oo. 

(woo) A sequence (ti : i < UJ) satisfies C w o c (no r ) if and only if 

lim sup nor [^ ] = oo. 
i—fio 

Let f : UJ x UJ —> UJ. We define the property introduced by / by 

( / ) A sequence (U : i < UJ) satisfies C^(nor) if and only if 

(V* < W)(VD c i)(nor[i l] > f(k,mdn(ti))). 

For notational convenience we will sometimes use the empty norm condition: 

(0) Each sequence (U : i < UJ) satisfies C 0 (no r ) . 

The forcing notions corresponding to the above properties (for a weak creating 
pair ( i f , E ) ) will be denoted by Q s o o ( i f , E ) , Q ^ i ^ E ) , Q w o c ( i f , E ) , Q / ( i f , E ) and 
Q$(K, E) , respectively. 

R E M A R K 1.1.11. 1) Note tha t the second component of a pair (w,T) G 
Qc(nor)(j^r? ^ ) i s a sequence of weak creatures, and in the most general case the 
order of its members may be important . For example the property C s o c (nor ) in
troduced in 1.1.10 is not permutat ion invariant and some changes of the order in 
the sequence (tx : i < UJ) may produce a pair {w,T') which is not a legal con
dition. This is not what we would like to have here, so in applications in which 
this kind of problems appears we will restrict ourselves to suborders Q£(nor) (^ ' ^ ) 
of Q c ( n o r ) ( ^ ^ ) m which we put additional structure demands on the sequences 
(ti : i < UJ) (see 1.2.6). Moreover, to get properness for forcing notions Q*00(iiC, E) 
we will have to put some demands on (if, E) (see 2.1.6). These demands will cause 
tha t various variants of the norm condition Csoc (nor ) result in equivalent forcing 
notions (see 2.1.3). So, from the point of view of applications, the main reason for 
introducing C s o c (nor ) is a notational convenience. 
2) Note tha t 

QSDC(if, E) C Q x ( i ( , S ) C Qw o c( if , E) C Q0(if , S) 

where the inclusions mean "suborder" (but often not "complete suborder") . If 
we put some conditions on / (e.g. / is fast, see 1.1.12) then we may easily have 
Q / ( i f , E ) C Q o c ( i f , E ) . 
3) In our applications we will consider the forcing notions Q/( i f , E) only for 
functions / : UJ X UJ —> UJ which are growing fast enough (see 1.1.12 below). 

D E F I N I T I O N 1.1.12. A function / : UJ X UJ —> UJ is fast if 

(Vkeuj)(\/£euj)(f(k,l)<f(kJ+l) & 2./(fc,*)</(k + M)). 
The function / is H-fast if additionally ( H is Unitary and) for each k,£ G UJ: 

2*»«> • ( /(*,I) + ^u(t) + 2) < f(k + 1,£), 

where <pHW = | I I H( t ) | . 
i<e 
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1.1. W E A K CREATURES AND RELATED FORCING NOTIONS 11 

DEFINITION 1.1.13. Suppose that (K, E) is a weak creating pair and C(nor) is 
a property of sequences of elements of K. Let W be a Qc(nor)(^ S)-name such 
that 

lhQc(nor)(^,s) w = \J{wp : p e r Q c ( n o r ) ( K . s ) } . 

PROPOSITION 1.1.14. Suppose that (K, £) is a weak creating pair and C(nor) 
is a property such that the forcing notion Qc(nor)(^ ^) is non-empty. Then: 

l- lhQc(nor)(^.E) 'W is a member of f] H(z)'\ 

2. //(Vi e w)(H(i) = 2) tfjen H-Qc(nor,(A-.S) «W is a real". 
3. If for every t £ K, u £ basis(t) the set pos(u,t) /ias at /east two elements 

then\hqc{nor)(K.s)<W£V". 

REMARK 1.1.15. 1) We will always assume that the considered weak creating 
pairs (K,T,) (and norm conditions C(nor)) are such that Qc(nor)(^S) ^ 0. Usu
ally, it will be enough that K contains enough creatures with large norms and in 
each particular example this requirement will be easy to verify. 
2) In general, the W defined in 1.1.13 does not have to encode the generic fil
ter. We may formulate a condition ensuring this. Let (K, E) be a weak creating 
pair and C(nor) be a norm condition such that Qc(nor) (^^) is n ° t empty. For 
p£Qc(nor){K,^) define 

S(p) d= {w G (J Yl H(i) : (3q > p)(w < wq)} 

Clearly S(p) is a subtree of |J [ ] H(i). Moreover, for each w G (J Yl H(i) and 

P , g £ Qc(nor){K,T,)l 

P '̂ Qc(nor)(A'.s) "w ^ W" if and only if w G S(p) and 

P "-Qc(Z,(A'.E) "W G [S(q)]n if and only if S(p) C S(q). 

Now we may define a Qc(nor)(-K\ S)-name H by 

H-QC(no„cK,E> H = {pe QC ( n o r , (X,E) : W € [S(p)]} 
and we may want to claim that lh H = ^QC{nor)(K,i:)- But for this we need to 
know that any two conditions in H are compatible. A sufficient and necessary 
requirement for this is: 

( • ) ifp,q € QC ( n o r ) (X,E) and S(p) C S(q) 
then p lh q G rQ or (#•.v) (or in other words p > q modulo the equiva

lence of conditions). 

In most of our examples and applications, the condition (•) will be easy to check. 
We will not mention it in future as we will not use its consequences. 
Note however that it is very easy to build examples of weak creating pairs (K, S) 
(even creating pairs or tree creating pairs) for which (EJ) fails. Some of these 
examples might appear naturally. 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



12 1. BASIC DEFINITIONS 

1.2. Crea tures 

Now we will deal with the first specific case of the general scheme: creating 
pairs and forcing notions Q£(n o r)(^5 £) . Notation and definitions introduced here 
are applicable to this case only and should not be confused with that for tree-
creating pairs. 

DEFINITION 1.2.1. Let t be a weak creature for H. 
1. If there is m < UJ such that (\/(u,v) G va\[t])(£g(u) = m) 

then this unique m is called m^. 
2. If there is m < uo such that (\/(u,v) G val[t])(£g(v) = m) 

then this unique m is called m^p. 
3. If both ra^n and ra^p are defined then t is called an (fn^n? m^)-creature (or 

just a creature). 
4. CRmdn,mup[H] = {t G WCR[H] : ra^n = md n and m^p = raup}, 

CR[H]= U CRmdn ,mup[H]. 

DEFINITION 1.2.2. Suppose that if C CR[H] and E is a sub-composition op
eration on if. We say that E is a composition on K (and we say that (if, E) is a 
creating pair for H) if: 

1. if S G [if] — u and E(<S) ^ 0 then <S is finite and for some enumeration 
S — {to,... , tm-i} we have m^p = m ^ 1 for alH < m — 1, and 

2. for each s G E(to, • • • , tm_i) w e n a v e mdn = md°n an<^ mup = m up _ 1 -
In this paper we will always assume that the creating pair under considerations is 
additionally nice and smooth (see 1.2.5 below) and we will not repeat this demand 
later. 

REMARK 1.2.3. Sets of creatures with pairwise distinct m^n 's might be natu
rally ordered according to this value and therefore in similar situations we identify 
sets of creatures with the corresponding sequences of creatures. 

DEFINITION 1.2.4. 1. For K C CR[H] and a composition operation E on 
K we define finite candidates (FC) and pure finite candidates (PFC) with 
respect to (if, E): 

FC(if, E) = {(w, to,... ,tn) : w £ basis(to) and for each i < n 
U G if, raj/p = rn^1 and pos(w, t 0 , . . . , U) C basis( i i + i )} , 

PFC(if, E) - {(t0, ...,tn):(3we basis(t0))((w, t0, • • • , tn) G FC(if))}. 
2. We have a natural partial order < on FC(if, E) (like in 1.1.7). The partial 

order < on PFC is defined by 
( t 0 , . . . , t n _i ) < (s0,... , s m _i ) if and only if mup-1 = m ^ - 1 , and 

(Vw G basis(t0))(w G basis(s0) and (w,t0,... , t n _i ) < (W,SQ,. .. , s m - i ) ) 

(so (to) < (so) means that so G E(to) and basis(to) C basis(so)). 
3. A sequence (to, t i , t 2 , . . . ) of creatures from if is a pure candidate with re

spect to a creating pair (if, E) if 

( V t < o , ) K ' p = m£n
+1) and 

(3w G basis(to))(Vi < uj)(pos(w, to,... ,U) C basis(t^+i)). 
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1.2. CREATURES 13 

The set of pure candidates with respect to (X, E) is denoted by PC(K, E). 
The partial order < on PC(if, E) is denned naturally. 

4. For a norm condition C(nor) the family of C(nor) -normed pure candidates 
is 

PC c ( n o r ) ( t f ,E ) d = {(t0,tu...)ePC(K,Z):(t0)tu... ,) satisfies C(nor)}. 

DEFINITION 1.2.5. Let (if, E) be a creating pair for H. We say that 
1. (K, E) is nice if for all to , . . . , tn-i £ K and s G E(to, • • • , t n_i) w e have 

basis(to) C basis(s). 
2. (K, E) is smooth provided that: 

if (w,to,... , t n_i) G FC(if, E), m < n and ^ G pos(w,t0 , . . . , t n_i) 
t/ien tx f ̂ dn G pos(w,t0 , . . . , t m _i ) and u G pos(u f ra^,tm,... , t n _ i ) . 

3. X is forgetful if for every creature t G if we have: 

[(iu,u) G val[t] & w' G J J H(n)] => (w',w'~u \ [m^n,m^p)) G val[t]. 
n < m d n 

4. X is /WZ if dom(val[t]) = n H ( n ) f o r e v e r y t € K-
n < m d n 

As we said in 1.2.2, we will always demand that a creating pair is nice and 
smooth (but these properties occur naturally in applications). The main reason for 
the first assumption is to have the effect presented in 1.2.8(2) below and the second 
demand is to get the conclusion of 1.2.10. Before we state these observations let us 
modify a little bit the forcing notions we are interested in. 

DEFINITION 1.2.6. Let (K, E) be a creating pair and C(nor) be a property 
of ^-sequences of creatures. The forcing notion Q^nor^(if, E) is a suborder of 
Qc(nor)(if? E) consisting of these conditions (w, to, t i , . . . ) for which additionally 

(Hi.2.6) ( V i < w ) K ' p = m * ' n
+ 1 ) . 

REMARK 1.2.7. 1) The forcing notions introduced in 1.2.6 fit better to the 
idea of creatures and compositions on them. Moreover in most of the applications 
the forcing notions Q£(nor) (^» ^) an<^ Qc(nor) (^> ^) w ^ ^ e equivalent. Even in the 
most general case they are not so far from each other; note that if p G Q£(nor) (-K"? S) 
and q G QC(nor)(#, E), p < q (in QC(nor)(#, E)) then q G Q£ ( n o r ) (# , E). Of course 
it may happen that Q£(nor)(^'^) *s t;iri"v̂ istl - this usually suggests that the tree-
approach is more suitable (see 1.3.3). 
2) Several notions simplify for the forcing notions Qc(nor)(-^' ^)* ^ o r e x a m p l e if 
to , . . . , t n_i G K are such that m = m^°n, m^p = m^1 and w G f| H(z) then 

pos(to,to,... , t n _i) = {u : for some 0<fci < . . .<ki<n — 1 we have 
u \ mu

fep G pos*(w,t0 , . . . ,tkl) & 
w f mUp2 G pos*(u f mup^tjt.+i,.. . ,tfc2) & . . . & 
u G pos*(u f m u

f c p ,^+ i , . . . , * n - i ) } -
3) The norm condition (soo) (see 1.1.10) can be presented slightly simpler for 
QJooftf, E). For (w, t0, t 1 ? . . . ) G QS*00(̂ T, E) it says just that 

(Vi<w)(nor[ti] > ra£n). 

PROPOSITION 1.2.8. Suppose (K, E) zs a creating pair for H. 
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14 1. BASIC DEFINITIONS 

1. Assume that K is full. Then (if, E) is nice and if C (nor) is one of the 
conditions (soo), (oo), or ( / ) (where f is any fast function), then the forcing 
notion Qc( n o r ) ( i f>E) ^s a dense subset o /Qc( n o r ) ( i \" , E ) . 

2. If (if, E) is nice, (w,to,ti,t2,. • •) is a condition in Q^(K, E) and (sn : n G 
a;) 25 such that for some 0 = ko < ki < ... < UJ, sn £ E(t^ : kn < i < fcn+i) 
(for all n G uo) then (w, so, s i , S 2 , . . . ) is a condition in Qj^if, E) (stronger 

than (w,£o,£i,£2 , •••)>'• 
3. / / (if, E) zs forgetful then it is full. 

D E F I N I T I O N 1.2.9. Let (if, E) be a creating pair, C(nor) be a norm condition, 
p G Qc(nor)(^> ^ ) a n d 'r be a Q J ( n o r ) ( ^ , E)-name for an ordinal. We say tha t 

1. p essentially decides the name f if 

(3m G cu)(\/u G POS(W P , £Q, . . . , tP
n_1))((u, tp

m, tp
m+l,...) decides the value of f ) , 

2. p approximates f at n (or at ££) whenever: 
for each w\ G Y>OS{WP, £ Q , . . . , t ^ _ x ) , if there is a condition r G Q£( n o r ) (if, E) 
stronger than p and such tha t it;r = w\ and r decides the value of f then 
the condition {w\, tp

n, t ^ + 1 , . . . ) decides the value of f. 

L E M M A 1.2.10. Suppose that (if, T,) is a smooth creating pair, C(nor) is a norm 
condition and f is a Qc( n o r \ ( i f , E ) -na rae for an ordinal. Assume that a condition 
p G QL n o rx(i i r , E) essentially decides f (approximates f at each n, respectively). 
Then each q > p essentially decides f (approximates f at each n, respectively). 

P R O O F . Immediate by smoothness. • 

D E F I N I T I O N 1.2.11. Let (If, E) be a creating pair for H . 
1. For a property C(nor) of ^-sequences of creatures from K and conditions 

P>Q G ®C(nor)iK> E ) W e d e f i l i e 

P <apr q ( m Qc(nor) ( K > E ) ) i f a n d O I l l y i f 

p < q and for some k we have (Vz < uo){tp^k = tq) 
(so then wq G pos(wp, t^,... , ̂ _ x ) too). 

2. We define relations <£°° (for n < v) on Q*00(if, E) by: 
(a) p <s

0°° q (in Q ^ i f , E)) if p < q and wp = wq, 
(/?) P < ^ i (7 (in Qt^K, E)) if p <s

0°° g and if = t\ for z < n + 1. 
3. Relations <£° on Q ^ ( i f , E) (for n < u) are defined by: 

(a) p<^ q (in Q ^ ( i f , E)) if p < g and wp = wq, 
(/?*) P <^i Q (in Q ^ ( i f , E ) ) if p <§° g and 

^ = tq- for all j < min{z < u : nor[t^] > n + 1} and 

{*? : i < <J & nor[t?] < n + 1} C {tp : i < u}. 

4. Relations <^°° on Q ^ o c ( i f , E ) are defined by 
(a) P ^ o 0 0 9 (m Q ^ i ^ E ) ) if p < g and ̂  = w*, 

(P+) P < £ £ g (in Q ; o c ( K , E)) if p < y ~ (7 and 

^ = tq. for all j < min{z < UJ : nor[tf] > n + 1}. 

5. Let f : UJXLU —> w b e a fast function. Relations < ^ on Q*JK, E) are defined 
by: 

(a) P<f
0q (in Q ^ ( i ^ , S)) if p < q and wp = w«, 
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1.3. T R E E CREATURES AND T R E E LIKE FORCING NOTIONS 15 

(Pf) P <f
n+1 Q (in Q)(#,£)) if P <i q and 

tP 

tp
} = tqj for all j < min{i < u> : n o r [if] > f(n + 1, mjn)} and 

{t?: i < a; & nor[i?] < / ( n + 1, m l ) } C {t\: i < u,}. 

6. We may omit superscripts in <^o c , <^°, <™°° and < ^ if it is clear from 
the context in which forcing notion we are working (i.e. what is the norm 
condition we deal with). 

R E M A R K 1.2.12. The difference between e.g. (3) and (4) is in the last condition 
of (3), of course. 

P R O P O S I T I O N 1.2.13. Suppose (K, E) is a creating pair for H . Let C(nor) be 
one of the following properties of uo-sequences: C s o c(nor)7 C°°(nor), Cw o c(nor) or 
C-^(nor) for some fast function f (see 1.1.10) and let <n be the corresponding 
relations (defined in 1.2.11). Then 

1- <aPr is a partial order (stronger than <) on Qc(nor)(Ki ^ ) -
2. <n (with superscripts) are partial orders (stronger than <) on the respective 

^C(nor ) (^ ' S ) and P ^ n + i Q implies p <n q. 
3. Suppose that pn G Q J ( n o r ) ( ^ ? ^ ) (for n ^ UJ) are suc^ ^at 

(Vrc G cj)(pn < n + i p n + i ) . 

Then the naturally defined limit condition p — l i m p n satisfies: 

n 

P ^ Q c ( n o r ) ( ^ S ) a n d ( V n < V)(pn < n + l p) • 

R E M A R K 1.2.14. A natural property one could ask for in the context of creating 
pairs is some kind of monotonicity: 

bas i s ( t ) = dom(val[t]) and pos(u,£) = {v : (u,v) G val[t]}, 

for t G K and u G bas i s ( t ) . However, there is no real need for it, as all our demands 
and assumptions on creating pairs will refer to pos (and not val) . But for t r e e -
creating pairs we will postulate the respective demand, mainly to simplify notat ion 
(and have explicit tree-representations of conditions), see 1.3.3(3). 

1.3. T r e e c r e a t u r e s a n d tree—like fo rc ing n o t i o n s 

Here we introduce the second option for our general scheme: forcing notions 
in which conditions are trees with norms. This case, though parallel to the one 
of creating pairs, is of different character and therefore we reformulate all general 
definitions for this particular context. 

D E F I N I T I O N 1.3.1. 1. A quasi tree is a set T of finite sequences with the 
^-smallest element denoted by root(T) . 

2. A quasi tree T is a tree if it is closed under initial segments. If T is a quasi 
tree then dcl(T) is the smallest tree containing T (the downward closure of 
T) . 

3. For a quasi tree T and rj G T we define the successors ofrj in T, the restriction 
of T to 77, the splitting points of T and maximal points of T by: 

succT(ry) = {is e T : n < v & ->(3p G T)(rj < p < z/)}, 

T[r,] ={v£T :r}<v}, 
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16 1. BASIC DEFINITIONS 

split(T) = {q G T : |SUCCT(T7)| > 2}, 

max(T) = {v G T : there is no p G T such that v <d p}. 

We put f = T \ m a x ( T ) . 
4. The set of all limit infinite branches through a quasi tree T is 

lim(T) = {rj : r) is an <x>-sequence and (3°°n)(r}\n G T)}. 

The quasi tree T is we// founded if lim(T) = 0. 
5. A subset F of a quasi tree T is a front in T if no two distinct members of F 

are O-comparable and 

(V77 G lim(r) U max(T))(3n G u)(rj \ n G F) . 

REMARK 1.3.2. Note the difference between lim(T) and lim(dcl(T)) for a quasi 
tree T. In particular, it is possible that a quasi tree T is well-founded but there is 
an infinite branch through dcl(T). Moreover, a front in T does not have to be a 
front in dcl(T). 

DEFINITION 1.3.3. 1. A weak creature t G WCR[H] is a tree-creature if 
dom(val[t]) is a singleton {rj} and no two distinct elements of rng(val[£]) are 
<]-comparable; 

TCR[H] is the family of all tree-creatures for H. 
2. TCR^H] = {te TCR[H] : dom(val[*]) = {77}}. 
3. A sub-composition operation E on K C TCR[H] is a tree composition (and 

then (K, E) is called a tree-creating pair (for H)) if: 
(a) if S G [K]^, E(<S) ^ 0 then S = {su : v G f} for some well founded 

quasi tree T C [J [ ] H(z) and a system (su : u e T) C K such that 
n<uj %<n 

for each finite sequence v eT 

su G TCR^IH] and rng(val[5I/]) = SUCCT(^), 

and 
(b) ift G E(5^ w ef) then* G TCRroot(T)[H] andrng(val[t]) C max(T). 

If f = {root(T)}, t = troot(T) G TCR roo t (T )[H] and rng(val[t]) = max(T) 
then we will write E(t) instead of E ( ^ : v G T). 

4. A tree-composition E on K is bounded if for each t G E(s^ : v G T) we have 
nor[t] < max{nor[s^] : (3rj G rng(val[t]))(z/ < r/)}. 

REMARK 1.3.4. 1) Note that sets of tree creatures relevant for tree composi
tions have a natural structure: we identify here S with {s„(s) : s G S} where u(s) 
is such that s G TCR„(a) and s^a) = s. 
2) To check consistency of our notation for tree creatures with that of 1.1.7 note 
that in 1.3.3(3), if sv G E ^ ^ : rj G Tv) for each v G T, T is a well founded quasi 
tree as in (3) (a) of 1.3.3 then T* d= |J Tv is a well founded quasi tree, f * = |J tv 

vet vet 
and (sy^ : i/ G T, ry G Tl,) is a system for which E may be non-empty, i.e. it satisfies 
the requirements of 1.3.3(3)(a). 
3) Note that if (K, E) is a tree-creating pair for H, t G TCRrjH] then basis(t) = 
{77} and pos(r7,£) = rng(val[t]) (see 1.1.6). For this reason we will write pos(t) for 
pos(77,£) and rng(val[£]) in the context of tree-creating pairs. 
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1.3. TREE CREATURES AND TREE-LIKE FORCING NOTIONS 17 

4) Tree-creating pairs have the properties corresponding to the niceness and 
smoothness of creating pairs (see 1.2.5, compare with 1.3.9). 

When dealing with tree-creating pairs it seems to be more natural to consider 
both very special norm conditions and some restrictions on conditions of the forcing 
notions we consider. The second is not very serious: the forcing notions Qj;ree(if, E) 
(for e < 5) introduced in 1.3.5 below are dense subsets of the general forcing 
notions Qc(nor)(^>£) (fc>r suitable conditions C(nor)). We write the definition of 
Qlree(K, E) fully, not referring the reader to 1.1.7, to show explicitly the way tree 
creating pairs work. 

DEFINITION 1.3.5. Let (K, E) be a tree-creating pair for H. 
1. We define the forcing notion Q\reG(K, E) by letting: 

conditions be sequences p = (tv : TJ G T) such that 
(a) T C |J [J H(z) is a non-empty quasi tree with max(T) = 0, 

n6w i<n 
(b) trj G TCRr,[H]nK and pos(^) = succT(r;) (see 1.3.4(3)), 

(c)i for every rj G lim(T) we have: 
the sequence (norft^^] : k < uj,rj\k eT) diverges to infinity; 

t he order be given by: 
(t^'-rie T1) < (** : TJ € T2) if and only if 
T2 C T1 and for each rj eT2 there is a well founded quasi tree T0^ C ( r 1 ) ^ 
such that t\ €£(**,: v G f0)77). 

If p = (tv : rj e T) then we write root(p) = root(T), Tp = T, t* = tv 

etc. 
2. Similarly we define forcing notions Qlree(K, E) for e = 0,2,3,4 replacing the 

condition (c)i by (c)e respectively, where: 
(c)o for every r\ G lim(T): 

l imsup(nor[^^] : k < u),rj\k G T) — oc, 

(0)2 for every rj € T and n < UJ there is v such that r\ < v G T and 
n o r ^ ] > n, 

(0)3 for every r\ G T and n < UJ there is v such that rj < u ET and 

(VpG T)(i/<3 p =*> n o r [ t p ] > n ) , 

(0)4 for every n < UJ, the set 

{v eT :(VpeT)(v < p =» n o r [ t p ] > n ) } 

contains a front of the quasi tree T. 
3. If p G Q*ree(tf, E) then we let pW = (^ : i/ G (T^)W) for ry G T*>. 
4. For the sake of notational convenience we define partial order Qfee(K,T,) 

in the same manner as (Q^ree(iif, E) above but we omit the requirement (c)e 

(like in 1.1.10; so this is essentially QQ(K, E)). 

REMARK 1.3.6. 1) In the definition above we do not follow exactly the nota
tion of 1.1.7: we omit the first part wp of a condition p as it can be clearly read 
from the rest of the condition. Of course the missing item is root(p). In this new 
notation the name W of 1.1.13 may be defined by 

l h Q t r e e ( # ) E ) W = | J { r O O t ( p ) I p G I ^ t r e e ( ^ E ) } . 
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18 1. BASIC DEFINITIONS 

2) Note tha t 

Qlree(K, E) C Q\ree(K, E) C Q^ r ee(i^, E) C Qlree(K, E) and 
Q\Tee{K,T,) C Q ^ i ^ E ) C Q t r e e ( K , E ) 

but in general these inclusions do not mean "complete suborders". If the t r e e -
creating pair is t-omittory (see 2.3.4) then Q^ee(K^) is dense in Q2 r e e(K, E) and 
thus all these forcing notions are equivalent. If (K, E) is 2-big (see 2.3.2) then 
^ t r e e ( X , E ) is dense in Q\Tee(K^) (see 2.3.12). 

Let us give two simple examples of tree-creating pairs. 
Let H( i ) = LU (for i G UJ). 

Let K0 C TCR[H] consists of these tree-creatures s tha t if s G TCR^ [H] then 
rng(val[s]) C {rj^(k} : k G UJ} and 

£g(rj) if val[s] is infinite, 
0 otherwise. 

The operation EQ gives non-empty values for singletons only; for s G KQ we let 
So(s) = {t G KQ : val[t] C val[s]} (an operation E defined in this manner will be 
further called trivial). Clearly ( K 0 , E 0 ) is a tree-creating pair. Note tha t : 

(a) the forcing notions Q%ee(Ko, ^o) a n d Qoree(^Ch So) are equivalent to Miller's 
Rational Perfect Set Forcing; 

(b) the forcing notions Q\ree{K0,Zo), Q| r ee(lfo,E(>), Qlree{K0^o) are equiva
lent to the Laver forcing 

(thus Q\ree(Ko, E 0 ) is not a complete suborder of (%ree(K0, E 0 ) , and Qlree(K0, E 0 ) 
is not a complete suborder of Q ^ f ^ C b ^o))-

Let us modify the norms on the tree-creatures a little. For this we define a 
function / : uo^^ —> uo by 

/ « » = 0, / ( ^ » = { ^ J + 1 o t L7wise . 

Now, let K\ consist of tree creatures s G TCR[H] such tha t rng(val[s]) C {rj^(k) : 
k G LU} (where s G T C R ^ H ] ) and 

r i _ / f(v) ^ val[s] is infinite, 
^ •" 1^0 otherwise. 

Let E i be the trivial tree-composition on K\, so it is nonempty for singletons only 
and then £ i ( s ) = {t G K\ : val[£] C val[s]} (clearly ( i ^ i , E i ) is a tree creating 
pair). Then 

(a) the forcing notion Q{jree(tfi, E i ) is a dense suborder of Qi>ree(i\"i, E x ) , 
(b) the partial orders Q f ^ l ^ E i ) and Q i r e e ( # i , £ i ) are empty, but 
(c) Q 3 r e e ( K i , E i ) is not-tr ivial (it adds a new real) and it is not a complete 

suborder of Q 2 r e e ( K i , E i ) (e.g. incompatibility is not preserved) and it is 
disjoint from Q ^ i ^ i , E ^ . 

D E F I N I T I O N 1.3.7. Let (if, E) be a tree creating pair, e < 5, p G Qlree{K, E) . 
A set A C Tp is called an e-thick antichain (or just a thick antichain) if it is an 
antichain in (T p , < ) and for every condition q G Qj;ree(if, E) stronger than p the 
intersection A n dcl(T9) is non-empty. 

P R O P O S I T I O N 1.3.8. Suppose that (K,E) is a tree-creating pair for H ? e < 5, 
p G Q*ree(if, E) and rj G T^. TAen: 
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1.3. TREE CREATURES AND TREE-LIKE FORCING NOTIONS 19 

1- Qg ree(if, E) is a partial order. 
2. Each e-thick antichain in Tp is a maximal antichain. Every front of Tp is 

an e-thick antichain in Tp. 
3. If e G { 1 , 3 , 4 } ; n < UJ then the set 

Bn{p) d= {neTP : (i) (Vi/ eTp)(n<v => n o r ^ ] > n) fort 
fzzj no n' <\ n, r]f E Tp satisfies (i)} 

is a maximal <-antichain in Tp. If e = 4 £/ien Bn{p) is a front of Tp. 
4. For every m,n < UJ the set 

F™{p) d= {77 G Tp : (i) n o r [ g > n and 
(zzj \{r)' eTp :rjf < 77 & nor[^/] > ra}| = m } 

^ a maximal <-antichain of Tp. If e G {0 ,1 ,4} t/ien F™(p) is a front of 
Tp. 

5. 7 / K is finitary (so |val[t]| < UJ for t € K, see 1.1.3) then every front of Tp 

is a front of dcl(Tp) and hence it is finite. 
6. If E is bounded then each F™(p) is a thick antichain of Tp. 
7. p < pW G Q* r ee(K, E) and r o o t ( p ^ ) = 77. 

R E M A R K 1.3.9. One of the useful properties of t ree-creat ing pairs (if, E) and 
forcing notions Qg ree(if, E) is the following: 

(*)i.3.9 Suppose that p,q G Q*ree(AT,E), p < q (so in particular Tq C T ^ ? r] G r 9 

and 1/ <\ r], v G T p . 
Then pM < g ^ . 

D E F I N I T I O N 1.3.10. Let p , g G Q* r e e ( l f ,E) , e < 3 (and (if, E) a t ree-creat ing 
pair). We define relations <e

n for n G UJ by: 

1. If e G {0,2} then: 
P <o <1 ( i n Q e r e e ( ^ s ) ) i f P < ^ a n d root(p) = root(g), 
p < ^ + 1 g (in QTG(K, E)) if p <§ q and 

if 77 G F°(p) (see 1.3.8(4)) and v eTp,u < rj then is £ Tq and *£ = tp. 
2. The relations <* (on Q f e e ( l f , E ) ) are defined by: 

p <l q (in Q f ee(if, E)) if and only if p < q and root(p) = root(g), 
p < i + 1 g (in Qf e e ( i f , E)) if p <J g and 

if 77 G F%(p) (see 1.3.8(4)) and v G T p , 1/ < 77 then 1/ G Tq, tp = ££, and 

{t« : 77 G T g & nor[t«] < n} C {*£ : 77 G T p } . 

3. We may omit the superscript e in < ^ if it is clear in which of the forcing 
notions QgFee(if, E) we are working. 

P R O P O S I T I O N 1.3.11. Let (if, E) be a tree-creating pair for H, e < 3. 

1. The relations <e
n are partial orders on Qj;ree(if, E) stronger than <. The 

partial order < ^ + 1 is stronger than <e
a. 

2. Suppose that conditions pn G Qg ree(if, E) are snc/i that pn < ^ + i p n + i -
TTien l i m p n G Q);ree(if, E) and (Vn G a;)(pn < ^ + 1 l i m p n ) (where the 

limit condition p — l i m p n is defined naturally; Tp — |°| TPn). 
n ^ neu; 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



20 1. BASIC DEFINITIONS 

1.4. Non proper examples 

In the next chapter we will see that if one combines a norm condition with suit
able properties of a weak creating pair then the resulting forcing notion is proper. 
In particular we will see that (with the norm conditions defined in 1.3.5) getting 
properness in the case of tree-creating pairs is relatively easy. Here, however, 
we show that one cannot expect a general theorem like "QcTnor)^^) is always 
proper" and that we should be always careful a little bit. The forcing notions re
sulting from our general schema may collapse Ni! For example, looking at the norm 
conditions introduced in 1.3.5(2) one could try to consider the following condition 

( c ) 5 ( V f c 6 ^ ) ( V ° ° n ) ( V ? | G F ) ( % ) > n => nor[U]>k). 
If a creating pair (if, E) is finitary then, clearly, the forcing notions Q5ree(if, E) 
and Q\ree(K, E) are the same. 

The forcing notion Qlree(K, E) might be even not proper. The following exam
ple shows this bad phenomenon which may be made quite general. 

EXAMPLE 1.4.1. Let H(i) = LU for i G u. 
There is a tree creating pair (if 1.4.1, E1.4.1) for H which is simple (see 2.1.7) and 
the forcing notion Q5ree(ifi.4.i,Ei.4.i) is not proper (and collapses c onto a;). 

CONSTRUCTION. TO define the family if 1.4.1 of tree creatures for H choose 
families 0 ^ S^ C Rv C [uo]^ and functions h^ : Rv —• u; (for 77 G UJ<UJ, 0 < £ < 
£g(rj)) such that for every rj,£ we have: 

(a) u G Rn, hrjiu) = £g(rj) + 1, 
(/?) if F G S£

v then hv(F) = £, each S^ is infinite, 
(7) if F0 , Fi G Se

v, F0 ^ Fi then F0 n F1 = 0, 
(5) if A G i ^ , fc^A) > £ + 1 then for each F e 5 j 

AflFG-Rr, and hr](AnF)=£, 

(e) ifAo,Ai G i?^, A0 C Ai then /^(Ao) < ^ ( A i ) . 

There are several possibilities to construct S^Rv,hv as above. One can do it for 
example in the following way. Fix 77 G u)n. Take a system {ifa : a G CJ- } of 
infinite subsets of uo such that 

a) if0 = <j, 
b) cr0 < ai G o ^ n =» KaiCKao, 
c) cr0, <Ji G u / & ^ < n & ao ^ a\ => Kao n Kai = 0, 
d) aeLU<n =» i f . = U Ka~(m). 

Now put i ^ = { (J ifa : 0 ^ / C o;n}. For A G i?^ we declare that 
aei 

e) ^ ( A ) > 1, hv(uj) = /^(if<)) = n + 1, 
f) if for some c r G a > n , ^ < n the set A contains the set ifa then h^A) > 

£ + 1, 
g) if A0 C Ai, AQ,Ai G i?^ then h^(A0) < hv{Ai). 

Next we put 

F^m = U { ^ - ( m ) : a G cjn ~ £ } , for 0 < £ < n, m G w and 
5^ = {F^m :meuj}. 
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1.4. NON PROPER EXAMPLES 21 

It should be easy to check that S*, Rv, hv (for 77 G UJ<UJ, 0 < £ < £g(rj)) defined in 
this way satisfy the requirements (a)-(e). 

A tree creature t G TCRrJH] is in #1.4.1 if rj e LU<UJ, £g(rj) > 0 and 

dis[t] G Rv, val[£] = {{ri,r]^{m)) : m G dis[£]} and nor[t] = /^(dis^]). 

li A e Rrj then the unique tree-creature t G TCRrJH] n #1.4.1 such that dis[t] = A 
will be denoted by f7'̂ . 
The operation £1.4.1 is trivial: it gives a non-empty result for singletons only and 
then £1.4.1 W = {s G #1.4.1 : val[s] C val[*]}. 

CLAIM 1.4.1.1. The forcing notion Q5ree(#i.4.1, £1.4.1) collapses c onto UJ. 

Proof of the claim. Fix rj G LJ<U) \ {()} for a moment. 
Elements of S^ are pairwise disjoint so we may naturally order them according to 
the smallest element. Say S* = {F^m : m < a;}. Let / : [£g(rj),u) —• u. We 
define a condition p^71 G Q5ree(#i.4.1, £1.4.1) putting (we keep the notation as for 
the forcing notions Q*ree(#, £)): 

root(pf,rl) — 77; 
let fc0 = £g(rj), fc^+i = f(kt) + h + 1 (for £ < w); 
if v G T ^ \ fc,_i < £g{y) < kt then * f = t">F!'f™u)) and 
succTP/,„(i/) = {u-(m) : m G i ^ ' / ( W ) } . 

Clearly this defines pf* G Q\ree(#1.4.1, £ 1.4.1). Note that 
if / , # : [&?(?7), u>) —• u are distinct 
then the conditions pf^^p9^ are incompatible in Qsree(#1.4.1, £1.4.1) 

(by the requirement (7)). Let f be a Q5 ree(#i.4.i,£i.4.i)-name for a function 
defined on UJ<U) such that lh"f (77) G V & f (77) : [£g(rj),00) —> CJ" for rjecu<u) and 
for / : [£g(r)),w) —• LJ we have 

P ^ l h Q t r e e ( K l 4 1 ) E l 4 l ) f ( 7 7 ) = / . 

This definition is correct as {pf,r}: / : [£g(r]),uj) —* u} is an antichain (of course it 
is not necessarily maximal in Qsree(#i.4.i, £1.4.1)). The claim will be shown if we 
prove that 

H-<B-(*i.<,i.=i.«.i) 0/0 e o;w n V)(3r? € ^ < w ) ( V n > &fa))(ffa)(2n) = g(n)). 

For this suppose that g G CJ^, p G Q5ree(#i.4.1, £1.4.1). Choose an increasing 
sequence £g(root(p)) < fco < fci < . . . of odd integers such that for each £ < UJ 

(Vi/ G Tp)(k£ < £g{y) => nor[tp] >£ + 2). 

Let / : [ko,w) —• a; be a function such that: 
1. f(ke) = ke+i -k£-l 
2. if n > fco then f(2n) = g(n). 

(Note that these clauses are compatible as the fc/s are odd. Of course there is still 
much freedom left in defining / . ) 

Choose rj e Tp H LU^° and look at the condition p^11. Due to the requirement 
(6) this condition is compatible with p: define r G Q5ree(#i.4.1, £1.4.1) by 

root(r) = 77, Tr C Tp and 
if v G T r , fc£_i < £g(y) < ke then 

tT
v = ^'A l / and SUCCT^(^) = {v^{m) : m G A,} 
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22 1. BASIC DEFINITIONS 

where Av = dis[*£] n F*J{£gH). 
Note that by the choice of k? and the requirement (6) we have 

tv'Av G Ei.4 .i(^)nSi.4.i(tS / ,T?) and n o r [ f ' ^ ] = f . 

Consequently the definition of r is correct. Clearly r is stronger than both p and 
pf*. Thus 

r ^ Q n x u . i . S u , ) (Vn > fc0)(f(77)(n) - / (n)) 

which together with 

(Vn > fc0)(/(2n) = ff(n)) and fc0 = fyfa) 

finishes the proof of the claim. • 

• 
Our next example shows that the assumption that (K, E) is finitary in 2.1.6 is 

crucial. 

EXAMPLE 1.4.2. Let H(i) = u for i e u. 
There is a creating pair (K1.4.2, E1.4.2) for H which is forgetful and growing (see 
2.1.1(3)) but the forcing notion Q^(1^1.4.2? £1.4.2) ls n o t P r o P e r ( a nd collapses c 
onto a;). 
(By 2.1.3 we may replace Q ^ by either Q^oo o r Qsoc o r Q} (f°r a fast function /) .) 

CONSTRUCTION. This is similar to 1.4.1: for 0 < £ < i < uo choose 0 / Sf C 
Ri ^ M ^ a n d functions hi : Ri —> uo satisfying the requirements (a)-(e) of the 
construction of 1.4.1 (with i instead of 77 and £g(rj)) and 

( 0 \JSf=uj for each 0 < £ < i < uo 
(this additional condition is satisfied by the example constructed there). Fix an 
enumeration Sf = {F{

 ,m : m G uo}. 
A creature t G if 1.4.2 may be described in the following way. For each i G 

[m^n,?7i^p) we have a set Ai G Ri. Now: 

dis[t] = (A, : m ^ < i < m'up) 
val[t] = {(u,v)e E[ H(i)x l[H(i):u<vk{Wie[mt

dn,mt
up))(v{i)eAi)}, 

nor[t] = max{/i2(A,) : i G [ m ^ j m ^ ) } . 

If creatures to , . . . ,£ n- i £ -K1.4.2 a r e determined by sets Aj G Ri (for j < n, 
i G [^idJ

n, mUp)) in the way described above and m^1 — mu
J
p (for j < n — 1) then 

Ei.4.2(^05 • • • ,tn-i) consists of all creatures t G i^i.4.2 which are determined (in 
the way described above) by some sets Ai G Ri (for i G [m^°n, raUp~x)) such that 
Ai C A^ whenever rad

J
n < i < rau

Jp, j < n. 
It is easy to check that £1.4.2 is a composition operation on i^i.4.2- The creating 

pair (i^i.4.2, E1.4.2) is forgetful and growing. 

CLAIM 1.4.2.1. The forcing notion Q^c(i^'i.4.2? £1.4.2) collapses c onto a;. 

Proof of the claim. We proceed like in 1.4.1.1 (with small modifications how
ever). Let 7T : uo —> uo x uo : n 1—» (7ro(n),7Ti(n)) be a bijection. Let 7r* : ujl71^) —> 
uu (for n E uo) be mappings defined in the following manner. Let / : [n,uo) —> uo; 
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1.4. NON PROPER EXAMPLES 23 

inductively define no = n, n^+i = n^ + TTO( / ( ^ ) ) + ^i{f{nd) + 2 (for 
£ < a;) and then ra^ = n^ + 7To{f(ne)) + 1 ( so ri£ < rri£ < n^+i); 
now put < ( / ) ( ^ ) - /(ra*) (for ^ G a;). 

For 0 < n < u;, w G J | H(i) and a function / : [n,o;) —• CJ define a condition 

P
u>f e QSo(^ 1.4.2, S1.4.2): 

fc0 = n, fc2*+i = fe^ + no(f(k2e)) + 1, fe^+2 = ^ + 1 + ^lifihi)) + 1, 

u,f tPU'f 

if k2£ < i + n < fe^+2 then t\ G if 1.4.2 is such that m^n = n-M, 

mUD = n + < + l,di8[t?"] = < F ? ™ ^ > . up — 'o -r i- -r -L, uioLS J — \ x i+n 
As in 1.4.1.1, if / , g : [n,uj) —> uo are distinct, u G Yl H(i) then the conditions 

pu,f ^pu,g a r e incompatible. Consequently we may choose a Q ^ (if 1.4.2? £ i .4 .2 ) _ n a m e 

f for a function on u such that lh (Vn G 6c;)(f (n) : [n,cj) —> CJ) and pM'^ lh f (n) = / . 
To finish it is enough to show that 

H - Q ^ . ^ . s n . , ) (Vfl e ( ^ n V)(3n G a ; ) « ( f (n)) = 3). 

Suppose that p G Q^( i f 1.4.2? £1.4.2), 9 £ ^ - Choose 2 < i0 < ii < . . . < LO such 
that nor[£f ] > £ + 2 and next choose &o < &i < &2 < • • • < w such that for each 
iecu: 

m&n < ki < mUp and for some set Ai G i?fc£ we have 

hki(Ai) > iJr 2 a n d (Vn G A€)(3(w,i;) G val[tfJ)(z;(A;£) = n) 

(possible by the way we defined (ifi.4.2, £1.4.2)). Choose any v G pos(wp, £ Q , . . . , £? ) 
and let u = v\ko. Next choose / : [ko,w) —> UJ such that for each I G W : 

Koiffae)) = &2*+l - fe^ - 1, 7Ti(f(k2£)) = fe^+2 - &2*+l ~ 1, f (foi+l) = P W , 

and if fc G (A^, A^+2) \ {&2£+i}, ^ d n < & < mu*p (£ < CJ, i < a;) then 

(B(u,v)evel[^])(v(k)eFi+1'm). 
One easily checks that the choice of / is possible (remember the additional require
ment (C)) and that the conditions pu^ and p are compatible in Q^( i f 1.4.2, £1.4.2)-
As 

PuJ lhQs0(^i.4.2,s1.4.2) K(Hn)) = < ( / ) = g, 
we finish the proof of the claim. • 

• 
One could expect that the main reason for collapsing c in the two examples 

constructed above is that the (if, £) 's there are not finitary. But this is not the 
case. Using similar ideas we may build a finitary creating pair (if, E) for which the 
forcing notion QJ0(if, E) collapses c onto UJ as well. This is the reason why we have 
to use forcing notions Q^(if, E) with (if, E) satisfying extra demands (including 
Halving and bigness, see 2.2.12) and why QJ0(if, E) is used only for growing (if, E) 
(so then Q^^if, E) is dense in Q^(if, £) , see 2.1). This bad effect can be made 
quite general and we will present it in this way, trying to show the heart of the 
matter. One could try to cover the previous examples by our "negative theory" 
too, but this would involve much more complications. 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



24 1. BASIC DEFINITIONS 

DEFINITION 1.4.3. We say that a weak creating pair (AT, E) is local if for every 
t G K, w G basis(t) and u G pos(u>, t) we have lg{u) = £g(w) + 1. 

DEFINITION 1.4.4. Let (K, E) be a (nice and smooth) creating pair for H which 
is local (so t G K => m^p = ml

dn + 1) and simple (which means that E(<S) ^ 0 =*> 
|5 | = 1; see 2.1.7(1)). 
We say that (K, E) is definitely bad if there are a perfect tree T C UJ<UJ and 
mappings Fo,Fi such that 

1. Tr\(jjm is finite for each meuj, dom(F0) = dom(Fi) = U II H00> 
m<oj i<m 

2. if v 6 n H ( 0 , m < w then F^v) : TC\um —+ 2 and F0(v) : T n u ; m —* T 

is such that (Vrj G Tno?m)(F0(t;)(r7) G succT(r?)), 
3. z/ * G X, nor[£] > 2, m = m^n > 0, i < 2 and F* : T n c j m —• T is such 

that F*(i/) G SUCCT(^) for I/ G T H c j m tfien there is s G E(t) such that 
nor[s] > nor[t] — 1 and for each rj G T fl u;m ~ •*• there is z/ G SUCCT(^) with 

(Vtx€basis(«))(Vt;epos(u,fl))(Fo(v)(i/) = F*(i/) & <Fi(t;)(i/) = i). 

PROPOSITION 1.4.5. Suppose that (K,H) is a local, simple and definitely bad 
creating pair for H such that E(£) is finite for each t G K. Then 

(a) the forcing notion Q^0(iC, E) collapses c onto UJ, 
(b) if f : UJ x u; —• u) is a fast function then the forcing notion Q*r(K, E) 

collapses c onto u>. 

PROOF. In both cases the proof is exactly the same, so let us deal with (a) 
only. So suppose that a finitely branching perfect tree T C UJ<UJ and functions 
JFO,FI witness that ( # , E ) is definitely bad. Let G° : T x J] H(i) —• [T] and 

G1 : [T] x fl H(z) —• 2^ be defined by 
i<uj 

G°(r1,W)\eg(r))=r1, and 
G°(77, W) \(m + 1) = F0(Wr(m + 1))(G°(J7, W) \m) for m > lg(n), 
Gl{p,W){n) = Fi(TVT(n+ l ) ) ( p N for n e w . 

We are going to show that 

l ^ ( * , S ) (Vr G 2W n V)(3r? 6 T)(V°°n G w)(r(n) = Gl(G°(r,,W),W)(n)), 

where W' is the QIQ(K, E)-name defined in 1.1.13. To this end suppose that r G 2^ 
and p G Qlo(K, E). We may assume that £g(wp) > 0 and (Vz G uj){nor[tP] > 3). 

Fix io G UJ for a moment. By downward induction on i < io we choose s\° G 
E(t?) and F*o4 : T n uA(™P) + { " l —-> T such that 

(a) nor[s i0)i] > nor[t?] - 1, 
(0) ^To.iM € succT(i/) for veT, tg{y) = £g(wP) + i - 1, 
(7) for all sequences u G basis(si0)i) and v G pos(tx, Si0ji) and every v G T of 

length &7(^) = tg{wp) + i - 1 we have 
F0(v)(F;oA(v)) = F*oM1(v) and F1(v)(F*0 » ) = r ( ^ K ) + i) 

[for i = io we omit the first part of the above demand]. 
It should be clear that the choice of the Si0/s and F*Q^s as above is possible by 
1.4.4(3). All levels of the tree T are finite, so for each i G UJ there are finitely many 
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1.4. NON PROPER EXAMPLES 25 

mappings F* : T n J^wP) + i " 1 - 4 T n u A W + f . Moreover, each £(*£) is 
finite (for z € u;). Hence, by Konig's lemma, we find a sequence (tf : i e UJ) and a 
mapping F* : T —> T such that 

(i) (Vi/ G T)(F*(i/) € succT(z/)) and 
(ii) for each i G UJ there is j ( 0 > * s u c n that f° r every j < i 

s f } = t] and (Vi/ € T n J^wp) + j - 1 ) ( F » = F/ ( i )^(j/)). 

By (a) we have that <? = {wp
) t^t\^...) G Q^(i^, E) and it is stronger than p. 

Take any rj G T with ^(77) = £#(wp) - 1 and let 770 = F*(r/), 77*+1 = F*(%), and 
7?+ = lim(r7i) G [T]. It follows from (7) and (ii) (e.g. inductively using smoothness) 
that for each n G UJ and i; G pos(u?p, £Q , . . . , ^n-i) w e n a v e 

( v , ^ , ^ + 1 , . . . ) H - "G°(r1(hW)\eg(v)=r}+\£g(v) and 
G H G ° ( 7 ? o , ^ ) ^ ) r [ ^ r ? o ) , ^ ( i ; ) ) = r r [ ^ ( r ? o) ,M^)" . 

Hence we conclude 

q l ^ ( K , E ) (Vn > eg(rj0))(G\G0(T]0, W),W)(n) = r(n)), 

finishing the proof. • 

EXAMPLE 1.4.6. Let / : UJ x UJ —• UJ be a fast function (for example f(k,l) = 
22k{£ + 1)). There are a finitary function H and a creating pair (if 1.4.6, E1.4.6) for 
H such that 

(a) (ifi.4.6,Ei.4.6) is local, simple, forgetful and definitely bad (and smooth), 
(b) Ei.4.6(0 ls finite for each t G K 1.4.6, 
(c) the forcing notions QSo(ifi.4.6,Ei.4.6) and Qf(KiA.e^iA.e) a r e not trivial 

and thus collapse c onto UJ. 

CONSTRUCTION. Let / : UJ X UJ —• UJ be fast. For n e UJ let kn — 2 / ( n + 1 ' n + 1 ) . 
Next, for n G UJ, let H(n) consist of all pairs (ZQ,ZI) such that 

zo : J J h —• kn and z\ : ] j[ ki —• 2. 
2<n i<n 

Immediately by the definition, one sees that H is finitary. Now we define the 
creating pair (ifi.4.6, Ei.4.6) for H. A creature t G CR[H] with m^n > 0 is in ifi.4.6 
if: 

• dis[*] = ( m ^ , (Ai :ve n ki), *o>*i>> where 

AI c *;mtn_i for 1/ G n fc*> 
i < m * n - l 

F{:{ve n ^ K < - l ) ^ t w _ 1 ) } - 2 , 
. . + ' v a n / 

2 < m d n 

• val[£] consists of all pairs (w,u) G n H(z) x 11 **W s u c n that ^ < ^ 
i < m a n ^ m a n 

and if u(m^n) = (20, 21) then zo 2 î o a n d ^1 2 î i • 
• nor[t] = femtn - max{|A* | : v G [ ] M -

If t G CR[if], m^n = 0 then we take t to if 1.4.6 if: 
nor[t] = 0, dis[t] = (0,x*,z*>, where a;* G fc0, i* < 2, val[£] = {( (),u )}, where 
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26 1. BASIC DEFINITIONS 

u G Yl H(z), u(0) — (xl,il) (both xl and il are treated here as functions from 
i<0 

The composition operation Ei.4.6 is the trivial one (so Ei.4.e(<S) is non-empty for 
singletons only and Ei.4.6(£) = {s G ifi.4.6 • val[s] C val[t]}). Easily {KIAS^IA.G) 
is a local, simple and forgetful creating pair. Note that if n > 0 and t G i^i.4.6 
is such that m^n = n and A J, = 0 for each z/ G E[ ^ then nor[t] = kn-\ > 

i<n—1 
f(n,ri), so the forcing notions Q£o(Xi.4.6, E1.4.6), Q}(^1.4.6, ^i.4.6) are non-trivial. 
Finally let T = U II ^ a n d for v G fl H W l e t Fo(^), Fx(v) be such that 

nGw i<n i<m 
v(m) — (Fo(v),Fi(v)). It should be clear that T, FQ,F\ witness that (If 1.4.6, E 1.4.6) 
is definitely bad. D 
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CHAPTER 2 

Properness and the reading of names 

This chapter is devoted to getting the basic property: properness. The first 
two sections deal with forcing notions determined by creating pairs. We define 
properties of creating pairs implying that appropriate forcing notions are proper. 
Some of these properties may look artificial, but in applications they appear natu
rally. The third part deals with forcing notions Qgree(X, E) (determined by a tree 
creating pair). Here, properness is an almost immediate consequence of our choice 
of norm conditions. In most cases, proving properness of a forcing notion we get 
much stronger property: continuous reading of names for ordinals. This property 
will be intensively used in the rest of the paper. Finally, in the last part of the 
chapter we give several examples for properties introduced and studied before. 

2.1. Forcing notions Q ^ ^ S ) , Q J ^ ^ E ) 

DEFINITION 2.1.1. Let (K, E) be a creating pair for H. 

1. For t G K, mo < m^n, m^p < mi we define the creature s = t P [mo, mi) 
by: 

nor[s] = nor[£], 
dis[s] = (4,m0,mi)~(dis[£]), 
val[s] = {(w,u) G n H(z) x [1 H(z) : ( t i ^ ^ K p ) e val[t] & 

i<mo i<mi 

w O u & (Mi G [mo,m4n) U K p , m i ) ) ( u ( i ) = 0)}. 

[Note that t I* [mo,mi) is well defined only if val[s] ^ 0 above and then 
mdn = m 0 , ^up =ml] 

2. The creating pair (K, E) is omittory if: 
(lElo) if t G K and u G basis(t) then un0[m t m* ) G pos(u,t) but there is 

v G pos(M) such that v [ [ ^ n , m t
u p ) ^ 0[m^n,r<p), 

p i ) for every (*0,... ,*n-i) € PFC(AT,E) and i < n: 

(KI2) if M [̂  [mo,mi) G K then for every u G basis(£ [* [m0,mi)) and 
v G pos(u,t f [mo, mi)) we have 

v{n) ^ 0 & n G [£g(u)Jg(v)) => ne [m^n,m t
up). 

[Note that (I3o) implies that in the cases relevant for (Kh), t% ? [^dn'r77/uP~1) 
is well defined.] 

3. (K, E) is growing if for any ( to, . . . , £n-i) £ PFC(X, E) there is a creature 
t G E( t 0 , . . . , tn_i) such that nor[t] > max nor[t^]. 

PROPOSITION 2.1.2. If (K,E) is omittory then it is growing. 

27 
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28 2. PROPERNESS AND THE READING OF NAMES 

PROPOSITION 2.1.3. Suppose that a creating pair (if, E) is growing. 
1. Then ( Q ^ i ^ E ) is a dense subset of both Q^( i f ,E) and Q ^ i ^ E ) and 

QJ(if, E) (/or e-yen/ /a<s£ fsee 1.1.12) function f : UJ x UJ —• u;,). Conse
quently whenever we work with growing creating pairs we may interchange 
the respective forcing notions as they are equivalent. 

2. Moreover, if g : UJ x UJ —• UJ, p G Q^o c(if ,E) then there is q G ( Q ^ i ^ E ) 
such thatp <Q°° q and 

(Weuj)(norltl]>g(n,mti)). 

PROOF. Suppose that g : UJXUJ —• UJ and (w, t0, ti,...) G Q^00(AT, E). Choose 
an increasing sequence fco < k\ < k% < . . . such that 

nor[tfco] > #(0,™^) and nor[tfcn+1] > # + l,mupn) 

(exists by l.l.lO(woc)) and choose s0 € E( t 0 , . . . , ^ 0 ) , sn+i G E ( ^ n + i , . . . ,tkn+1) 
such that nor[sn] > nor[tkn] (exist by 2.1.1(3)). Hence (by 1.2.8(2); remember 
that we assume (if, E) is nice) 

9
d =S f K S o , s i , s2 , . . . )eQ 8 *oo(-K,£) 

and clearly (u>, to, *i, *2? • • •) <o #• D 

THEOREM 2.1.4. Assume (if, E) zs a finitary creating pair. Further assume 
that p G Q*oc(if, E) and /or n < UJ we have a Q*^ (if, E) -name fn such that 
II-Q* (K,E) ^n ^ a n ordinal" and £ < UJ. Then t/iere is q = (wp,so,si,S2,...) 
swc/i t/iat: 

(a) p < ? ° 9 e <&»(*•,£) and 
(b) if £ < n < a;, m < rriuj x t/ien t/ie condition q approximates fm at sn (see 

1.2.9(2)). 

P R O O F . Let p = (wp, £§, t\, tv
2,...). Let Si = tP for i < L Now, by induction 

on n > £ we define o/n, sn , £™+1, ̂ + 2> • • • s u c n that: 
(i) # = P, 

(ii) gn + 1 = K , 5 0 , • • • ,*n,*S+l,*S+2> • • • ) € Q8*oo(^S) 
(hi) <?n <^°° ^ n + i 
(iv) if w\ G POS(K;P,SO5 • • • ,sn-i)> ^ < ^up - 1 and there is a condition r G 

Qg^i f , E), <o°°-stronger than (wi,sn>*n+i>*n+2> • • •) which decides the 
value of fm 

then the condition (u>i , sn, £™+x, ^ + 2 > • • •) d ° e s ^• 
Arriving at the stage n-\-l > £ we have defined 

qn = (^ P ,S 0 5 . . . ^ n - l ^ n ^ ^ n + L - " ) -
Fix an enumeration ((iu™,ra™) : z < fcn) of 

pOs(w P , So, . . . , S n - l ) X ( m ^ " 1 + 1) 

(since each H(ra) is finite, fcn is finite). Next choose by induction on k < kn 

conditions qn^ G Q*oc(if, E) such that: 

(a) tfn,o = 9n 
(/3) gn,fc is of the form (wP,s0 , . . . , s n - i , ^ ^ n + i > C f i > • • •) 
(7) #n,/c < n #n,fc+l 
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2.1. FORCING NOTIONS Q*00(K,E), Q^00(K, S) 29 

((5) if, in (Q)*^(#,£) , there is a condition r > 0 ( w ^ ^ C K > * n + 2 > • • •) w h i c h 

decides (in Q*00(i^, £ ) ) the value of fmn, then 

«,Cfc+1.tn+fci+1.Cfe
2

+1."-)eQB*cc(^S) 
is a condition which forces a value to fmn. 

(Note: K , C f c . d . * ^ 2 , - " ) eQL(^S)-) 
For this part of the construction we need our s tandard assumption tha t {K1 E) is 
nice. Note tha t choosing (w£, ^ ' f c + 1 ^ n + i " »C+2~ > • • •) w e w a n t to be sure tha t 

(wV,s0,...,sn-1X'k+\t^+\tn4t\...)e®;oo(K,Z) 

(remember tha t 1.1.7(b)(ii) might fail). But by 1.2.8(2) it is not a problem. Next, 

the condition gn+i = Qn,kn G Q*00(i^, E) satisfies (iv): the keys are the clause (S) 
and the fact tha t 

(inn .n,k+l fn,k+l ,n,fc+l x <Soo i n fn:kn . n ^ ,n,kn x ^ / T>- y \ 

Thus 5 n = ^> f e n , gn+i and t™+k = i%+% are as required. 
Now, by 1.2.13: 

g = (wp,s0,si,... , s z , s z + i , . . . ) = l i m g n € (Q)*^(#,£) . 
n 

Easily it satisfies the assertions of the theorem. • 

A small modification of the proof of 2.1.4 shows the corresponding result for 
the forcing notion Q^^K, E) : 

T H E O R E M 2.1.5. Assume (X, E) is afinitary creating pair andp G Q^oc(i ;f, E ) . 
Let fn be Q^^K, E) -names for ordinals (for n < UJ), £ < cu. Then there is a 
condition q = (wp, SQ, s i , • . . ) G Q ^ ^ i f , E) swcft £/m£ 

(a) p <i q and 
(b) there is an increasing sequence £ = ko < k\ < k^ < . . . < uo such that if 

n < cu and m < raUpn_1 then the condition q approximates fm at Skn> 

As an immediate corollary to theorem 2.1.4 we get the following. 

C O R O L L A R Y 2.1.6. Assume that (K, E) is afinitary creating pair. 

(a) Suppose that fn are Q^^K, E) -names for ordinals and q G Q*0 0(X, E) is a 
condition satisfying (b ) of 2.1.4 (for £ = 0). Further assume that q < r G 
Q*00(i;C, E) ? n < £g{wr) and r Ih "fn = a " (for some ordinal a). 
Then for some q' G Q g ^ K , £ ) , q < a p r q' <o r, we have q' Ih ufn = a". 

(Note: {g /GQ*0 0(K, E ) : g < a p r q'} is countable provided (J H( i ) zs countable.) 

(b) Tfte forcing notion Q*00(K, E) is proper (and a-proper for a < UJ\). 

It should be underlined here tha t 2.1.6 applies to forcing notions Q ^ ( K , E) for 
finitary growing creating pairs (remember 2.1.3). To get the respective conclusion 
for Q^o c(iir, E) we need to assume more. 

D E F I N I T I O N 2.1.7. We say that : 

1. A weak creating pair (K, E) is simple if E(<S) is non-empty for singletons 
only. 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



30 2. P R O P E R N E S S AND T H E READING OF NAMES 

2. A creating pair (K, E) is gluing if it is full and for every k < UJ there is 
no < co such tha t for every no < n < UJ, ( t o , . . . , tn) G P F C ( K , E) , for some 
s G E ( t o , . . . , tn) we have 

n o r [s] > min{&;, n o r [ to ] , . . . , n o r [ t n ] } . 

In this situation the integer no is called the gluing witness for k. 

The two properties defined above are, in a sense, two extremal situations under 
which we may say something on (K, E) . The demand "either simple or gluing" 
(like in 2.2.11) should not be surprising if one realizes tha t then we know what may 
happen when E is applied, at least in terms of m^ n , m^ p . 

COROLLARY 2.1.8. Assume that (K, E) is a finitary and simple creating pair. 
(a) Suppose that fn are Q^^K, E) -names for ordinals, ko < k\ < . . . < UJ and 

q G Qwoo(^> S ) are as in 2.1.5(b). Suppose that q<r G Q^^K, £ ) , and r 
decides the value of one of the names fn, say r lh ufn = a". 

Then for some q' G Q^ 0 0 (K , E) we have 

q <aPr q\ q' ^~ "i~n = OL" and q\r are compatible. 

(b) The forcing notion Q^^K, E) is proper (and even more). 

R E M A R K 2.1.9. Note the presence of "simple" in the assumptions of 2.1.8. In 
practical applications of forcing notions of the type Q^o© w e c a n §e^ m o r e , see 
2.1.12 below. 

D E F I N I T I O N 2.1.10. Let (K, E) be a creating pair for H . We say tha t (K, E) 
captures singletons if (K,T>) is forgetful and for every ( t o , . . . , t n ) G FFC(K, E) 
and for each u G bas i s ( to ) (= I I H(rn)) and v G pos(i£, t o , . . . , t n ) there is 

( s 0 , . . . , Sk) G FFC(K, E) such tha t ( t o , . . . , tn) < (SQ, • • • , s/e) (see 1.2.4) and 

pos(w, 5 0 , . . . , sk) = {v}, m^n = ra*°n, m% = m^ p . 

[Note tha t we put no demands on the norms of the s^s.) 

P R O P O S I T I O N 2.1.11. Suppose that (K, E) is a creating pair which captures sin
gletons (so in particular it is forgetful), p G Q^ o c ( i^ , E) and f is a Q^ o c (K , E ) -
name for an ordinal. Then there is q G Q ^ 0 0 ( X , E) such that 

P <o°° q and q decides f. 

P R O O F . Take r G Q^^K, E) such tha t p < r and r \\- f = a (for some a). 
Look at wr: for some n G uo we have wr G pos (w p , tQ , . . . , t ^ _ x ) . By 2.1.10 we find 
s o , . . . , Sk such tha t pos(wp, s o , . . . ? sk) = {^ r} a n d 

(wP,tltp
1,...)<(wP,s0,...,sk,tr

0,tl,.-.)d=qeQloc(K,^). 

Clearly p <^°° q. To show tha t q lh f = a we use our s tandard assumption tha t 
(K, E) is smooth. Suppose tha t q' > q is such tha t </ lh f ^ a . We may assume tha t 
£g(wq ) > ra^p. By the smoothness we have tt;g fm^p G pos(wp, SQ, . . . , S&), and so 
iog fm^p = w r , and W9 G p o s ( ^ r , t o , . . . , t£) (for a suitable £ < uo). Consequently 
q' > r and this is a contradiction. • 

C O R O L L A R Y 2.1.12. Assume (K, E) zs a finitary creating pair which captures 
singletons. 
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2.2. FORCING NOTION Q } ( K , £ ) : BIGNESS AND HALVING 31 

1. Let p G Q^,DO(i^, E ) ; fn 6e Q^ 0 0 ( i^ , E) -names for ordinals (for n < uo) and 
£ < uo. Then there is a condition q G Q^^K, E) such that 

(a) p <£ q and 
(b) the condition q essentially decides (see 1.2.9(1)) each name fn. 

2. The forcing notion Q ^ o c ( X , E) is proper. 

P R O O F . 1) Follows from 2.1.5 and 2.1.11. 
2) Follows from 1). • 

2.2. Forcing n o t i o n Q*JK,T,): b igness and ha lv ing 

D E F I N I T I O N 2.2.1. Let f = (rm : m < uo) be a non-decreasing sequence of 
integers > 2. For a creating pair (K, E) for H we say tha t : 

1. (K, E) is big if for every k < uo there is m < uo such tha t : 
ifteK, nor[t] > ra, u G basis(t) and c : pos(-u, t) —> {0,1} 
then there is s G E(t) such tha t nor[s] > k, and cfpos(w, s) is constant. 
In this situation we call m a bigness witness for k. 

2. (K, E) is f-big if for each t G K such tha t nor[£] > 1 and w G bas i s ( t ) and 
c : pos(u,t) —> rmt there is s G E(t) such tha t nor[s] > nor[i] — 1 and 
c r pos(u, 5) is constant. 

R E M A R K 2.2.2. Clearly, for a creating pair (K, E) , f-big implies implies big. 

To show how the notions introduced in definition 2.2.1 work we start with 
proving an application of 2.1.4 to the case when the creating pair is additionally 
big and growing. 

P R O P O S I T I O N 2.2.3. Assume (KJ E) is afinitary, growing and big creating pair. 
Ifpe Q*00(X, £ ) , p lh "t <m", m<uo then there is q, p < 0 q G Q^K, E) such 
that q lh "f = mo " for some mo-

P R O O F . Let h G UO10 be such tha t h(k) is a bigness witness for k (remember 
tha t ( i f ,E ) is big, see 2.2.1(1)). Note tha t 2.1.4 + 2.1.3(2) give us a condition 
p' = {wP, so, 5i, s2,...) G Q*00(K, E) such tha t p <§°° pf and 

(a) nor[s£] > ^ ( ^ - I P O S ^ ^ O , . . , ^ - i ) | ) ( m ^ + !) for a n £ < ^ a n d 

(/?) p ; approximates the name f at each n < uo. 
Using iteratively the choice of h(k) we will have then 

(7) for every £ < uo and each function 

d : {(u, v) : u G pos(wp, SQ, . . . , s^-i) & ^ G pos(i£, s^)} —> m + 1 

there is a creature s G E(s^) such tha t nor[s] > m^n and 

d f {{u,v) G dom(cf) : v G pos(ti, s)} 
depends on the first coordinate only. 

(Since, as usual, we assume tha t (K, E) is nice, we have in (7) above tha t basis(s) D 
pos(wp,s0,... , ^ _ i ) . ) 

Now apply (7) to find s't G E(s^) (for £ < uo) such tha t nor[sJ] > ms
d
e
n = ms

d
£
n 

and for every u G pos(wp , SQ, . . . , <^_i) we have 
(<5) for each i>o,^i G pos(?i, s^), i < m 

(vo,s^+ 1 ,s^_f.2 , . . . ) Ih f = i iff ( v i , s ^ + 1 , s ^ + 2 , . . . ) Ih f = z. 
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32 2. P R O P E R N E S S AND T H E READING O F NAMES 

Look at q = (wp, s0 , s[, s;
2,...). First it is a condition in Q*00(i^, E) as (X, E) is 

nice and s'£ G E(s^), nor[s^] > m^ n . To show tha t 

(3rao < m)(q \\- f = mo) 

take a condition r = (i^i, t o , t i , . . . ) > q such tha t r decides the value of f, w\ G 
p o s ( ^ p , s 0 , . . . , s ^ j ) and ^ is the smallest possible. By (/?) we know tha t the 
condition (w/i, s^, s ^ + 1 , . . . ) forces a value to f, say mo- We claim tha t £ — 0, 
i.e. u>i = K;P (which is enough as then q decides the value of f ) . Why? Suppose tha t 

£ > 0 and look at the requirement (8) for £ — 1, u = wi \ md
£

n
_1. By the smoothness 

u G pos(i<;p, s 0 , . . . ,5^_2) and consequently, by (8), for each v G pos(iz,8^_1) we 
have 

( v , ^ , 4 + i , - - - ) l ^ r = m 0 . 

Applying smoothness once again we note tha t for each w G pos(u, s^_1? s^ , . . . , s^) 

w t m^ n G pos(w, 4 - i ) and w G pos(w \ m^ n , s^ • • • , 4 ) -

Hence for each such w we have 

(w \ m^ n , 4 , 4+i> • • • , ) Ir- f = m 0 and 

0 , 4 + 1 , 4 + 2 , . . . ) > O t m^n,4,s^+1,...) 
and so 

( w , 4 + i > 4 + 2 > - - - >) l h r = m0. 
Hence we may conclude tha t (u, 4 - i > s^ , . . . ) If- f = mo which contradicts the choice 
off. • 

R E M A R K 2.2.4. One may notice tha t the assumptions of 2.2.3 are difficult to 
satisfy in most natural cases. First examples of growing creating pairs one has in 
mind are omittory creating pairs. However, if we demand tha t an omittory creating 
pair (K, E) is smooth then we get to 

t € K & u G bas i s ( t ) => u^0^mt m t ) G p o s ( u , t ) . 

This excludes bigness as defined in 2.2.1. Thus it is desirable to consider in this 
case a weaker condition, which more fits to specific properties of omittory creating 
pairs. 

D E F I N I T I O N 2.2.5. An omittory creating pair (K, E) is omittory-big if for every 
k < uo there is m < UJ such tha t : 
iftEK, nor[t] > m, u G bas i s ( t ) and c : pos(u, t) —> {0,1} then there is s G E(t) 
such tha t nor[s] > k and cf(pos('U, s) \ {0[mt m t )}) is constant. 
We may call m an omittory-bigness witness for k. 

P R O P O S I T I O N 2.2.6. Assume (K, E) is a finitary, omittory and omittory-big 
creating pair. Suppose that p G Q^^K, E ) , p \\- "f < m", m < UJ. Then there is a 
condition q G Ql^K, E) such that p <o°° q and q decides the value of f. 

P R O O F . We start as in the proof of 2.2.3, but in (7) there we say tha t 

d \ {{u,v) G dom(d) : v G pos(w, s) & (3k G [£g{u),£g{v))){v(h) ^ 0)} 

depends on the first coordinate only, and therefore we get s'£ G E(s^) as there but 
with (8) replaced by 
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2.2. FORCING NOTION Q*f(K, £ ) : BIGNESS AND HALVING 33 

(6)~ for each VQ,VI £ pos(u,s^) \ {u"D s/ s/ }, i < m 

(^o,4+i>4+2>- ••) It" T = z iff (^1,4+1,4+2^ •••) ^ r = i. 
Now comes the main modification of the proof of 2.2.3. We choose an infinite set 
I = {zo, i i , ^2, • • • } ^ ^ such that for every i < m we have 

if: k<£<£'<uj,we pos(wp, s'0,... , s-J , v0 G pos(w,s-£ r* [raUp , mUp)), 

vi G pos(w, s'ie/ r* [mUp , mu^')) , and 

(3m G [md
l^mu^))(vo(m) ^ 0) and (Bra G [ m ^ . m u / O ^ W ^ 0) 

then: (v0, s-£+1, s^ + 2 , . . . ) lh f = i iff fai, s-£,+i, s-£ / + 2 , . . .) lh f = z 
and a similar condition for the case of w — wp, 0 < £ < £' < LU. The construction 
of the set I is rather standard (by induction) and it goes like in the proof of the 
suitable property for the Mathias forcing (see e.g. [BaJu95, 7.4.6]). Next we look 
at 

q = (w
p, 5-0 r* [ra*°n, mUp°), s'%i ? [raUp°, map1), s-2 r* [raUp , mUp ) , . . . ) . 

It should be clear that it is a condition in Q*oc(K, E) which is <Q°°-stronger than 
p. Note that, as (K, E) is omittory (remember the demand (Kl0) of 2.1.1(2)), by 
the choice of the set I we have 

tq tq 

if wi G pos(wq,t%,... ,tq
k), k < cj, wiT[rad

fc ,raUp) = 0 t<z t* and the 
Kn)wu

fep) 
condition (u>i, t-̂ , l 5 1^ + 2 , . . . ) decides the value of f 

then K K n , ^ ^ + i , ^ + 2 v ) does so. 
Now, like in 2.2.3 we show that the condition q decides the value of f, using the 
remark above and the choice of the set / . • 

DEFINITION 2.2.7. Let (K, E) be a creating pair. 
1. We say that (K, E) has the Halving Property if there is a mapping 

half :K —>K 

such that 
(a) for each t G K, half (t) G E(t) and nor [half (£)] > ^nor[t], 
(b) if t o , . . . , t n G K, min{nor[ti] : i < n} > 2 and a creature t G 

E(half(t0), . . . , half(tn)) is such that nor[t] > 0 then there is s G 
E(to, • • • ,tn) such that 

nor[s] > min{-nor[ti] : i < n} and (VuGbasis(t0))(pos(w, s) C pos(u,t)). 

2. We say that (K, E) has the weak Halving Property if there is a mapping 
half : K —> K which satisfies (a) above and 
(b)" if t0 eK, nor [to] ^ 2 and t G E (half (to)) is such that nor[t] > 0 

then there is a creature s G E(to) such that 

nor[s] > -nor[to] and (\/u G basis(t0))(pos(u, s) C pos(u,t)). 

3. Whenever we say that (X, E) has the (weak) Halving Property we assume 
that the function half : K —> K witnessing this is fixed. 
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34 2. P R O P E R N E S S AND T H E READING OF NAMES 

R E M A R K 2.2.8. Remember tha t we standardly assume tha t creating pairs are 
nice, so in 2.2.7(lb), 2.2.7(2b~) we have bas i s ( t 0 ) C bas i s ( t ) and basis( to) C 
bas i s ( s ) . Of course, the Halving Property implies the weak Halving Property. 
Moreover, the two notions agree for simple creating pairs. 

Our next lemma shows how we are going apply the Halving Property. 

L E M M A 2.2.9. Assume that (K, E) is a creating pair with the Halving Property 
(witnessed by a mapping half : K —> K). Suppose that f : uo x UJ —> uo is a fast 
function, f is a Q*JK, E)-name for an ordinal, n<cu,0<e<l and p G Q*f(K, E) 
is a condition such that 

( V i € W ) ( n o r [ t ? ] > e . / ( n , m £ ) ) . 

Further assume that there is a condition r G Q*JK,Y,) such that 

(Vz G w ) ( n o r ^ ] > 0) and (wp, half (*g), half (*£), • • •) <o r and 

r essentially decides f (see 1.2.9). Then there is a condition q G Q%(K,T,) such 
that 

£ tq f 
(Vz G uj)(nor[tj] > - • / ( n , m ^ ) ) , p <Q q and q essentially decides f. 

P R O O F . First note tha t the niceness implies tha t (wp, half(£Q), ha l f ( t ^ ) , . . . ) is 
a condition in Q*f(K, E) (by 2.2.7(1)(a) and 1.2.8(2); remember tha t / is fast). Now 
suppose tha t r G Q}{K, E) is as in the assumptions of the lemma. Take m < UJ so 
large tha t 

(Vzx G POS(?I;P ,£Q, . . . , ^ J n _ i ) ) ( ( ^ , t J n , ^ + 1 , . . . ) decides the value of f) and 

( V i > m ) ( n o r [ i f l > | / ( n , n & ) ) 

(for the first requirement remember tha t (K, E) is smooth; the second is possible 
since e < 1). Next choose integers 0 = io < i\ < ••• < z m _ i < z m such tha t 

(W < m)(t? e E(half(i? ) , . •. . h a J f ^ . i ) ) ) . 

Applying the Halving Property (see 2.2.7(lb); remember tha t we have assumed 
norjt j] > 0 for each £ G uo) we find s ^ G S f ^ , . . . , ^ i_1) (for £ < m) such tha t 

nor[5^] > m i n { ^ n o r [ ^ ] : it < i < ii+\} and 
(Vz/G bas is (^) ) (pos(zz , se) C pos(w, ££)). 

Then easily 

q = (wp,s0,... , s m _ i , t ^ , t ^ + 1 , . . . ) G Q } ( K , E ) , p<f
0 q and 

( V z G c ) ( n o r [ t ? ] > | / ( n , m i ) ) 

(for the last s tatement remember tha t / is fast so / ( n , •) is non-decreasing). More
over q essentially decides the value of f as 

pOs(wP,S0,... , S m - l ) Q P O S ( ^ P , * 0 , . - - ^ m - l ) ' 

D 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



2.2. FORCING NOTION Q*(K, £ ) : BIGNESS AND HALVING 35 

REMARK 2.2.10. One could ask why we cannot in the conclusion of 2.2.9 require 
that simply nor[£?] > | no r [^ ] (for j chosen somehow suitably, e.g. such that 

tq tp 

mdn = mdn)- The r e a s o n ls that "the upgrading procedure" given by 2.2.7(lb) 
takes care of possibilities only: no other relation between s,t there is required. 
In particular we do not know if E(£) fl E(s) ^ 0. Consequently, if we apply this 
procedure to all m (replacing each tr

m by suitable sm) then we may get a condition 
incompatible with r. 

THEOREM 2.2.11. Assume that a creating pair (if, E) for H is finitary, 2-big 
and has the Halving Property. Further suppose that a function f : u> x uo —> uo is 
H-fast and that (if, E) is either simple or gluing (see 2.1.7). Let fm be Q*JK, E)-
names for ordinals (for m G uo), p G (K (if, E) and n < uo. 
Then there is a condition q G Qf (if, E) such that p <£ q and q essentially decides 
(see 1.2.9) all the names fm (for m G uo). 

PROOF. Let (if, E) and / be as in the assumptions of the theorem. 

CLAIM 2.2.11.1. Suppose that r is a QJ-(if, E)-ftame for an ordinal, n < uo, a 
condition p G Q* (if, E) and a real e are such that 

tp 
2 |pOs(w P , tg) | # 2~^H(mdn) < £ < 1 

(where (fn(^) = | Yl H(0I? see 1-1-12), and 
i<£ 

nor[tp
0] > 1 and (\/i > 0)(nor[tf] > e • f{n + 1, rnjj). 

Then there is a condition q G Q^(if, E) such that p <Q q, £Q ̂  ^(*o)> nor[^o] — 
nor[£o] — 1, q essentially decides the value off and 

(V, > 0)(nor[t?] > 2 [ p o s ( l P , t g ) j • f(n+hmi)). 

Proof of the claim: First note that our assumptions on e (and the fact that / is 
tp 

H-fast) imply that if t G K is such that m^n > m ^ and 

norftl > — -,—-^- • fin -f-1, ra^n) 

then 

nor[*] > / (n ,m^ n ) + y>H(radn) + 2. 
Let {u^ : m < mo} enumerate pos(wp, £Q). We inductively choose conditions p^ 
for ?72 < rao such that 

(a) p° = « « , . . . ) , 

(/?) if there is a condition r G Qj (if, E) such that p^ <o r and 

(Vz € W)(nor[tr] > _ £ _ . / ( „ + i , m £ ) ) 

and r essentially decides f then we choose such an r and we put 

Pm+l — ( ^ m + 1 5 ^ 0 5 t\->' • •)•> 

(7) if we cannot apply the clause (/3) (i.e. there is no r as above) then 

Pm+i = « + 1 , h a l f ( t f ) , half ( i f ) , . . . ) . 
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36 2. P R O P E R N E S S AND T H E READING O F NAMES 

[For the sake of the uniformity of the inductive definition we let w® to be e.g. w{ o-J 
Note that by the niceness there are no problems in the above construction (i.e. 
P°m € Q*f(K, E)). Let c : pos(wp, t%) —> 2 be such that 

0 if the clause (/?) was applied to choose p^+i? 
4)- {? ™J ^ "* otherwise. 

Due to the bigness of (if, E) we find a creature so G E(£Q) such that c is constant 
on pos(wp,so) and nor[so] > nor[tg] — 1. Note that 

def , „ , P 1 ; 1 ,P° 
g = K , 8o, C ° , C ° > * 2 , . • •) e Q}(K, E) 

(the niceness applies here once again, see 1.2.8; the norm condition should be 
obvious as p ^ o G Qj(K, E)). Moreover 

nor[t-m°l > — ;—-pry • f(n + l .m. ' ) 

and hence, in particular, 

n o r [ < - ] > / ( n , m l ) + ¥ * ( " & ) + 2. 

If the constant value of c f pos(u>p, SQ) is 0 then easily the condition q satisfies the 
requirements of the claim (use 1.2.10). 

So we want to exclude the possibility that the constant value is 1. For this 
assume that it is the case. First note that then, due to the way we constructed 
Pm0' we may apply lemma 2.2.9 and conclude that there are no u E pos(u>p, so) and 
r G Q*f(K, E) such that nor[t[] > 0 for alii e u and 

(t/, t0
m°, t1

m° , . . . ) <o r and r essentially decides the value of f. 

Now we inductively choose an increasing sequence 4 < 4 < . . . of integers, crea
tures si, S2? • • • G K and conditions po,Pi, • • • £ Q/(if> E) such that 

1. po = q (defined above), 4 = 0, 
2. 4 + i is such that 4 + i > 4 and 

(Vz > 4+ i ) (no r [ t f ] >f(n + k + 2 , m £ ) ) , 

3. s» = tPk for z < 4 and nor[ t f ] > f(n + fe, m ^ ) + <pH(™dn ) + 2 for z > 4 , 
4. there are no w G pos(u>p, so , . . . , S£k) and r G Q*f(K, E) such that 

(ViGo;)(nor[t[] > 0) 

and (u, t^fe
+1, t^ f e

+2 , . . .) <o r and r essentially decides f, 
5. for i G ( 4 , 4 + i ] , Si G E(tffc) and nor[^] > /(ra + fc,m^), 
6. nor[s 4 + 1 ] > / ( n + A; + 1, md

£
n
fc+1) and p/e <{pk+i. 

Suppose we have defined 4? Pfc and ŝ  for z < 4 - Choose 4+1 according to the 
requirement (2) above. Fix an enumeration 

{wm :m<mk} = pos(wp, s 0 , . . . , s£k, t£*+ 1 , . . . , ^ + i ) . 

We inductively choose conditions p ^ G Qj(if, E) (in the way analogous to the 
construction of p^ 's) : 

(a)fc p§ = K f e ,^ + i + 1 ,^ + i + 2 , . . . ) , 
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2.2. FORCING NOTION Q}(AT,E): BIGNESS AND HALVING 37 

(P)k if there is a condition r G QJ(if, E) such that p^ < 0 r and 

(Vi € u,)(nor[tr] > _ L _ . / ( n + fc + 2,m&)) 

and r essentially decides f then we choose such an r and we put 

Pm+l — \Wm+litQi 1̂> * * * ) ' 

(7)/e if we cannot apply the clause (j3)k then 

p£,+i = (wk
m+1, half $*•) , half (tpr),...). 

As previously, due to the assumptions about (î T, E), we can carry out the con
struction. Let Cfc : pos(wp, so> • • • )54>^ f c+i>"- >^fc ) —** 2 be a function such 
that 

( k \ _ / 0 if the clause (/?)& was applied to choose p ^ + 1 
Ck{Wm) - | x o t h e r w i s e < 

Applying successively 2-bigness (to each tPk for z = £/c+i,£/e+i — 1 , . . . , ^ + 1) we 
find creatures s^fe+i,... , S£k+1 such that for each i G [4 + l>^fc+i] 

5, G E ( t f ) and nov[st} > nor[ t f ] - | p o s ( ^ , s 0 , . • - , ^ f c , ^ + 1 , . . . , ^ 1 

and for each u G pos(wp, so , . . . , s f̂e, s^fe+i,... , S£fc+1) the value of Ck(u) depends 
on u \ rriup only. If the constant value of Ck \ pos(t>, s^fc+i,. • • ?^fc+1) (for some 
sequence v G pos(tt;p, so , . . . , S£k)) is 0 then easily 

k k 

(remember that (K, E) is nice), it is <0-stronger than (v,tg + 1 , ^ +2» • • •) an<^ ^ 
essentially decides f (by 1.2.10). This contradicts the inductive assumption (4). So 
the constant value is always 1 and consequently Ck \ pos(wp, so, •.. , S£k,... , S£k+1) 
is constantly 1. Put 

Note that for allz G CJ 
k k 

^k rnk + rnk 

nor[t*mi']>f(n + k + l,mtja ) + v> H ( "4 ) + 2 
and thus p^+i satisfies (3). By the construction (and 2.2.9) the condition Pk+i 
satisfies the inductive requirement (4) (for A; + 1). Since / is H-fast we have that 
for i G [£k + lj^fc+i] (by the inductive assumption (3)) 

,Pk + l 

nor[ if+ 1] > nor[ t f ] - |pos(t^, s0,..., slk, %+1,... t £ i ) l > / ( « + *, " 4 ), 

and for i > £k+i 

n o r [ £ f c + 1 ] > / ( n + fc + l ,m£n ) 

and (if A; > 0) 
tPk 

n O I*[C f c] = n ° r N J > f(U + fe> mdn )' 
Hence pfc <{ p/c+i- Moreover nor[s^fe+1] > f(n + k + 1, rad^+1 )• Thus the require
ments (5) and (6) are satisfied. 
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38 2. P R O P E R N E S S AND T H E READING OF NAMES 

Finally look at the limit condition 

p* = ( « A s o , s i , . . . ) = limpk e ®}(K, E) . 

Now we have to distinguish the two cases: (K, E) is simple and (K, E) is gluing. 
If our creating pair is simple then we take a condition r > p* which decides the 

value of r and such tha t nor[£[] > 0 for all i G UJ. We may assume tha t for some 
k G UJ we have wr G pos(wp, SQ, ... ,sek). Then ( w r , ^ f e

+ 1 , ^ f c
+ 2 , . . . ) <o r and this 

contradicts the assumption (4) about pk-
Now suppose tha t (K, E) is gluing. Note tha t choosing lk+i we may take it 

arbitrarily large. So we may assume tha t (additionally) £k+i — £k is larger then the 
gluing witness for /(&, raup

fe )• Then we find s £ + 1 G E ( s ^ + i , . . . , S£k+1) such tha t 

n o r [ 4 + i ] > min{/(fc ,mup f c) ,nor[s£ f c + i ] , . . . , n o r [ s 4 + 1 ] } = /(*;, raup*). 

Pu t SQ = So and consider the condition 

p** = (w>>,s*0,a*1,8*2,...)>p*. 

Now we finish choosing the r as earlier above p**. The claim is proved. 

C L A I M 2.2.11.2. Suppose that f is a Q%(K, E) -name for an ordinal, n < uo and 
p G Q*JK,Yi). Then there is q G Q*JK,Y,) such that p <^n q and q essentially 
decides f. 

Proof of the claim: Take i$ < UJ SO large tha t 

( V i > i o ) ( n o r [ < ? ] > / ( n + l , m ! ) ) . 

Let {wm : m < m*} enumerate pos(wp,tQ,... ,tp
Q). Choose inductively g m , £m (for 

m < m*) such tha t 

q0 is given by 2.2.11.1 for (wo,^0+i ,*£0+2> • • •)> so = 1 
£ l = "1 7-^7P 77? ^ m + 1 = £m<im-i ( f ° r Wi > 0 ) , 

g m + i is given by claim 2.2.11.1 for ( w m + i , £ g m , £ f v • •)> 6 m + i . 
Note tha t arriving at the stage m + 1 < ra* of this construction we have 

| p o s ( w 0 , ^ 0 + 1 ) | + J2 \pos{wi+1,4e)\ < (pnimjn ), 

so Sm+i satisfies the respective demand. Moreover, 

nor[ t fm] > £ m + i • / ( n + l , m ^ n ) > f(n,m^n ) for i > 0, m < m*, 

and for each m < m* 
j-Qm 

nor[tg™] > nor[ i f o + 1 ] - m > / ( n , m d ° n ) + 2. 

Consequently we may carry out the construction and finally letting 
n

d±f (inP fP fP fQm*-l fQm*-l \ 

we will clearly have a condition as required in the claim. 

Applying inductively claim 2.2.11.2 to fm and n + m we finish the theorem (using 
1.2.13 and 1.2.10). • 

C O R O L L A R Y 2.2.12. Suppose that a creating pair (if, E) is finitary, 2-big and 
has the Halving Property. Further assume that it is either simple or gluing. Let 
f : UJ XUJ —> UJ be an H-fast function. Then the forcing notion Q*JK, E) is proper. 
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2.3. TREE CREATING (K, £) 39 

2 . 3 . T r e e - c r e a t i n g (AT, E) 

P R O P O S I T I O N 2.3.1. Let e < 3, n < u, p G Ql
e
ree(K,E) and let A C Tp be an 

antichain in Tp such that (V77 G A)(3v G F®(p))(is < 77). Assume that for each 
rj E A we have a condition qv G Qg r e e(K, E) ST/C/I £/m£ p ^ <o q-q and 

ife = l then {tqJ :veTq* b, n o r [ t ^ ] < n} C {tp : 1/ G Tp}. 

Then taere exists g G Q* r e e(X, E) sucft Jfta* p < ^ + 1 g ; i C T 9 , g ^ = qv for rj G A 
and if v G Tp is such that there is no rj £ A with rj < v then v £ Tq and tp — tq

v. 

D E F I N I T I O N 2.3.2. Let (A", E) be a tree-creating pair for H , k < u. 
1. A tree creature t G K is called k-big if nor[t] > 1 and for every function 

h : pos(t) —> k there is s G E(t) such tha t /zfpos(s) is constant and nor[s] > 
nor[t] - 1. 

2. We say tha t (A", E) is k-big if every t G K with nor[t] > 1 is fc-big. 

R E M A R K 2.3.3. The difference with 2.2.1 is not serious - we could have inter
fering. 

D E F I N I T I O N 2.3.4. A tree creating pair (K, E) is t-omittory if for each system 
(su : v G T) C K such tha t T is a well founded quasi tree, rooi{su) = v, pos(s^) = 
SUCCT(^) (for v G T) and for every z/0 G T such tha t pos(sj,0) C max(T) there is 
s G E(s^ wef) such tha t 

nor[s] > n o r ^ J — 1 and pos(s) C pos(s l /Q). 

R E M A R K 2.3.5. The name "t-omittory" comes from "tree-omittory": it is a 
natural notion corresponding to omittory creating pairs for the case of t ree-creat ing 
pairs. The main point of being t-omittory is tha t if p, q G Qgree(A^, E) , p < q then 
we have a condition r G Q* r e e ( i r ,E) such tha t p <l r and dcl (T r ) C dc\(Tq) and 
tl = tq for each v G Tr, root(r) < v. [Why? Let 77 = root(g) and let T* C Tp be a 
well founded quasi tree such tha t 

(Vi/ G f*)(succT* (u) = p o s ( ^ ) ) , and root(T*) = 77, and ^ G E(*£ : 1/ G T*). 

Let T~ = {root(p)} U U { P O S ( * 2 ) ' v < r] & v eTp}\J pos(tq). Clearly T " is a well 
founded quasi tree and we may apply 2.3.4 to (t^t^ : v <\ 77 & v G Tp) and 77. Thus 
w e S e t *root(P) e S(*?>*S :v<ri&iseTp) such tha t p o s ( ^ o o t ( p ) ) C p o s ( ^ ) . Note 
tha t , by transitivity of E, tr

root{p) G E(*£ : v G f~ U f * ) . For 1/ G p o s ( ^ o o t ( p ) ) let 
tr

v — t^ and so on. Easily, this defines a condition r as required.] 
Moreover this property implies tha t Q^ee(K, E) is dense in Q j p 6 ^ ? OO
LEMMA 2.3.6. Suppose (AT, E) zs a tree-creating pair, e < 3, p G Qg ree(if, E ) ; 

n < LU and f is a Qj; ree (A", E) -name /o r an ordinal. Further assume that if e = 2 
^ e n CfiT,E) is bounded (see 1.3.3(4)). Then: 

1. There exist a condition q G Qgree(AT, E) and a maximal antichain A C Tq of 
Tq such that: 

(a) p <e
n q, 

(/?) for every n e A the condition q^ decides the value of f, 
(7) A is an e-thick antichain of Tp (see definition 1.3.7). 

2. Assume additionally that either e — 0 and (AT, E) is t-omittory or e = 1 
and (AT,E) ZS 2-big. Then there are q G Q* r e e ( i r ,E) and a / ront F of Tq 

satisfying clauses (a) and (/3) 0/ f i j above. 
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40 2. P R O P E R N E S S AND T H E READING OF NAMES 

P R O O F . 1) Pu t 

A0 = {v G Tp: (3rj G F^(p))(rj < v) and there is q G Qlvee(K, E) such tha t 
pM <g g ; g decides the value of f and 
if e = 1 then (V77 G Tq)(nor[t*] > n)}. 

C L A I M 2.3.6.1. (Vr e Q * r e e ( # , £ ) ) ( p < r => A o n T r ^ 0 ) . 

Proof of the claim: Suppose r G Qg ree(if, E) is such tha t p < r. We may 
assume tha t r decides the value of f and if e = 1 then additionally we have (V77 G 
T r ) ( n o r [ ^ ] > n) (by 1.3.8(3)). Now, as F°(p) is an e-thick antichain of Tp (see 
1.3.8(4), (6); remember tha t if e — 2 then we assume tha t (K, E) is bounded), we 
find v eTr such tha t (3rj G F®(p))(rj < v). Look at the condition r ^ : it witnesses 
tha t v G AQ. 

Thus 

A = {y G AQ : there is no 1/ < z/ which is in A§\ 

is an e-thick antichain of Tp and for each 77 G A we may take a witness qv for 
77 G A0. Now apply 2.3.1 to find q G Q* r ee(K, E) such tha t p <e

n q and q^ = ^ for 
77 G A 

2) If e = 0 and (K, E) is t-omittory then for each ẑ  G F^(p) we may choose a 
condition qv >o p ^ deciding the value of f (see remark 2.3.5). Now apply 2.3.1. 

Assume now tha t (K, E) is 2-big, e = 1. Let 

Ax
 d= {is eTp : (3rj G F^{p))(r] < 1/) and there is q > 0 p M such tha t 

{** : p G T« & n o r [ ^ ] < n } C { ^ : p G X^} and 
there is a front F of Tq with (Vp G F)(qW decides f ) } . 

Our aim is to show tha t F^(p) C v4i which will finish the proof (applying 2.3.1 
remember tha t F^(p) is a front of Tp "above" F®(p)). 

Fix 770 G i ^ ( p ) . For each r]o < r] e Tp such tha t n o r [ ^ ] > 1 the creature tp is 
2-big so there is sv G E ( ^ ) such tha t nor[s r?] > n o r [ ^ ] — 1 and 

either pos(sr}) D A\ = 0 or pos(sr7) C A\. 

C L A I M 2.3.6.2. If rj0 < ri e Tp, n o r [ ^ ] > n + 2 and pos(sr?) n Ax ^ 0 tften 
77 G A i . 

Proof of the claim: By the the choice of sv we know tha t then pos(sv) C Ax 

so for p G pos(5ry) we may choose a condition qp and a front Fp C T 9 p witnessing 
p e Ai. Look at the quasi tree 

rd^MupoS(s„)u |J r**. 
pGpos(s r ?) 

It determines a condition r G Qfee(i ;C, E) . It follows from the assumption nor[t^] > 
n + 2 tha t nor[s7/] > n and therefore 

{ f / ^ f f e nor [C] < n} C {*£ : 1/ G T ^ } . 

Hence the condition r together with Fv = (J F p (which is clearly a front of 
pGpos(sT?) 

T r ) witness tha t 77 G Ai , finishing the proof of the claim. 

Now we construct inductively a condition q: 
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2.3. TREE-CREATING (K, S) 41 

root(T^) = 770, Tq C TP, 
iiu eTq and nor[££] < n + 2 then ££ = %, s u c c T ^ ) = p o s ( ^ ) , 
if v G T 9 and nor[££] > n -f 2 then t^ — su, and SUCCT<?(^) = pos(szy). 

It should be clear tha t q G Q\ree(K, E) and 

K : ^ r & nor[*«] < n} C {*£ : 1/ G Tp [ r ? o 1}. 

C L A I M 2.3.6.3. £ d= {77 G T 9 : {\Jv G T*)(T7 < i/ => nor[t£] > n + 2)} C 4 i . 

Proof of the claim: Suppose tha t r] £ B. Take a condition r G Qiree(i ;C, X), 
q[v] < r which decides f. We may assume tha t ( W G T r ) (nor [ t^ ] > n -f 2) (by 
1.3.8(3)). Consequently 0 = {tr

u : i/ G T r & n o r [ f J < n} C {*£ : i/ G T^} and 
root(r) G Ai. But now we note tha t for each v G Tq, if 77 < z/ < root( r ) then 
nor[tg] > n + 2 (as 77 G 5 ) and ^ = s^. Thus we may apply 2.3.6.2 inductively to 
conclude tha t all these v, including 77, are in Ai , finishing the proof of the claim. 

C L A I M 2.3.6.4. If'n eTq, 77 ̂  Ax then there is v G pos(t^) such that v £ A\. 

Proof of the claim: Should be clear. 

C L A I M 2.3.6.5. 770 G Ax. 

Proof of the claim: Assume not. Then we inductively choose a sequence 

770 < Vi < m < • • • £ Tq 

such tha t 

(Vi G u>)(rn i A1 & n o r [ ^ . + J < n + 2). 

For this suppose tha t we have defined rji £ A\. Take 77* G p o s ( ^ . ) \ A\ (possible by 
2.3.6.4). By claim 2.3.6.3 we know tha t 77* £ B so there is L> G (T9)^*] such tha t 
nor[££] < n + 2. Let 77^1 be the shortest such v, i.e. 77^1 is such tha t 

[77 G Tq k 77* < 77 < r/ i+i] => n o r [ ^ ] > n + 2 and n o r [ ^ . + J < n + 2. 

By repeating applications of 2.3.6.2 we conclude tha t rji+i £ A\, as otherwise 
T7*eAi . 
Now look at the branch through T 9 determined by (rji : i < UJ) - it contradicts 
q G Qi r e e(if , E) . This finishes the proof of the claim and the lemma. • 

T H E O R E M 2.3.7. Suppose {K, E) is a tree-creating pair, e < 3, p G QlTee(K, E ) . 
Further suppose that if e — 2 then E is bounded. Let n < LO and let fk be Q|; r ee(X, E ) -
names for ordinals (for k G u). Then: 

1. There exist a condition q G Qg ree(if, E) and e-thick antichains Ak C T 9 0/ 
T 9 si/cft £/m£ for each k e LU: 

O ) P <n Q, 
(/?) / o r e?;er?/ 77 G A& t/ie condition q^ decides the value of fk, 
(7) (Vi/ G Afc+i)(3?7 G Ak)(n < z/). 

2. / / e i t h e r e = 0 and (K, E) is t-omittory or e = 1 and (K,Y,) is 2-big then 
there are q G Qg ree(if, E) and fronts Fk of Tq such that for each k G 00 the 
conditions ( a ) - (7 ) of (1) above are satisfied. 

P R O O F . This is an inductive application of 2.3.6 and 2.3.1 (and 1.3.8 + 1.3.11). 

• 
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L E M M A 2.3.8. Let (if, E) be a tree-creating pair, t be a Q^ee(K, E ) - n a m e for 
an ordinal, p G Q3 ree(if, E) , n < uo. Then there are a condition q G Q^ee{K, E) 
and a 3-thick antichain A CTP ofTp such that q > p and 

(a) (Vr/ G A)(Vi/ G T^)(> < 77 =» is e Tq $z tq = tp), 
(/?) /o r et'ery 77 G A t/te condition q^ decides the value oft, 
(7) (V77 G A) (Vis G T<?)(/7 < 1/ => norft j] > n ) . 

P R O O F . Look at the set 

B = {rj e Tp : there is a condition g > p^ such tha t root(g) = 77, 
(W G Tg)(nor[£^] > n) and g decides the name f } . 

Easily, B fl T r 7̂  0 for every condition r > p. Hence the set 

Ad= {n e B : ^{3is e B){is < rj)} 

is a 3-thick antichain of Tp. Now we finish in a s tandard way. • 

T H E O R E M 2.3.9. Let (K, E) be a tree-creating pair, tk be Q3 r e e(K, E ) - n a m e s 
for ordinals (for k < UJ) and p G Qlree(K, E ) . T/ien there are a condition q G 
Q^ee(K, E) and 3-thick antichains Ak of Tp such that q> p and for every k G uo: 

(a) AkCTq, 
(/?) if rj G .A/c ^ e n g ^ decides tk, 
(7) (Vi/ G A/c+i)(3r7 G ^ ( 7 7 < is). 

P R O O F . Build the condition q by induction using 2.3.8. • 

C O R O L L A R Y 2.3.10. If e < 4, (K, E) is a tree creating pair which is bounded if 
e = 2, and (J H( i ) is countable then the forcing notion Qlvee(K, E) is proper (and 

even more). 

PROOF. By 2.3.7, 2.3.9 (or rather the proofs of them) and the definition of 
thick antichains (remember 1.3.9). • 

L E M M A 2.3.11. Assume that (K, E) is a 2-big tree-creating pair, n < uo, and 
p G Q\Tee(K,Z). Then there are q G Q\ree(K,Z) and a front F of Tq such that 
P <n q and 

(\/is G F)(VT7 G Tq){y < 77 => nor[tq] > n + 1). 

P R O O F . It is like 2.3.6(2). We consider the set 

A\ =f {is G Tp : (377 G i^(p))(77 < 1/) and there is q > 0 p[u] such tha t 
{ ^ : p e r & n o r [ ^ ] < n} C {tp : p e Tp} and 
there is a front F of T 9 with 
(Vp G F)(VT7 G T*)(p < 77 => nor[t*] > n + 1)}. 

We proceed exactly as in 2.3.6(2) to show tha t F*(p) U J . • 

C O R O L L A R Y 2.3.12. Suppose that (K, E) is a 2-6z# tree creating pair, n < uo, 
p G Q\Tee(K, E ) . T/ien t/iere are q G Q f 6 6 ^ , E) and fronts Fm of Tq (for m G uo) 
such that 

p<\q and (V77 G T9)(Vz/ G F m ) ( i / < 77 => nor[**] > ra). 

Hence, in particular, Q^ee(K, E) zs dense m Qi r e e(if , E ) . 
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2.4. Examples 

In this part we will give several examples of weak creating pairs, putting some 
of the known forcing notions into our setting. It seems that the main ingredient of 
any application of our technique is, next to an appropriate choice of the function 
H, the definition of the norm we use to measure possibilities. Often such a norm 
is an application of a particular type of pre-norms. 

DEFINITION 2.4.1. A function H : V(A) —> R-° is a pre-norm on the set A 
(or rather P(A)) if 

(a) B CC CA implies H(B) < H(C) 
(b) H(A) > 0 and if a e A then H({a}) < 1. 

A pre-norm H on A is nice if additionally 
( c ) i f 5 C C C A, H(C) > 1 then either H{B) > H(C) - 1 or H{C \ B) > 

H(C) - 1. 

DEFINITION 2.4.2. 1. For a non-empty finite set A we let dp°(A) = \A\. 
2. For a finite family A C [UJ]<UJ such that (Va G A)(\a\ > 1) we define 

dp (A) G UJ by the following induction 

dp1 (A) > 0 always, 
d p 1 ^ ) ^ 1 if A ^ 0 , 
dp1 (A) > n + 2 if for every set X C UJ one of the following conditions holds: 

dp2({a e A:aC X}) > n + 1 or 
dp1 ({a E A:aCco\ X}) > n + 1. 

3. For a non-empty finite family A of non-empty subsets of uo we let 

dp 2 (A)=min{ | / | : (Va G A){a O I ^ 0)}. 

4. For n G a;, i < 3 and A in the domain of dp2 we let 

d P ;= log 2 + „ (dp l (A) ) . 

PROPOSITION 2.4.3. 1. Let i < 37 n e UJ. Suppose that A is a finite set in 
the domain of dp1 such that dpl

n(A) > 0. Then dp^ \V(A) is a nice pre-norm 
onV(A). 

2. If H is a nice pre-norm on V(A), r < H(A) is a positive real number and 
Hr : V{A) —> R^° is defined by 

Hr(B) = max{0, H{B) - r} for B C A, 

then Hr is a nice pre-norm on V(A). 

PROOF. 1) Note that (in all cases), if B, C C A then 

dpl(B U C ) < dpl{B) + dp2(C). 

The only unclear instance here might be i — 1, but note that if 1J^4 C [mo,mi), 
B CA then 

dp1 (B)>k + 2 if and only if 
for every partition (It : £ < £Q) of [mo,mi), £o < 2fc+1, there are 
b G B and £ < £0 such that b C Ie. 

2) Check. • 
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REMARK 2.4.4. 2.4.3(2) will be of special importance when defining creating 
pairs with the Halving Property. Then we will use Hr for r = \^H{A)\ (see 2.4.6, 
4.4.2 and 7.5.1). 

Our first example of a creating pair recalls Blass-Shelah forcing notion applied 
in [BsSh 242] to show the consistency of the following statement: 

if T>i, T>2 are non-principal ultrafilters on uo 
then there is a finite-to-one function f G u/^ such that f{T>\) = 
f(D2). 

(The suitable model was obtained there by a countable support iteration of forcing 
notions close to Q*^(#2.4.5, £2.4.5) o v e r a model of CH.) 

EXAMPLE 2.4.5. Let H(ra) = 2 for m G UJ. We build a full, omittory and 
omittory-big (and smooth) creating pair (#2.4.5, £2.4.5) for H. 

CONSTRUCTION. A creature t G CR[H] is in #2.4.5 if mdn + 2 < m u P
 a n d there 

is a sequence (A^ : u G JJ H(i)) such that for every u e Yl H(i): 

(a) Al
u is a non-empty family of subsets of b^dn>mup)> e a c n member of At

u has 
at least 2 elements, 

(/?) (u,v) € val[t] if and only if 
u < t; G [I H(i) and {i G [m^n, m*up) : v(i) = 1} G A£ U {0}, 

i < m j j p 

(7) nor[t] = min{dp j (^ ) : u e U H(i)}. 

[Note that we do not specify here what are the dis[t] for t G #2.4.5- We have a 
total freedom in this, we may allow all possible values of dis[t] to appear.] 

The composition operation £2.4.5 on #2.4.5 is defined as follows. Suppose that 
to,... ,tn G #2.4.5 are such that m^p = ra^1 for i < n. Then 

s € £2.4.5(^0, • •. ,tn) if and only if 
s G #2.4.5, rns

dn = m^°n, ms
up = rajj and for every (u,v) G val[s] 

for each i < n we have (W^dn'^Tup) ^ v alfo]-
It is an easy exercise to check that (#2.4.5, £2.4.5) is a full, omittory, smooth and 
omittory-big creating pair (for the last property use 2.4.3). Note that the forcing 
notion Q*^ (#2.4.5, £2.4.5) is non-trivial as for each mo < mo -f 2 n + 1 < mi there is 
t G #2.4.5 H CRm o ,m i [H] such that nor[£] = log2(n + 1). 

One may consider a modification of (#2.4.5, £2.4.5) making it forgetful. For 
this we let #2*4.5 = {t G #2.4.5 : (Vuo,t*i € EI H ( z ) ) ( ^ o = A J J } and 

£2.4.5(^0,••• ,tn) = £2.4.5(^0,... ,*n) H #1.4.5 (for suitable * 0 , . . . ,*i € #2*4.5)-
Check that (#24 5, £2 4 5) is a forgetful, omittory and omittory-big creating pair. 

• 
EXAMPLE 2.4.6. We define functions H : cu —> uo and / : u x uo —> uo and a 

creating pair (#2.4.6, £2.4.6) f° r H such that: 
• / is H-fast, 
• (#2.4.6, £2.4.6) is 2-big, forgetful, simple and has the Halving Property, 
• the forcing notion Q^(#2.4.6, £2.4.6) is non-trivial. 

CONSTRUCTION. Let F G d*° be an increasing function. Define inductively 
functions H = H F and f = fF such that for each n,k,£ G uo\ 
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(i) H(n) = F(ipH{n)) • 2'<n-n> (remember V H (n ) = J ] |H(i)|, <^H(0) = 1), 

(ii) /(O,£) = £ + 1, /(fc + 1,£) = 2 ^ W . (f(k,I) + F f ^ W ) • <PH(£) + 2) 
(note that (i) + (ii) uniquely determine H and / and / is H-fast). 

A creature t G CR[H] belongs to K2.4.6 if ^up = mdn + 1 an<^ 
• dis[t] = (m^n, At,Ht), where At is a subset of H(ra^n) and i7t : V(At) —> 00 

is a nice pre-norm, 
• val[*] = {<tx,v><E J! H ( * ) x I I H(z) : u < v & v(m^n) G At}, 

• nor[t] = iJ t(A t). 
For t G if2.4.6 let £2.4.6(0 consist of all s G if2.4.6 such that m^n = m^n, As C 
At and (\/B C AS){HS(B) < Ht(B)). (And if <S C if2.4.6, |«S| 7̂  1 then we let 
£2.4.6 (<S) = 0-) Next, for t G î 2.4.6 we define half(£) G if2.4.6 as follows: 

if nor[£] < 2 then half (t) = *, 
if nor[t] > 2 then half (t) G if2.4.6 is (the unique creature) such that 

™ d f ( t ) = ™ d „ , ^ h a i f ( t ) = ^ , and Hham = (Ht)r (see 2.4.3(2)), 

where r = |_^nor[£]J. 
It should be clear that (if2.4.6, £2.4.6) is a forgetful, simple and 2-big creating pair 
(for the last remember the definition of nice pre-norms). Moreover, the function half 
witnesses that (K2.4.61 £2.4.6) n a s the weak Halving Property (and so the Halving 
Property). [Why? Note that if s G £2.4.6(half(t)), nor[s] > 0, nor[t] > 2 then 
As C At and 

1 < HS(AS) < Hhaim(As) = Ht(Aa) - L^norMJ. 

Thus Ht(As) > [|nor[t]J + 1 > ^nor[t] > 1. Now look at a creature t' G -K2.4.6 
such that dis[t'] = (m^n, As,Ht \V{AS)).\ Finally note that if m < UJ and t G if2.4.6 
is such that dis[t] = (m, H(ra),dpo fP(H(m))) then nor[t] > / (ra ,ra) . D 

Note that the creating pair (if, £) described in the Prologue to represent the 
Silver forcing Q "below 2n" is an example of a finitary creating pair which captures 
singletons. 

The first serious application of tree-creating pairs appeared in [Sh 326]. The 
forcing notion CT^ constructed there was later modified in various ways and several 
variants of it found their applications (see e.g. [BJSh 368], [FrSh 406] and 2.4.8 
below). This forcing notion is essentially the Qi ree ̂ 2.4.75 ^2.4.7)- (One should note 
similarities with the forcing notion Q*00(if2.4.5, £2.4.5)-) 

EXAMPLE 2.4.7. Let / G UJU be a strictly increasing function, H(ra) = /(ra) + l 
for m G UJ. We construct finitary tree-creating pairs (if|.4.7> ^2.4.7)> ^ < 4, for H 
such that 

1 K"0 _ if 1 zf 2 _ if 3 
L' ^2.4.7 — ^2.4.7? ^2.4.7 — ^2.4.7? 
2. (if2.4.7> £2.4.7)5 (^2.4.7^2.4.7) a r e 2-big local tree-creating pairs, 
3- (^2.4.75^2.4.7)5 (^2.4.75^2.4.7) a r e 2-big t-omittory tree-creating pairs. 
CONSTRUCTION. First we define (K$4 7, £° 4 7). A tree creature t G TCR^H] 

(where v e \J U H(i)) is in if2°4 7 if 
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• dis[t] = (rj,At,Ht), where At C H(£g(rj)) and Ht is a nice pre-norm on 

• val[t] = {(T), v):r)<v & tg(y) = tg(r)) + 1 & v{lg{r})) E At}, 
• nor[t] = Ht(At). 

The operation £2.4.7 is the trivial one and for t e TCR,JH] n ^2.4.7: 

S§.4.7(*) = I s e TCR^H] n tf£4.7 : As C ^ & H, = Ht\P(As)}. 

Easily, (if2.4.7? £2.4.7) *s a finitary 2-big simple tree-creating pair. 
To define Y>\ 4 7 on ^ 4 7 = if£4 7 we let for £ e TCR^H]: 

S2.4.7W = {* e TCR^H] H K\Ax :AsCAt k (VS C Aa)(fffl(B) < #*(£))} . 

Plainly, (if2.4.7> £2.4.7) is a finitary 2-big simple tree-creating pair too. 
To have t-omittory variants of the tree-creating pairs defined above we declare 

that a tree-creature t E TCR^fH] is in iff.4.7 = ^2.4.7 ^ 
• disM = (r),r$,AuHt), where 77 < %* G U II H(*)> ^ Q H(^(r;*)) and 

Ht is a nice pre-norm onV(At), 
• val[*] = {(77, i/> : rtf < 1/ & ^(1/) = ^(77?) + 1 & K W ) ) ^ ^ t } , 
• nor[t]=Ht(At). 

The operations £2.4.7, £2.4.7 are such that if T is a well founded quasi tree, (su : 
v G T) is a system of tree-creatures from iff 4 7 such that 

(Vi/ G f )(*„ G TCR^H] & rngCval^]) = succT(z/)) 

then £2.4.7(^1/ '• v e T) consists of all tree-creatures 8 G iff 4 7nTCR r o o t(T)[H] such 
that for some z/0 G T we have 

rng(val[s]) C rng(val[s,0]) C max(T) and Hs = #Siyo ^ ( A . ) , 

and E2 4 7(s^ : i/ G T) is defined in a similar manner but we replace the last demand 
(on H8) by "(VB C AS)(HS(B) < H8uQ(B))n. Now check that E|.4>7, E|.4.7 are t-
omittory 2-big tree compositions on iff.4.7 = iff.4.7- ^ 

Let us finish our overview of "classical" examples recalling Premlin-Shelah forc
ing notion. This forcing notion is essentially Qiree(if2.4.8> £2.4.8)? an<^ ^ *s a r e l a t i y e 

of Qlree(if2.4.7> £2.4.7)- 1̂  was applied in [FrSh 406] to construct a model in which 
there is a countable relatively pointwise compact set of Lebesgue measurable func
tions which is not stable. 

EXAMPLE 2.4.8. We build a function H and a finitary, local 2-big tree-creating 
pair (lf2.4.8, £2.4.8). 

CONSTRUCTION. Choose inductively increasing sequences (rik : k < UJ) and 
(rrik : k < UJ) such that no = mo = 4, rrik+i > rrik • 2nh and 

(n f c + 1)("^>- (*+ 6 ) • (mfe+1)-<fc+6) > log2(nfc+1), nk+1 > ^ ^ • (mfc+1)fc+6-

For i € w let H(i) = {o C n< : g > 1 - ^ T ? } . 

A tree-creature t € TCR,,[H] is taken to K2.4.S if 
• dis[i] = {r),At), where At Q H(£g(r])) is non-empty, 
• val[i] = {(77, v) : r, < v h lg(v) = lg{-q) + 1 k v{lg{rj)) € At}, 
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[Note tha t dpo(H(i)) > log2(rii) — (i + 2).] The operation £2.4.8 is trivial and for 
£ G TCR^ [H]flK2.4.8 

£2.4.8(*) = {*£ ^2.4.8 n T C R ^ H ] : As C At}. 

Check tha t (if2.4.8, £2.4.8) is a local 2-big tree-creat ing pair. • 

R E M A R K 2.4.9. 1. Note tha t if W is the Ql1"66 ( if 2.4.8, £2.4.8)-name for the 
generic real (see 1.1.13), then 

"-Qi'M(^...8,s2.4.s) " Wi € co)(W(i) C n , & ™ > i _ _ ^ ) a n d 

(V77 G V n EI nO(V°°i e w)(j7(i) £ W(i ) ) ". 

Thus, after forcing with Qiree(^2.4.8> £2.4.8)7 the ground model reals are of 
measure zero. 

2. One can define a t-omittory variant of (if2.4.8> £2.4.8) (similarly to the def
inition of the pair (iff 4 7> £ 2 4 7 ) ; m forcing this would correspond to con
sidering Q*ree(if2.4.8, £2.4.8)).' ' 

3. In practical applications, forcing notions of the type Qo ree(if, £ ) can be 
represented in an equivalent form as Q\ree(K*, £*) for some t-omittory pair 
( i f * , £ * ) . 

In the next two examples we want to show tha t the choice of the type of forcing 
notion or the norm condition may be very crucial. Even if we use the same or very 
similar weak creating pairs, different approaches may result in forcing notions with 
extremely different properties. 

E X A M P L E 2.4.10. There exists a finitary, local and 2-big tree-creat ing pair 
(if2.4.io> £2.4.10) such tha t the forcing notion Qi ree(if2.4.io, £2.4.10) is u /^-bounding 
but the forcing notion Q^1"66(if2.4.10, £2.4.10) adds an unbounded real. 

C O N S T R U C T I O N . Let H( i ) = 2 i + 1 for i e u. A t ree-creature t G TCR^pH] is 
taken to if2.4.10 if 

• dis[t] = (r),At) for some At C H(£g(rj)), 
• valM = {(77, v) : rj < v & lg[y) = £g(v) + 1 & K4/ fa ) ) G At}, 
• nor[t]=dp°0(At). 

The operation £2.4.10 is trivial and £2.4.10{t) = { s G if2.4.10 • val[s] C val[£]}. 
Plainly, (if2.4.10, £2.4.10) is a finitary, local and 2-big tree creating pair. By 

2.3.7(2) we conclude tha t Qi r e e(if2 .4.io, £2.4.10) is ^ - b o u n d i n g (compare 3.1.1). 
Note tha t , by 2.3.12, Q!pe(if2 .4.io, £2.4.10) is dense in Q^6(if2.4.10, £2.4.10). 

Suppose now tha t p G Q3ree(if2.4.io, £2.4.10)- By induction on i < UJ we build 
an increasing sequence (n, : i < CJ) C UJ, a condition q G Q3ree(if2.4.io, £2.4.10) and 
a function / : {77 G Tq : (3z < cu)(£g(r]) — n^)} —> a; such tha t 

(a) g > p and root(g) = root(p), 
(/?) n 0 = ^(root(gr)) , / ( root fa) ) = 0, 
(7) if ^,77 G T*, ^(77) - n, , lg{y) = u i + i and 77 < 1 / then/ ( i / ) G {/(*?),/fa) + l } , 
(<5) for each 77 G T 9 such tha t ^7(77) = n* there is exactly one v G T 9 such tha t 

77 < z/, ^p(i/) = n i + i and / ( i / ) = f(rj) + 1, 
(e) if v G T 9 , n , < tg{y) < nl+1 then nor[*£] = f(u\nt). 
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The construction is quite straightforward. Suppose we have defined n^, TqC]iu—ni C 
Tp H (J-71* and f\Tq 0 cd^n^ in such a way tha t 

(Vr]eTqnLuni)(\/iseTp)(ri<is =» nor[t*] > f(n)). 

By the definition of Q3~ee(i^2.4.io» ^2.4.10) w e find n i + i > n i such tha t for each 
r] eTq D L0Ui there is 77* G Tp n u; 7 1^ 1 such tha t 77 < 77* and 

( V I / G T P ) ( T 7 * < I / =* n o r [ # ] > / f a ) + 1) 

(remember T 9 D ujni is finite). Now, for each 77 G T 9 D c<;ni we continue building 
the condition q above 77 in such a manner tha t each t^ (for rii < £g{v) < ni+i) has 
norm 7(77) and the 77* is taken to Tq. Declare f(rj*) = f(rj)-\-l and / ( / / ) = /(ry) 
for all r]f eTq D cu71^1 extending 77 but different from 77*. 
It is easy to check tha t q built in this manner is a condition in Qjf66(^2.4.10? ^2.4.10) 
stronger than p. 

Note tha t for each m G u the set {77 G Tq : 77 G d o m ( / ) & f(rj) = m + 1} is the 
Bm{o) (and thus it is a 3-thick antichain of Tq). We will be done if we show the 
following claim. 

C L A I M 2.4.10.1. If q < r e Q3ree(i^2.4.io, £2.4.10) then for some m ^ ^ the set 
{77 G Tr : 77 G d o m ( / ) & / (T?) = m } zs infinite. 

Proof of the claim: Choose 77 G Tr such tha t 

( W G Tr)(77 < v => nor[tl] > 2) and £g(rj) = m (for some i G a;). 

Let m = 7(77) + 1. Note tha t if v G T r , ^(1/ ) = n^ > nu 77 < 1/ and / ( i / ) = /(ry) 
then: 

1. \{v* G T r : z/ < i/* & ^(1/*) - n j + i } | > 4, 

2. there is at most one v* E Tr such tha t 

f>9(y*) = 7i J + i , 1/ < 1/*, and / ( ^* ) = m, 

3. there are j * > j and 1/* G T r such tha t 

1/ < 1/*, £g(v*) — rij* and / ( ^* ) = m. 

Hence the set {y G Tr : 77 < v & z/ G d o m ( / ) & / ( i / ) = m } is infinite. • 

R E M A R K 2.4.11. Note tha t the proof tha t Q3ree(i^2.4.io,S2.4.io) adds an un
bounded real does not use the specific form of (K2.4.101 ̂ 2.4.io)- Wi th not much 
changes we may repeat it for any local tree creating pair (K, E) such tha t 

1. if v G pos(£), t G K and m < nor[£], m G 00 
then there is s G E(£) such tha t nor[s] = 772 and v G pos(s), and 

2. if nor[t] > 2 then |pos(t) | > 2. 

In the last example of this section we t ry to show the difference between the 
use of tree creating pairs and tha t of creating pairs. 

E X A M P L E 2.4.12. Let (ni : i < u) C UJ, f : ou x cu —> uo and H : UJ —> [v]<u} 

be such tha t 

1. f(0,£) =£+l,f(k + l,£) = 2*»«>+1 • (f(k,£) + <pH(£) + 2), 

2. n 0 = 0, ni+i > (rn + 1) • 2Z + m, 
3. H ( i ) = [ [n i ,n i + i ) ] n < + 1 
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(so / is H-fast). 
We construct weak creating pairs (^2.4.12? ^2.4.12) an<^ (^2.4.12> ^2.4.12) ^or H such 
that 

(a) (if2.4.12 > ^2.4.12) *s a 2-big, local and finitary tree creating pair, 
(b) (^2.4.12^2.4.12) is a simple, 2-big, finitary and forgetful creating pair with 

the Halving Property, 
(c) if P is either Qiree(#2.4.i2> £2.4.12) o r Q/(#2.4.i2>S2.4.i2) a n d W i s t h e c o r" 

responding name for the generic real (see 1.1.13) interpreted as an infinite 
subset of a;, then 

lhP " (ViGa;)( |VFn[n,,n t + i) | = nf + 1) and 
(VXG [o;]^ n V)(V°°zGu;)(W n [n2, n2+1) C X or W D [nu n m ) fl X = 0)". 

CONSTRUCTION. We try to define minimal forcing notions adding a set W C 
[uf0 with the property stated in the clause (c). The most natural way is to use 
weak creatures giving approximations to W with norms related to dp . 

Defining (if2° 4.12' £2.4.12) w e m a y follow the simplest possible pattern presented 
already in 2.4.8 and 2.4.10. So a tree-creature t G TCR^H] is in -̂ 2.4.12 ^ 

• dis[t] = (rj.At), where At C U(£g(rj)), 
• val[t] = {(77,1/) : ry < 1/ & ^(1/) = £g{v) + 1 & K4/fa)) e At}, 

m dpi (At) 
• nor\t\ — «— (0 ,\\2-

The operation S2.4.12 is trivial (and so s G £2.4.12(0 ^ an<^ o m y ^ val[s] C val[t]). 
One easily checks that (^2.4.12^2.4.12) is a l° c a l 2-big and finitary tree creating 
pair. Note that (see the proof of 2.4.3) 

d p ^ H W ) > 2 2 ' v , H ( i ) 2 , / ( i ' i ) + 1 and thus dpJ(H(i)) > f(i,i) • 2 • ̂ H (*) 2 . 

Consequently, Q ^ 6 6 ^ . 4.125^2.4.12) is a non-trivial forcing notion. Checking that 
it satisfies the demand (c) is easy if you remember the definition of dp . 

Now we want to define a creating pair (^2.4.12'£2.4.12) m a similar way as 
(^2.4.12? £2.4.12)- However, we cannot just copy the previous case (making suitable 
adjustments) as we have to get a new quality: the Halving Property. But we use 
2.4.3(2) for this. Thus a creature t G CR[H] is taken to K\A12 if m^p = m^n + 1 
and 

• dis[t] = (m^Bt^rt), where Bt C H(m^n) and rt is a non-negative real, 
• valjt] = {(u, v) G fl H(i) x n :u<v & v(m^n) G Bt}, 

• n o r [ t ] = m a x { 0 , 2 ^ ^ - r t } . 

The operation £2.4.12 is defined by: 

£2.4.12 W = {se K\AA2 : m ^ - ms
dn k Bs C Bt & rs > r t } . 

It is not difficult to verify that (^2.4.12^2.4.12) 1S a finitary, forgetful, simple and 
2-big creating pair (remember 2.4.3(2)). Let half : K2AA2 —> K2A12 be such that 
5 = half (t) if and only if m | n = m^n, Bs — Bt and rs = rt -f |nor[ t ] . 
We claim that the function half witnesses the Halving Property for {K2Al2, Y\ 4 1 2) . 
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50 2. P R O P E R N E S S AND T H E READING OF NAMES 

Clearly half (i) G £(*) and 

nor[half(t)] = max{0, 2 . f f ^ ) 2 - r t - |nor[t]} = 

m a x | 0
 d p " ( ^ } - r+ - I . °dPo(^) + I r A -

Suppose now that to £ ^2.4.12? nor[^o] > 2 and £ G E2 4 12(half(£0)) is such that 
nor[t] > 0. Then m^n = m*°n, Bt C S t o and r t > r to + |nor[*0]. Let s G 
E2 4 12(to) be such that Bs — Bt and rs — rto. Clearly val[s] = val[t] and nor[5] = 
max{0, 2 .^Qffi ))2 - rto}. But we know that 

0 < norM = max{0, 2 . f f ^ ) a - rt} = 
dPo(^) _ r + < d p j ( B a ) " _ _ 1 f . ] 

2 - ^ H ( m ^ n ) 2 rt - 2-ipn(rns
dny '*o 2 I 1 U I LC°J 

and hence ^nor[£o] < nor[5]. 
Moreover, by standard arguments, the forcing notion Q^(^2.4.12? ^2.4.12) *s n o^ 
trivial and satisfies the demand (c). 

Let us try to show what may distinguish the two forcing notions. We do not 
have a clear property of the extensions, but we will present a technical hint that 
they may work differently. Let us start with noting the following property of the 
pre-norm dp1. 

CLAIM 2.4.12.1. Suppose that A®,... ,Ak-i C M < a ; are finite families of sets 
with at least 2 elements, m > ^ 2

+3^ and dp1(A^) > m for each i < k. Then there 
is a set X C u such that for each i < k 

fc(fe+3) both dp1 ({a G A% : a C X}) > m -
and dp1 ({a G A% : aD X = 0}) > m - ^21. 

Proof of the claim: We prove the claim by induction on k. 
STEP fc = 1. 
We have Ao C P([mo,mi)) such that dp1(^4o) > m > 2. Take a set X C [mo, mi) 
of the smallest possible size such that dp1 ({a G A0 : a C X}) > m — 1. Pick any 
point n G X and let Y = X \ {n}. Then 

dpx({a e A0:aCY}) <m-l and dpx({a e A0 : a C {n}}) = 0. 

Hence we get dp1 ({a e Ao : aD X = 0}) > m — 2 (remember the characterization 
of dp1 from the proof of 2.4.3(1)). Consequently, the set X is as required. 
STEP A:-hi. 
Suppose AQ, . . . ,Ak-\,Ak C P([mo,mi)) are such that d p 1 ^ ) > m > ^ +

 2
 + . 

Let Xo C [mo, mi) be such that for each i < k 

dp1 {{a eAi-.aC X0}) >m- ^ ^ and 
dp1 ({a G A% : aDX0 = 0}) > ra- fc(fc+3) 

2 

(exists by the inductive hypothesis). Since dp1(Ak) > ra, one of the following holds: 

dp1 ({a G Ak : a C X0}) > ra - 1 or dpx({a G Afe : a D X0 = 0}) > m - 1. 

We may assume that the first takes place. Take X\ C Xo such that both 

dpl({a<E Ak:aCXi})>m-3 and d p ^ j o G ^ : a C l 0 \ I 1 } ) > m - 3 . 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



2.4. EXAMPLES 51 

Let I0 = {i < k : dp1 ({a G ^ : a C X0 \ Xx}) >m- ^ 3 ) _ ^ I f IQ = k t h e n 

we finish this procedure, otherwise we fix z'o G k \ Io and we choose a set X2 £ X\ 
such that 

dp1 ({a e Ak : aC X2}) > m - 5, 
dp1 ({a G ifc : a C I } \ X2}) > ra - 5, and 
dp1 ({a G At0 : a C Xi \ X2}) > m - * M - 2. 

We let A = {i < k : i G 70 or dp1 ({a G A{ : a C X2 \X 2 }) > m - ^ ^ - 2 } . Note 
that Io C. Ix. We continue in this fashion till we get Ig — k. Note that this has to 
happen for some £ < k. Look at the set X^+i constructed at this stage. It has the 
property that 

dpx({a G Ak : a C Xi+1}) > m - (2k + 1), 
dpx({a G Ak : a C X0 \ X m } ) > m - (2k + 1), and for z < fc 
dp1 ({a G ̂  : a C X0 \ Xi+1}) >m- ^ ^ - (k + 1) > m - (/c+1)

2
(fc+4). 

So let X = Xo \ X^+i and check that it is as required for Ao, •. - , Ak (and k + 1). 

Now we may show an extra property of W which we may get in the case of 
Q 1

r e e ( K 2 . 4 . 1 2 ' ^2.4.12)-

CLAIM 2.4.12.2. The following holds in V^ ree^2.4.i2^°.4.12). 
there are sequences (ik : k < LJ) , (Xi : i < u) from V such that 
1. io < z'i < . . . < UJ, Xi C [ni ,n i + i ) , 
2. /or eac/i k £ 00, for exactly one i G [ifc,U+i) we /ia?;e VF H [n^,n^+i) C X^ 
3. £/ie se£ {z G a; : VF fl [n ,̂ n^+i) C X^} zs not in V. 

/T/ie /ast demand is to avoid a triviality like Xi G {0, [n^n^+i)}./ 

Proof of the claim: Let p G Qiree(^2.4.i25 ^2.4.12)- We may assume that (W G 
Tp)(nor[££] > 4). Let i > £g(root(p)) and let 77 e F , ^(77) = z. Then 

Since K77 G Tp : #̂(77) = z}| < ^ H ( ^ ) , we may use 2.4.12.1 to find a set X; C 
[rii, n-j+i) such that for every 77 G Tp with ^(77) = z we have both 

d p ^ a € ^ : a C X,}) > d p 1 ^ ) - ^"(0(^(0+3) a n d 

dp1({a e ^ : « n l , = 0}) > d p 1 ^ ) - *"«(*>» W+3). 

Note that 
l o g a C d p 1 ^ ) - * " ^ ^ ) 

2-^H(i)2 > nor[^] - 1. 

Therefore we may inductively build a condition q G Qiree(^2.4.i2> ^2.4.12) a n d a 
sequence (ik : & < a;) such that 

1. p < q, voot(q) = root(p), ^(root(g)) = i0 < z\ < 22 < • • • < w, 
2. for each 77 G T9 , if £g(rj) — i then either 

At* = {a G A t ; : a fl X, - 0} or A t ; = {a G A t? : a C X J 

(and so nor[^] > nor[^] - 1), 
3. for each 77 G Tq with £g(rj) = ik there is exactly one i = i(rj) G [ik^k+i) 

such that 
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52 2. P R O P E R N E S S AND T H E READING O F NAMES 

if rj < v £ Tq, ig{y) = Zfc+i and v^ — v\i 
then As = f a e A p : a C XA, 

and for distinct 77 as above the values of i(rj) are distinct. 
Now check that the condition q forces that (Xi : i < 00) and (z& : k < u) are as 
required. 

Finally look at 2.4.12.2 in the context of the forgetful creating pair (K2 4 12? ^2 4 12)-
D 
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CHAPTER 3 

More properties 

While the properness is the first property we usually ask for when building a 
forcing notion, the next request is preserving some properties of ground model reals. 
In this chapter we start investigations in this direction dealing with three properties 
of this kind. We formulate conditions on weak creating pairs which imply that the 
corresponding forcing notions: do not add unbounded reals, preserve non-null sets 
or preserve non-meager sets. Applying the methods developed here we answer 
Bartoszyhski's request (see [Ba94, Problem 5]), building a proper forcing notion P 
which 

1. preserves non-meager sets, and 
2. preserves non-null sets, and 
3. is cj^-bounding, and 
4. does not have the Sacks property. 

A forcing notion with these properties is associated with the cofinality of the null 
ideal (see [BaJu95]). The construction is done in 3.5.1, 3.5.2 and it fulfills promise 
of [BaJu95, 7.3A]. 

3.1. Old reals are dominating 

Recall that a forcing notion P is u/^ -bounding if it does not add unbounded 
reals, i.e. 

Ihp (Vx G u;UJ){3y e d* H V)(V°°n)(x(n) < y(n)). 

Any countable support iteration of proper cj^-bounding forcing notions is d^— 
bounding (see [Sh:f, Ch VI, 2.8A-C, 2.3]). 

CONCLUSION 3.1.1. Suppose that (K, E) is a finitary tree-creating pair. 
1. If (K, E) is 2-big then the forcing notion Qf e e(K, E) is UJU-bounding. 
2. If (K, E) is t-omittory then the forcing notion Qoree(if, E) is ct/^-bounding. 

P R O O F . By 2.3.7(2) and 1.3.8(5). • 

CONCLUSION 3.1.2. Let (K, E) be a finitary creating pair for H, and let / : 
LO x UJ —> uj be an H-fast function. Suppose that (K, E) is 2-big, has the Halving 
Property and is either simple or gluing. Then the forcing notion Q*f(K, E) is UJU-
bounding. 

P R O O F . By 2.2.11. • 

CONCLUSION 3.1.3. Let (K, E) be a finitary creating pair which captures sin
gletons. Then the forcing notion Q^00(X, E) is u/^-bounding. 

PROOF. By 2.1.12. • 

53 
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3.2. Preserving non-meager sets 

An important question concerning forcing notions is if "large" sets of reals from 
the ground model remain "large" after the forcing. Here we interpret "large" as 
"non-meager". Preserving this property in countable support iteration is relatively 
easy. Any countable support iteration of proper cj^-bounding forcing notions which 
preserve non-meager sets is of the same type (see [BaJu95, 6.3.21, 6.3.22]). If 
we omit "o;^-bounding" then we may consider a condition slightly stronger than 
"preserving non-meager sets": 

DEFINITION 3.2.1. Let P be a proper forcing notion. We say that P is Cohen-
preserving if 

^meager £or every countable elementary submodel N of (W(x)?€,<*), a condition 
p G P and a real x G 2 w such that p, P , . . . G AT and x is a Cohen real over 
A/", there is an (N, P)-generic condition q G P stronger than p such that 

q Ihp "x is a Cohen real over ATpTV]". 

In practice, forcing notions preserving non-meagerness of sets from the ground 
model are Cohen-preserving. Now, to deal with iterations we may use [Sh:f, Ch 
XVIII, 3.10] (considering (R,S,g) as there with ga being a Cohen real over a). 

THEOREM 3.2.2. Suppose that (J H(i) is countable and (AT, E) is a t-omittory 

tree-creating pair. Then the forcing notion Qoree(K,E) is Cohen-preserving. 

PROOF. Suppose that AT -< (W(x),G,<*) is countable, H, K, E , p , . . . G AT, 
p G Q&ree(lf, E) and xG2^ is a Cohen real over N. Let (rn:n<uo), ((k? : i < uo): 
n < LJ), ((&f : i < uo) : n < uo) list all Qoree(A^, E)-names from N for ordinals and 
sequences of integers and sequences of finite functions, respectively, such that for 
each n < uo: 

(a) ll-Qtree(K£)"the sequence (k™ : i < uo) is strictly increasing", 
(b) H-QL(/f'E)«(Vt < w)(<7? : [kM+i) — 2)". 

Thus each (kf, a™ : i < uo) is essentially a name for a canonical co-meager set 

{ye2":{3~i){y\\k?M+i)=^)}-
Of course, the enumerations are not in N, but their initial segments are there. 

CLAIM 3.2.2.1. Suppose that q G Qft^iK, E) n N, v G Tq, n G uo. Then there 
exists a condition q™ G Qoree(K, E) f] N such that 

1. <ZM <o C 
2. nor[£^] > n, 
3. q1^ decides the values of fm for m <n, 
4. for every m < n: 

q:ihpzo<...<in<co)(x\[k?o,kro+1) = 6-?o k ... & * r f e * z + i ) = < ) • 
Proof o/ tfie c/azra; First, using 2.3.7(2), choose a condition <f G Qlfee(ir, E) n N 
such that g ^ < g*, g* decides the values of fm for ra < n and for some fronts F* 
of T9 (for j < a;) we have 

(a) (Vj e uj)(Vm € F*+1)(3m e F*)(m < %) , 
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3.2. PRESERVING NON-MEAGER SETS 55 

(/?) for each ra < n, j G a;, 77 G F * and i < j , the condition (g*)^! decides the 
values of A;™, <rf\ 

(7) ( F ; :j<u;)eN 

(remember tha t N is an elementary submodel of (W(x)> £> < t ) ) - Now take an 
infinite branch p G N D l im(T 9 ) through the quasi tree Tq . Take an increasing 
sequence (£j : j < UJ) G N of integers such tha t pf^- G F * . Then, by (/?), we have 
two sequences (kj1 : m < n,j < UJ) and (a™ : m < n,j < UJ), both in N, such tha t 
for m < n, j < UJ: 

(„*\\p\£i] lt_ uLm urn c> - r a ^m55 
(9 )L JJ l'-Q*ree(K,E) fy = fy & <7j = ^j • 

Look at the set 

{ye 2": (Vm < n)(3°°j)(yr[fc™,/cf+1) = < ) } . 

It is a dense Il^-set (coded) in TV and therefore x belongs to it. Hence we find 
j * < UJ such tha t 

(Vm < n)(\{j < j * : x\[k?, k?+1) = a?}\ > n). 

Now take rf € T ( « * ) 1 P K J * ' such tha t nor[^*.] > n+l. Since (if, S) is t -omittory 
we find a condition q£ € Qoree(-K, S) n JV such tha t 

9 M < o C p o s ( t f " ) C p o s ( i f . ) , n o r [ t f " ] > n , and 

t ^ = t^ for all 77 G T 9 ^ , v < 77 (compare 2.3.5). Now one easily checks tha t q™ is 
as required in the claim. 

We inductively build a sequence (qn : n < UJ), a condition g G Qo ree(if, ^ ) an<^ 
an enumeration {vn : n < UJ) oi Tq such tha t for all ra, n G a;: 

1. Vn < Vm => 71 < 771, 
2. (i/n : n < a;> C Tp, 
3. gn ^ Q^ ree(K",E) H iV, p ^ <g gn and if um < vn (so ra < n) and i/n G 

p o s ( t ^ ) then ( g m ) W <8(7n , 
4. n o r [ t ^ ] > n, 
5. the condition qn decides the values of fm for ra < n, 
6. for every m < n: 

qn ih (3i0 < . . . < in < u)(x\[kr0,kr0+l) = < & . . . & x\{kz,k?n+l) = &rn), 

The construction is actually described by the conditions above: with a suitable 
bookkeeping we build sequences (un : n G UJ) and (An : n < UJ) C V{UJ). Arriving at 
the stage n of the construction we know i/m for ra < n and gm for m < n. Applying 
3.2.2.1 we find qn G Q o r e e ( ^ , S) n iV such tha t the requirements (3)-(6) above are 
satisfied. Next we choose i n C o ; \ (J ^4m of size |pos(£^n)| and we assign numbers 

ra<n 
from An to elements of p o s ( t ^ ) in such a way tha t pos( t 9 n ) = {i/k • A; G A n } , the 
set a; \ (J v4m is infinite and min(u; \ (J v4m) G A n . 

m<n m<n 
The g constructed above is a condition in Q^ee(K, £ ) due to (4), and it is stronger 
than p by (3) and (7). Clearly q is not in TV, but as every finite step of the 
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construction takes place in TV, the condition q is (TV, Qgree(if, E))-generic (by (5)). 
Moreover, by (6), 

Q H-QS-(Ar,E) (Vm < ^){3^i){x\[kT,kT+1) = a™), 

what implies that 

g ll-Qtree^jE) "x is a Cohen real over TV[rQtree(K;E)]". 

This finishes the proof. • 

The definition 3.2.3 below was inspired by 3.2.2 and its proof. We distinguish 
here the two cases: "(if, E) is a creating pair" and "(if, E) is a tree-creating pair", 
but in both of them the flavor of being of the NMP- type is the same: it generalizes 
somehow the notion of t-omittory tree-creating pairs. (Note that if (if, E) is a t-
omittory tree-creating pair then it is of the NMP-type.) One could formulate 
a uniform condition here, but that would result in unnecessary complications in 
formulation. 

DEFINITION 3.2.3. 1. A finitary creating pair (if, E) is of the NMP-type 
if the following condition is satisfied: 

( ® ) N M P Suppose that (w, to, t i , . . . ) G Q^(if, E) is such that 

(Vfc G u))(nor[tk] > <pH(m^n)) 

and let no < ni < ri2 < ... < LO. Further, assume that 

g : U p o s ( w , t 0 , . . . , ^ - 1 ) —• ( J pos(w, t0,... ,* n i + i - i ) 

is such that g(v) G pos(i ; , tn i , . . . ,tni+1) for v G pos(w, £()>•• • , ^ - 1 ) 
(so v < g(v))- Then there are 0 < i < UJ and a creature s G 
E(£ n o , . . . ,£n._i) such that 

(a) nor[5] > min{nor[tm] - (fuirn^) : n0 < ra < n*}, 
(/?) for each v G pos(^, to,... , £no_i, s) there is j < i such that 

2. A tree-creating pair (if, E) is of the NMP-fo/pe if the following condition 
is satisfied: 

( ® ) N M P Suppose that (tv : 77 G T) G Q^ree(if,S) (see 1.3.5(4)) is such that 

(V77GT) (no r [g> l ) 

and let Fo, Fi, F2 , . . . be fronts of the quasi tree T such that for i < LU: 

(VveFi+1)(3v'eFi)(v'<v). 

Assume that a function g : (J F{ —> (J F^+i is such that 1/ < (7(1/) G 

Fi+i provided v G F^. F/ien there are 0 < z < a; and a tree-creature 
s G E ( ^ : (3u G Fi)(77 < v)) such that 

(a) t r e e nor[s] > inf{nor[^] - 1 : rj G T}, 
(/3)tree for each 1/ G pos(s) there are j < z and k < lg{y) such that 

v\k G Fj and ^(^ffc) < 1/. 
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3.2. PRESERVING NON-MEAGER SETS 57 

THEOREM 3.2.4. Assume (if, E) is a finitary, gluing and 2-big creating pair. 
Suppose that (if, E) is of the N'M.'P-type and has the Halving Property. Let f : 
UJ x UJ —> UJ be an H-fast function. Then the forcing notion Q*JK, E) is Cohen-
preserving. 

PROOF. By 3.1.2 we know that the forcing notion QJ(if, E) is UJ^-bounding. 
Consequently it is enough to show that if A C 2^ is a non-meager set then 

II"Q*(K,£) "A is not meager" 

(see [BaJu95, 6.3.21]). So suppose that A C 2^ is not meager but some condition 
in Q* (if, E) forces that this set is meager. Thus we find a condition po G Q* (if, E) 
and Q*JK, E)-names kn, an such that 

Po II-QJ(K,E) " &o < fci < • • • < u and an : [fen, fcn+i) — • 2 (for n < a;) and 
(Vx G A)(\/™n)(x\[kn,kn+1) + &ny\ 

As Q^(if, E) is UJ10-bounding, we find a condition p\ > p0> a sequence 0 = ko < 
ki < &2 < . . . < UJ and names pn such that 

Pi lhQ*(K,s) "Pn • [*n, fen+i) —• 2 (for n < CJ) and 
( t o G A)(V°°n) (xr [ fcn , fen+l ) ^ PnY-

Further, applying 2.2.11 we find p<± > Pi such that p<i essentially decides all the 
names pn. Clearly we may assume that nor[££2] > / (2 , m£n ) for all n < UJ (and thus 
nor[££2] > ^uirn^)). Choose 0 = n0 < nx < . . . < UJ and 4 < h < h < • • • < v 
such that 

tP2 

(Vm G u)((pu(m^n ) < ^m+1 ~ An) 

and for each m < UJ and every sequence w G pos(wP2, £Q2, . . . , t ^ 1_1) the condi
tion (tMn2

m+i'^n2
m+i+i? • • •) decides all the names pj for j G [4n, An+i) (remember 

the choice of P2). Let 

ff : (J pos(«^,*ga,... ,Cm-i) — U P°sK2,C,--- ,C+ 1-i) 

be such that v < 0(1;) G p o s ( ^ 2 , tp
0

2,... , C m + 1 - i ) for v G p o s ( ^ , tg a , . . . , C m - i ) -
Next, for each v G pos(wP2, £ Q 2 , . . . ,tP

l
2
m_1), m < a; fix £(v) G [An, An+i) and p(t>) 

such that 
• there are no repetitions in (£(v): v G pos(u>P2, £Q2, . . . , t ^ _ 1 ) ) , 
• p(v) : [fc^(v),fe£(t;)+i) —• 2 is such that 

(ff(«)>*£,+1>C+1+i»• • •) l h Q } ( ^ ) " ^ ) = P(") "• 
Now we apply successively 3.2.3(1) to the condition (wP2, £Q2, £? 2 , . . . ) , the sequence 
{ni : i < UJ) and the mapping #. As a result we construct an increasing sequence 
0 = 2o < i\ < 22 < • • • < UJ of integers and creatures Sj G E(£^2 , . . . , £̂ 2 _x) such 
that for all j < UJ: 

tP2 < 2 - 1 
1. nor[5 j] > min{nor[t£2.] - <pn(m£j ) , . . . ,nor[*£ J - ^ H (m d n ^ + 1 )}, 
2. for each v G pos(wP2, t1^2,... ,^2__1,Sj) there is z* G [ij,ij+i) such that 

^TOdn = « ( » K n ' )• 
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It should be clear that (wP2, s0, s i , . . . ) G Q}{K, E) (note that if nor[££2] > f(k + 
l ,md^ ) for all n G [n^,n^.+1) then nor[sj] > f(k,ms

d
J
n)). Look at the set 

A* = {x G 2^ : for infinitely many j 6 a;, for every z* G [ij, i/+i) 
( V ^ G p o s ( ^ ^ C , . • . , C ^ * - l ) ) ( ^ r f e ( . ) , A : ^ ) + 1 ) = = p ( ^ ) ) } . 

It is a dense Il^-subset of 2^ and hence A* D A ^ 0. Take x e A* n A. Note 
that the choice of the s / s (see clause 2. above) implies that for each j < UJ and 

v G pos(it;P2, 5o, . . . , Sj) there is i* G [ij, ij+i) such that letting i/ = v\m^* we 
have 

( v , s J + 1 , 8 i + 2 , . . . ) II-QJ(A:,E) " ^ K ) = p(v') "• 

Hence (iuP2, s0, s i , . •.) \\-®*(K,V)" (3°°n G u)(x\[kn,kn+i) = pn) ", a contradiction. 
• 

THEOREM 3.2.5. .Assume t/mt (X, E) zs a finitary 2-big tree-creating pair of 
the NMP-type. Then the forcing notion Q^ree(X7E) is Cohen-preserving. 

PROOF. Like 3.2.4 but using 3.1.1, 2.3.7(2), 2.3.12, and 3.2.3(2): we choose p0 , 
fcn, &n, pi, kn and pn as there. Further we inductively build an increasing sequence 
(£m : m e uu) of integers, a condition p<i > p\ and fronts F m of TP2 (for m < UJ) 
such that \Fm\ < £m+i ~ ^m and for every r\ G jPm+i 

rj<u eTP2 => nor[t£2] > ra + 1 and p^ ] decides all ^ for j € [ C W i ) , ) 

and the front Fm+i is above F m . For v G F m we define g(y) G Fm+i , ^(^) £ 
[̂7715 ^m+i) and p(i/) : [fc^), fc.g^+i) —> 2 in a manner parallel to that in the proof 
of 3.2.4. Next we build a condition q > P2 and an increasing sequence (mz : i <E UJ) 
such that each Fmi fl Tq is a front of Tq and 

if 77 G F m . DTq, i e UJ then pos(^) C (J{Fm : mi < m < ra^+i} and 
for every v G pos(t^) there are j and k < lg{y) such that v\k G Fj 
and g(W&) < ZA 

Finally we let 

A* d4f {x G 2 ^ : (3°°z G u;)(Vm G K,m ? + 1))(Vz/ G Fm)(x\[ke{l/hkeM+) = p{u))} 

and we finish as in 3.2.4. • 

THEOREM 3.2.6. Suppose that (K, E) is a finitary creating pair which captures 
singletons. Then the forcing notion Q^00(K, E) is Cohen-preserving. 

PROOF. Like 3.2.4, but using 3.1.3, 2.1.12 and 2.1.10. Note that the last implies 
that the pair (K, E) has the following property: 

(®) / / (*o , . . . ,tN) GPFC(K,E) , <m(™d°n) <k,0 = no<n1<...<nk<N 
and u G p o s ^ f m ^ , to , . . . , tjv) then there are so , . . . , ŝ  £ K such that 
pos(^ra*°n, so , . . . , se) = {u}, ms

d°n = m^°n, mj£
p = raj£ and (t0,... ,tN) < 

(SQ, . . . , s^). Consequently, choosing an enumeration {WJ : j < ^H(^dn)} 
of basis(to) and letting Uj = Wj^uWm^,mnp+1 ) we will have (remember 
(K, E) is forgetful) 

(a) u3 epos(wj,t0,... , t n j + 1 _ i ) , 
(0) ( t 0 , . . . ,tN) < ( s 0 , . . . ,se), 
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3.3. PRESERVING NON-NULL SETS 59 

(7) for each w G basis(SQ) and v G pos(w, so?••• ,st) there is j < ^ H ( ^ d n ) 

such tha t v\rriup+1 — Uj. 

Thus we may repeat the proof of 3.2.4 with not many changes. • 

Let us note tha t it is not an accident tha t we have the results on preserving of 
non-meager sets only for forcing notions which are very much like the ones coming 
from t-omittory tree-creating pairs. If we look at the opposite pole: local weak 
creating pairs, then we notice tha t they easily produce forcing notions making the 
ground reals meager. 

D E F I N I T I O N 3.2.7. Let H be of countable character. We say tha t a weak cre
ating pair (K, E) for H is trivially meagering if for every t G K with nor[t] > 1 and 
each u G bas i s ( t ) and v G pos(u,t) there is s G E(£) such tha t nor[s] > nor[£] — 1 
and v £ pos(u,s). 

P R O P O S I T I O N 3.2.8. 1. If(K, E) is a local trivially meagering tree-creating 

pair for H , H is of countable character and e = 1, 3 then 

ll-Qtree(x,£) " J^ O V is meager ". 

2. If (K, E) is a simple finitary and trivially meagering creating pair for H and 
f : UJ x UJ —> UJ is JH-fast then 

H"Q*(X,E) " ^ H V is meager ". 

P R O O F . In the first case remember tha t if p G QlTee(K, E) , e = 1,3 then for 
some i / G F w e have (Vr/ G Tp)(v < rj => n o r [ ^ ] > 2). Hence, as (K, E) is local 
and trivially meagering we easily get 

H-Qtree(K,E) " (Vx G J | H ( m ) H V)(V°°m G uj){W{m) ^ x{m)) " . 

For the second case suppose tha t p G Q*t{K, E) . Since f(n + l,£) > ^ H ( ^ ) + / ( ^ , f) 
using the assumptions tha t (K, E) is simple and trivially meagering we immediately 
see tha t 

V H-Qj(*,s) " (Var € [ ] H ( m ) n V)(V°°n e W ) ( ^ f [ m £ , m S ) ± x\[m%m%)) " , 

finishing the proof. D 

Later, in 4.1.3, we will see tha t the forcing notions Q*00(K, E) may make the 
ground model reals meager too. This suggests tha t if one wants to build a forcing 
notion preserving non-meagerness then the most natural approach is Qgree for e = 
O ^ o r Q ; ^ . 

3 .3 . P r e s e r v i n g n o n - n u l l s e t s 

In this section we introduce a property of t ree-creat ing pairs which implies tha t 
forcing notions Qg r e e(X, E) preserve non-null sets. Though preserving non-null sets 
alone is not enough to use the preservation theorem of [Sh:f, Ch. XVIII, §3], one 
may apply the methods of [Sh 630], [Sh 669] when dealing with countable support 
iterations of forcing notions of the type presented here. 

D E F I N I T I O N 3.3.1. We say that a weak creating pair (K, E) is of the N N P -
type if the following condition is satisfied: 
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( ® ) N N P there are increasing sequences a = (an : n < u) C (0,1) and 
k = (kn : n G a;) C uo such that lim an < 1 and: 

71—>00 

iftEK, nor[t] > 2, v G basis(£), ^p(v) > fcn, N < LU and a function 

p i p o s M ) — • W ) 

is such that (Vit G pos(v,£))(an+i < )y ) tften the set 

{n < N : there is s G E(£) such that nor[s] > nor[£] — 1 and 
basis(£) C basis(s) and (\/u G pos(t;, s))(n G g(u))} 

has not less than N • an elements. 
(The sequences a, k from ( ® ) N N P are said to witness NNP. ) 

DEFINITION 3.3.2. We say that a tree-creating pair (if, E) for H is gluing 
(respectively: weakly gluing) if for each well founded quasi tree T C [J f| H(i) 

n<u; i<n 
and a system (sv \ v eT) C if such that 

(Vi/ G f ) 0 v G TCR„[H] & pos(^) - SUCCT(^)) 

there is s G E(sj, : i/ G T) such that 

nor[5] > sup{nor[sj,] — 1 : v G T} 

(nor[s] > inf{nor[5j,] — 1 : v G T}, respectively). 

REMARK 3.3.3. The above definition, though different from 2.1.7(2) (for creat
ing pairs), has actually the same meaning: we may glue together creatures without 
loosing too much on norms. 

DEFINITION 3.3.4. We say that a weak creating pair (if, E) is strongly finitary 
if K is finitary (see 1.1.3(2)) and E(<S) is finite for each <S C if. If ~ E (see 1.1.4(3)) 
is an equivalence relation on K and E depends on ^^-equivalence classes only, then 
what we actually require is that E(<S)/~£ is finite. 

THEOREM 3.3.5. Suppose (if, E) is a strongly finitary tree-creating pair of the 
NNP-fa/pe. Further suppose that: 

either (if, E) is t-omittory and e = 0 
or (if, E) is 2-big and weakly gluing and e = 1. 

If A C 2U is a non-null set then lr-Qtree(#jE) "A is not null". 

P R O O F . In both cases (i.e. e = 0 and e = 1) the proof is actually the same 
so let us deal with the case e = 1 only (and thus we assume that (if, E) is 2-big 
and weakly gluing). Suppose that A C 2^ is a set which is not null but for some 
p0eQiree(#,E) 

P0 H-Qtree(tfjE) "A IS IUlU" . 

We may assume that A is of outer measure 1 - just consider the set 

{x G 2^ : (3y G A)(V°°n)(x(n) - */(n))}. 

Let a = (an : n < a>), fc = (/cn : n < a;) witness that (if, E) is of the NNP-type . 
Let f be a Q£ree(AT, E)-name for a subtree of 2<UJ such that 

Po H-Qt™(K,E) X P 1 ) > lim an & [T] 0,4 = 0". 
1 v y n—>oo 
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3.3. PRESERVING NON-NULL SETS 61 

By 2.3.7(2) we find a condition p\ > p0 and fronts Fn of TPl such that for each 
n < UJ\ 

(VT? G Fn)(the condition p[?] decides t n 2 n ) . 

Clearly we may assume that 

F0 = {rootfci)} and (VnGo;)(Vz/GFn+i)(3z/GFn)(z/ <\ u k kn+1 < £g(u)) 

and (Vn G u)(W G Fn)(Vr/ eTPl)(v <rj => n o r ^ 1 ] > 4 + n) (remember 2.3.12). 
As (K, E) is weakly gluing and finitary we find a condition p2 > Pi such that 

TP2 = ( J Fn and (Vr/ G TP 2)(nor[^2] > 3). 
nEuj 

For 7] e Fn, n < LU let gv : pos(^2) —• V{2n + 1 ) be a function such that 

(Vl/ G P O S ( ^ ) ) ( ^ ] lhQtree(K)E) T H 2™ + X = (ft, (*/)). 

Clearly, if rj G F n , n < UJ and ẑ  G pos(t^2) then a n + i < '̂ n+i • Let (for rj G F n , 
n < a;) 

X™ d= {a G 2 n + X : there is s G E(^ 2 ) such that 
nor[s] > nor[^2] - 1, and (W G pos(s))(<r G ^ M ) } -

Due to ( ® ) N N P we know that 2 n + 1 • an < \X™\ (for all rj G F n , n G a;). Fix n <uo. 
By downward induction on ra < n we define sets X™ for 77 G F m : 

if rj G F m , m < n then 

X™ = {cr G 2 n + 1 : there is s G E(^ 2 ) such that 
nor[s] > nor[^2] - 1 and (Vi/ G pos(^2))(a G X?))}. 

Now we may apply the choice of a, k (remembering that £g(rj) > km for each 
rj G Fm) to conclude (by the downward induction on m < n) that 

(Vm < n)(V7y G Fm)( |X£| > 2n+l . am ) . 

Hence, in particular, 2 n + 1 • ao < \X™oot, J for each n < 00. So look at the set 

F ^ {* G 2W : (3°°n)(xr(n + 1) G * r " o o t ( p 2 ) ) } . 

Necessarily ii{F) > ao > 0 and thus we may take x G F f) A. For each n < UJ such 
that xT(n + 1) G -X^otfo ) we may choose a well founded quasi tree Sn and a system 
(s™ : v G Sn) of creatures from if such that: 

SVi C I ) F m , max(Sn) C F n + i , root(5n) = root(p2) and for all v G Sn we have 
ra<n 

pos^?) = s u c c s » , s ^ € S ( C ) , n o r ^ ] > n o r [ e ] - 1 and x\(n + 1) G X?, 

and if f G SnC\Fn, v* G pos(s") then x\(n+l) G gu{v*). Note that if one constructs 
a condition qn such that 

5„ CT^C [J F„ 

(Vm < n)(V^ € T«» n Fm)(v G S n & <«» = s£) and 
(Vm > n)(W € T«- n Fm)(tl" = <») 

then <7„ H-Qtree,^^ xf(n + 1) G T. Hence, in particular, 
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(®) if n is such tha t x\(n + 1) £ X™oot, ^ m < n + 1 and v G Sn 0 F m 

Applying the Konig Lemma (remember tha t (K, E) is strongly finitary!) we find a 
quasi tree 5 C (J F n and a system (su : v e S) such tha t 

1. max(S) = 0, 

2. for all i/ G 5 : 

succs(i/) = pos(5 I /) and nor[s„] > nor[t^2] — 1 and s„ G E( t^ 2 ) , 

3. for some increasing sequence 0 < no < n i < ri2 < ... < UJ we have: 
( V i G ^ ) ( x K n , + l ) G X ^ o t ( p 2 ) ) and 
(Vz G o;)(Vi/ G S H F 2 ) ( V j > i)(i/ G S n . & 5 , = s^')-

The quasi tree S determines a condition q G Q\ree(K, E) stronger than p2- We 
claim tha t q \\-Qt™e(K,E) (Vz < uj)(x\i G T) . Why? Let i e UJ and i/ G STlF; . Then 

su = < \ and is € Snt D Fu i < n% and x\{nt + 1) G ^r
nJot(P2)-

But now we may use ( 0 ) to conclude tha t for each such v 

p[2] ^Qfee(K,s) x\ief, 

and hence g lh x\i G T. Consequently g lh x G [T], contradicting q> po. • 

We may get a variant of 3.3.5 for tree creating pairs which are not gluing (e.g. 
for local (if, E) , see 1.4.3). Then, however, we have to require more from the 
witnesses for the N N P - t y p e . 

T H E O R E M 3.3.6. Suppose that (if, E) is a strongly finitary 2-big tree creating 
pair of the NNP-fa /pe with witnesses a, k such that kn — n. Then 

ll"Qtree(A:,s) " A i<s non-null " 

whenever A C 2 ^ is a set of positive outer measure. 

P R O O F . It is similar to 3.3.5. We start exactly like there choosing A, T, p i , 
fronts Fn of TPl and functions gn : Fn —> V(2n) such tha t p ^ ] lh f D 2n = gn(r)) 
for each n G UJ and rj G Fn. Next we define gn{y) for v G TPl below Fn by downward 
induction, in such a way that : 

if v G TPl and there is 770 G Fn such tha t v < 770 and 5^(77) has been 
defined already for all r\ G p o s ( ^ ) and (Vr? G pos(^1))(a^^( r /) < 

^ i i ) then 

0n(i/) = {a G 2 n : there is 5 G E ( ^ ) such tha t 
nor[s] > n o r f ^ 1 ] - 1, and (Vr? G pos(s))(cr G <7n(?7))}-

We continue as in 3.3.5 getting suitable Sn for n G CJ and applying the Konig lemma 
we get 5 C TPl with the corresponding properties. 
Note tha t the main difference is tha t , in the above construction, we may keep the 
demand ^ — aig{v) ( a n d this is the replacement for "weakly gluing"). • 
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3.4. (No) Sacks Property 

Recall that a forcing notion P has the Sacks property is for every P-name x for 
a real in uJ^ we have 

lhP (3F G ]![ [uj]n + X n V)(Vn G uj)(x{n) G F(n)). 
n£co 

The Sacks property is equivalent to preserving the basis of the null ideal: every 
Lebesgue null set in the extension may be covered by a null set (coded) in the 
ground model. Here we are interested in refusing this property, i.e. getting forcing 
notions which do not preserve the basis of the null ideal. 

DEFINITION 3.4.1. We say that a weak-creating pair (K, E) strongly violates 
the Sacks property if 

(®)3.4.1 fc>r some nondecreasing unbounded function / G uJ^ we have 
if te K, nor[£] > 1 
then for each u G basis(t) there is n > £g(u) such that 

f(n) < \{w(n) : w G pos(u,t) & n < £g(w)}\. 

THEOREM 3.4.2. Let H be of countable character and let (K, E) be a weak 
creating pair for H which strongly violates the Sacks property. Assume that 

either (if, E) is a creating pair and P is one o/Q*^ (if, £ ) , Q ^ i f , E), 
0 ^ ( ^ , 2 ) , QJ(/f,E) 
or (X, E) is a tree-creating pair and then P is one of QlJee(K, E) (e < 5). 

Then the forcing notion P fails the Sacks property. 

PROOF. For simplicity we may assume that H(z) = cu (for all i e u). Take an 
increasing sequence (n^ : k < to) of positive integers such that k + 1 < f{rik) for 
all /c G a;. Let VF be the P-name for the generic real (see 1.1.13) and let x be the 
P-name for an element of UJ^ such that 

lhP (V/c G (J)(x(k) = 7r(W\nk)). 

where n : UJ^^ —> UJ is the canonical bijection. Now we claim that 

ll-p (VF G J ] M n + l n V)(3°°n)(i(n) £ F(n)). 
n£zu) 

Why? Suppose that p G P, F G [ ] Mn> N e UJ. By 3.4.1, in all relevant cases, 

we find k > N and n G [nfc,rifc+i) such that p "allows" more than / (n) values for 
W(n). But /c + 2 < /(n/e) < f{n) and thus the condition p "allows" more than 
k + 1 values for £(& + 1). • 

3.5. Examples 

EXAMPLE 3.5.1. We build a tree-creating pair (-K3.5.1, E3.5.1) which is: strongly 
finitary, 2-big, t-omittory, gluing, of the NNP-type , and which strongly violates 
the Sacks property. 

CONSTRUCTION. Before we define (^3.5.1, E3.5.1) let us note some basic prop
erties of the nice pre-norm dp° defined in 2.4.2(1),(4). 

CLAIM 3.5.1.1. Let M < UJ, k < UJ. 
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1. If ACM then either dp°k(A) > dp°k(M) - log2+/e(2) 
or dp°k(M \ A) > dp°k(M) - log2+fc(2). 

2. Suppose that a £ (0,1), N < cu and a function g : M —> V(N) is such that 

( V m < M ) ( A T . a ( f e + +
1 )

2
+ 1 < ^ ( m ) l ) . 

Then a • TV < |{n < TV : dp°k({m <M :ne g(m)}) > dp°k{M) - 1}|. 

Proof of the claim: 2) Let u(n) — {m < M : n G g(m)} and 

X = {n < N : dp2(«(n)) > dp°(M) - 1}. 

Look at the set Y = {(ra, n) £ M x N : n e g(rn)} and note that 

\Y\=Y,\9(m)\>N.a^l\+1.M. 
m<M 

On the other hand, noticing that n G X <^ \u(n)\ > ^p2> w e have: 

\Y\ = ^ |«(n)| < ^ |«(n)| + ^ ~ < |X| • M + (N - \X\) • ~ . 
n<N neX n£X 

Consequently a ( \ " ^ + 1 • TV < \X\ + ̂ F and hence a• TV < |X|, proving the claim. 

Let H(ra) = (n + 2)n . 
Let i^3.5.i be the collection of all tree-creatures t for H such that 
1. dis[t] is a pair (do(t), di(t)) such that do(i) C |J [ ] H(ra) is a finite tree, 

n(Eu) m<n 
|do(t)| > 2 and dx{t) < root(d0(£)), 

2. nor[t] = min{dpfc(succdo(t)(7y)) : 77 G split (d0(*)) & ^ f a ) = fc}, 
3. val[t] = {(di(f),z/> : 1/ G max(d0(£))}. 

For a well founded quasi tree T and a system (s^ : v G T) of tree-creatures from 
-K3.5.1 such that the requirement (a) of 1.3.3 is satisfied we let 

£3.5.10*1/ : ̂  ̂  f ) = {s G #3.5.1 : di{s) = root(T) & rng(val[s]) C max(T)}. 

It should be clear that £3.5.1 is a tree-composition on #3.5.1. Now, the tree-
creating pair (#3.5.1, £3.5.1) is strongly finitary, t-omittory and gluing. For the last 
two properties we apply the procedure similar to the one below. 

Note that if t G #3.5.1 and v G do(t) is a splitting point of do(t) then choosing 
r]p G max(do(t)) (for p G succ^0(£)(i/)) such that p < rjp we may build a tree 
creature s G £3.5.1 (£) such that pos(s) = {r]p : p G succ^0(£)(^)}. Then we will 
have nor[s] > nor[t]. If additionally v G do(t) is a splitting point such that 
nor[£] = dp^ /1/\(succd0(t)(^)) then nor [s] = nor[£] (see the definition of #3.5.1). In 
this case, let us call the respective tree-creature s(t) (here we just fix one such). 

Considering suitable s(£)'s and using 3.5.1.1(1) one can easily show that the 
creating pair (#3.5.1, £3.5.1) is 2-big. 

T ;Pf h. _ o n + 4 _ 9 n _ 1 n _ an-(kn + l) + l _ _ an , 1 W p ~ r p 
I JCL Ain — Z — Z, a o — 2? a n + l — fc + 2 ~ an 2 n + 4 ^ 2 n + 4 ' 

going to show that the sequences k = (kn : n < cu), a = (an : n < cu) witness that 
(#3.5.1, £3.5.1) is of the NNP-type . 
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3.5. EXAMPLES 65 

First note that a, k are strictly increasing, a C (0,1) and lim an < f. Now 
n—>oo ° 

suppose that t G K3.5.1, fcn < m^n, N < UJ and g : pos(t) —> P(iV) is such that 

( V I / € P o s ( * ) ) ( a n + i < ^ i ) . 

Take s(t) (defined above) and look at h = </fpos(s(£)). We may think that actually 
h : succd0(s(t))(^) —• V(N), where 1̂  is the unique splitting point of s(t) (note that 
fyiy) > rns

d^J >kn). Applying claim 3.5.1.1(2) we get 

an • N < \{n< N : dp£ j{m : n G ft(m)}) > d p ^ (succdo(s(t))(z/)) - 1}|. 

For each n < N from the set on the right hand side of the inequality above choose 
sn G £3.5.1 (s(£)) such that pos(sn) = {rj G pos(s(£)) : n G h(rj(£g(u)))}. By the 
definition of dp^, dp^(u>o) > dp^(^i) — 1 implies that dp°+1(ti>o) > dp2+1(wi) — 
1, and therefore dp°n({ra : n G h(m)}) > dp^n(succ^0(s(t))(^)) — 1 implies that 
nor[sn] > nor[s(£)] — 1. Now we may conclude that the set 

{n < N : there is s G £3.5.1 (t) such that nor[s] > nor[t] — 1 and 
(Vz/Gpos(s))(nG#(z/))}. 

has not less than an • N elements. 
Finally note that (^3.5.1, £3.5.1) satisfies the condition (03.4.1) for f(n) = n 

(so it strongly violates the Sacks property). • 

CONCLUSION 3.5.2. The forcing notions Qeree(i^3.5.1, £3.5.1) for e < 5 are equiv
alent. They are proper, preserve the outer measure, preserve non-meager sets, are 
UJ10-bounding, but do not have the Sacks property. 

EXAMPLE 3.5.3. We construct a Unitary, 2-big and local tree-creating pair 
(^3.5.3> £3.5.3) which is trivially meagering and of the NNP- type with the sequence 
k — (n : n < UJ) witnessing it. 

CONSTRUCTION. This is similar to 3.5.1. We define fc*, k and a letting fc* = 
2-+4 - 2, kn = n, a0 = \, an+l = M g ^ ) + 1 . Let H(n) = 2^+4)2 . 

The family ^3.5.3 consists of these t € TCR[H] that: 
• dis[i] = (r],At), where 7? is such that t € TCR^H] and At C H(£g(ri)), 
• val[t] = {fo, 1/) : 77 < v & £g(u) = £g(V) + 1 & v{lg(ri)) G At}, 
. nor[i] = dpL (At). 

The operation S3.5.3 is trivial and s G £3.5.3 (£) if and only if val[s] C val[t]. 
Plainly, (^3.5.3, £3.5.3) is a 2-big local and trivially meagering tree-creating 

pair. Checking that it is of the NNP- type (with witnesses a and k) is exactly like 
in 3.5.1 (just apply 3.5.1.1). • 

CONCLUSION 3.5.4. Qiree(i^3.5.3,£3.5.3) is a proper cj^-bounding forcing no
tion which preserves outer measure but makes the ground model reals meager. 

EXAMPLE 3.5.5. We define functions H, / and a creating pair (^3.5.5, £3.5.5) 
such that 

1. H is Unitary, / : UJ X UJ —> UJ is H-fast, 
2. (if3.5.5, £3.5.5) is gluing, forgetful, 2-big, has the Halving Property and is of 

the NMP-type , 
3. the forcing notion Q* (^3.5.5, £3.5.5) is not trivial. 
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66 3. MORE PROPERTIES 

CONSTRUCTION. Define inductively H and / such that for all n,k,£ G u>: 
(i) H(0) = 8, H(n) = 2^(n)+/(n,n)5 

(ii) / ( 0 , * ) = * + l , / (k + M ) = 2 ^ ( W . ( / ( f c , f ) + ^ ) + 2) 
(compare with 2.4.6; note that the above conditions uniquely determine H and / ) . 
By their definition H is finitary and / is H-fast. 

A creature t G CRm 0 i m i[H] belongs to K3.5.5 if: 
• dis[t] = (m0, mi ,X u Hu (A^, H]f, u1? : k G Xt)), where Xt Q [m0 ,mi), Ht 

is a nice pre-norm on V{Xt)1 and for each k G Xt: 
A^ C H(fc), H% is a nice pre-norm on V{A\) and uk G f] H ( i ) , 

iG[m0,mi)\{A;} 
. val[i] = {(«, v) € n H W * EI H( t ) : « < v & {^k£Xt){uk

t<Zv& v(k) e 
i<mo i<m\ 

Ak)\, 
. nor[*] = mm{Ht(Xt),Hk(Ak) : fc G X t } . 

Now we describe the operation S3.5.5. Suppose that to , . . . ,£n G ^3.5.5 are such 
that m^p = m^1 for i < n. Let S3.5.5(^0,... , tn) consist of all creatures s G X3.5.5 
such that m^n = m^°n, m*p = m\? and for some i < n 

(a) Xs C X t i , (VS C X8)(H8(B) < Hu(B)) and for every k G X,: 
(/?) Ak

s C A* and (Wl C A*)(iI*(A) < # t*(A)), and 
(7) uk. C ^ and for every j G (n + 1) \ {i} for some I G X*. we have 

ue
tjCuk

s and u J W e ^ . 

It should be clear that (X3.5.5, S3.5.5) is a gluing and forgetful creating pair for H. 
It is 2-big as for each t G ̂ 3.5.5 both Ht and Hk (for k G Xt) are nice pre-norms. 
We may use similar arguments as in 3.2.6 to show that (^3.5.5^3.5.5) is of the 
NMP-type . Now define function half : ^3.5.5 —> ^3.5.5 by 

half (t) = s if and only if 
mdn = mdn> m u P = ™uP> Xs = Xt, Ak

s = Ak for keXs and 

Hs = (Ht)*norlt], Hk = (ff*)inopM for k £ Xs 

(see 2.4.3(2)). 
It is not difficult to check that the function half witnesses that (^3.5.5^3.5.5) has 
the Halving Property. 

Note that (K3.5.5, S3.5.5) resembles an omittory creating pair. • 
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CHAPTER 4 

Omittory with Halving 

In 2.2.11, 3.1.2 we saw how the Halving Property and the bigness apply to 
forcing notions Q*JK,Yi). In this chapter we will look at another combination: 
omittory creating pairs with the weak Halving Property. Since an omittory creating 
pair cannot be big, it is natural that we consider in this context the (soo) norm 
condition. The first example of a forcing notion of the type Q*00(K, E) for an 
omittory creating pair (K, E) with the weak Halving Property appeared in [Sh 207] 
(but in the real application there a different norm condition was used). A direct 
application of a forcing notion of this type was presented in [RoSh 501]. In the 
last part of this chapter we will develop the example from that paper. Before, in 
the first section, we show that the forcing notions Q*oc(i5C, E) with (K, E) omittory 
tend to add Cohen reals and make ground reals meager. Next we introduce some 
general operations on creating pairs and, in the third section, we explain how the 
weak Halving Property may prevent them from adding dominating reals. 

4.1. What omittory may easily do 

Natural examples of omittory creating pairs with the weak Halving Property 
are meagering and anti-big (see 4.1.2 below). We will show how these properties 
cause that forcing notions Q*oc(K, E) do some harm to the old reals. Examples 
and applications are presented in the last part of this chapter. 

First note the following easy observation. 

PROPOSITION 4.1.1. If (K, E) is an omittory creating pair such that for each 
t G K, u G basis(t) 

nor[t] > 0 =» |pos(u,£)| > 2 

then II-Q* (K,S) uthere is an unbounded real over V". 

DEFINITION 4.1.2. Let (K, E) be a creating pair. 
1. We say that (K, E) is meagering if for every (to,... , t n - i ) € PFC(K, E), 

t G E(to , . . . , £n_i) and {k{ : i < n) such that for each i < n: 

nor[ti] > 2 and m^n < ki < ra£p and nor[t] > 2 

there is s G E(t) satisfying 

nor[s] > nor[t] — 1 and 
(Viz € basis(£0))(3v G pos(u,s))(3k G [£g(u),£g(v)))(v(k) ^ 0) and 
(\fu G basis(£0))(Vv G pos(tx,s))(Vt < n)(v(ki) = 0). 

2. The creating pair (K,T,) is called anti-big if there are colourings 

ct : I ) pos(u,t) —> 3 for t G K 
l iEbas i s ( t ) 

67 
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68 4. O M I T T O R Y W I T H HALVING 

such that: if (£0 , . . . ,£ n- i ) G PFC(K ;E), norfo] > 1 (for i < n) and 
£ G E(to, • • • , t n _i ) , nor[t] > 1 then for each u G basis(to) there are VQ,V\ G 
pos(w, t) and £ < n satisfying 

^o Ndn = v i fmdn» C^ (vo fmuP) = °> Ct̂  (vi \m%) = 1, and 
(Vi € n \ m X c ^ o K f p ) = Q ^ i rmjfp) = 2). 

THEOREM 4.1.3. Let (X, E) 6e a growing creating pair. 
1. If (K,Yi) is meagering then 

"~Q* (K,s) " ^ H V zs meager1'. 

2. If (K,Yi) is anti-big then 

"~Q* (K,s) "there is a Cohen real overY". 

P R O O F . 1) Let p = (w^tg,£?, . . . ) G Q ^ ^ E ) and for n G ĉ  let / (n) -
tp tv 

V{[m£n,rriup))- The space Y\ f(n) equipped with the product topology (of the 

discrete /(n) 's) is a perfect Polish space. Thus it is enough to show that 

P "~Qsoo(̂ >E) " TT «^(n) ^ V is a meager subset of I T f(n) ". 

Note that if X G II / O ) i s s u c h t h a t ( 3 °° n € v)(X(n) ± 0) then the set 

{ r G ] 1 f(n) : (V°°n € w)(F(n) = 0 or Y{n) / X(n))} 

is meager in Yl / ( n ) - Let I be a Q*^ (if, E)-name for an element of Yl f(n) 
n£cv nZzUJ 

such that 
P I I - Q ^ C ^ E ) (Vn G w)(X(n) = {fc G [m&.m'jj,) : W(*0 7̂  0}), 

where W is the Q*00(i;i', S)-name for the generic real (see 1.1.13). It follows from 
the remarks above that it is enough to show that 

(a) p Ir-Q^c/^E) (3°°n € w)(X{n) ± 0) and 
(/?) P II-Q]C(K,E) ( W e n / («) n V)(V°°n G ^)(F(n) = 0 or Y(n) ± X(n)). 

To this end suppose that p<q = {wq,tq
0, t\,...) G Q*00(X, E) is such that £g{wq) > 

tq 

1 and nor[£^] > m^n + 2 for i G uo and let y G Yl f(n)- For each n G w choose 

A;n G [md^, ^up) such that Y(n) ^ 0 => &n G l^n ) . Let 0 < no < n\ < ri2 < . . . < 
uo be such that w9 G pos(wp, tg , . . . , ^ 0 _ ! ) and t? G E(*£.,. . . ,*£.+1_i) for i G a;. 

Note that necessarily md^° > 2 and thus nor[^] > 2 for each n > UQ. Applying 
4.1.2(1) we find s^ G E(t^) such that for each i G co: 

tq 

(*)} nor[s,] > nor[tq) - 1 > mJnJ and 
(*)? (Vuepos(wP,1*,... Xi-iVPveP^ 
(*)? ( V ^ G p o s K , t g , . . . ,4_1))(V^Gpos(u,S 2))(VnG Kn i + i ) ) (v( fc n ) = 0). 

Look at r = (w9, s0, Si, s 2 , . . . ) . Clearly r G Q*00(K, E) is a condition stronger 
than q. Moreover, by the choice of the s^'s we have 

r H-Q^CK.E) (Vn > no)(W{kn) = 0) 
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4.2. M O R E OPERATIONS ON W E A K C R E A T U R E S 69 

and therefore, by the choice of the fcn's, we get 

r l ^ d c s ) (Vn > n0)(Y(n) + 0 => 1 » ^ X(n)). 

Further note that if v G pos(i<;p, so) is given by (*)Q above for if9 then 

(v, si , 52 , . . . ) lh (3n G [n0, nx))(X(n) ^ 0). 

We finish by density arguments. 

2) Let p = (wp, *g, £?,. . .) G QsooCRT, E) and let Z be a Q*00(i;C, E)-name for a 
subset of a; such that 

P ^®*soo(K,x) ^ = {n G CJ : cfp(lffmunp) < 2}. 

Note that p \\-"Z is infinite". Why? Suppose p < q G Q * ^ ( # , £ ) , ^ ( w 9 ) > 1. 
Let n0 < ni < a; be such that wq G POS(WP,£Q,. .. , t^ o _ 1 ) , ^ G E(££0,. • • , d - i ) -
Necessarily nor[£f] > 1 for i G [no,ni) and nor^] > 1. So we find £ G [no,ni) and 
^o?^i £ p o s ^ 9 , £ Q ) as in 4.1.2(2). Now look at the condition r — (vo, t\, t\,...) G 
Q*00(jFf, E). It is stronger than g and forces that I G Z . 

Now let c be a Qsoo(^ E)-name for a real in 2^ such that 

p II~Q* (XjE) " if & G c<; and n is the A:th member of Z then c(fc) = ctp(W" traUp) "• 

We claim that p lh "c is a Cohen real over V". So suppose that p < q G QSOO(-^J ^)? 
£g(wq) > 1 and £Y C 2^ is an open dense set. Let 0 < no < n\ < . . . < uo be such 
that 

wq G p o s K , t g , . . . ,t*0-i) a n d A ^ E ( ^ , . . . ,< i + 1 _ x ) for z G a;. 

Let m = \{n < n0 : c ^ ^ t m ^ ) < 2}| and let v G 2 m be such that i/(fc) = 
ctp (wq\mv^)) if k < m and n < no is the kth member of the set {n < no : 
ctp(^9fmup) < 2}. Choose 7] G 2 < a ; such that v <\ r] and 

( V x G 2 a ; ) ( n < x => arGZY). 

Let j = lg(rj) — m. Use 4.1.2(2) to define inductively u G pos(i*;9, £Q, . . . , ^_ x ) such 
that for each i < j , for some £ G [n ,̂ ni+i) we have 

ctp(u\m^v) = rj(£) and (Vfc G [n f ,n i + i ) \ {^})(ctp(u|rau
fc

p) = 2). 

Look at the condition r — (ix, t j , ^ + 1 , . • •) G Q^^K, E): it is stronger than q and 
it forces that n <3 e. We finish by density argument. • 

4.2. More operations on weak creatures 

Below we define some operations on creatures and tree-creatures which provide 
for (some) systems of weak creatures a new weak creature (of the same type). These 
operations may be used to define sub-composition operations. 

DEFINITION 4.2.1. Suppose 0 < m < UJ and for i < m we have U G CR[H] 
such that ra^p < m^1. Then we define the sum of the creatures ti as a creature 
t = E s u m (^ : i < m) such that (if well defined then): 

(a) n ^ n = m*°n, ra£p = m ^ " 1 , 
(b) val[t] is the set of all pairs (hi, /12) such that: 
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70 4. O M I T T O R Y W I T H HALVING 

lg(hi) = m^n, £g{h2) = m*up, h1 < ft2, 
and (ft2 Ndn' ^2 Nu P ) G v a l M for * < m> 
and h2 f[^uP, ^d^ 1 ) *s identically zero for i < m — 1, 

(c) nor[£] = min{nor[^] : i < m}, 
(d) dis[t] = (0)~(dis[U] :i < m). 

If for a l i i < m — 1 we have m^p = TT?.^1 then we call the sum tight. 

REMARK 4.2.2. Note that the sum Esum(£2 : i < m) is defined only for these 
sequences (ti : i < m) C CR[H] for which m^p < m ^ 1 and part (b) of the definition 
gives a nonempty value of val[£]. 

DEFINITION 4.2.3. If m < u, u C m, d G H(x) ls a function such that 
dom(d) 2 (M^°)w and rng(d) C M^°, and for i < m creatures U G CR[H] are 
such that m^ < rn^1 then we define the (d,u)-sum t = E^u™(£̂  : i < m) of the 
U 's by: 

(a) md n - m*°n, m ^ = m ^ " 1 , 
(b) val[£] is the set of pairs (hi, h2) such that: 

^ ( / i i ) = m ^ , ^( / i 2 ) = m^p, hi < /i2 and 
(^2 Ndn> ^2 fmj»p) G val[ti] for i G u, 
h2 f [mdn' muP ) is identically zero fori^u and 
h2 t[^upj m d^ 1 ) *s identically zero for z < m — 1. 

(c) nor[t] = d((nor[ti] : i G u)), 
(d) dis[£] = (l,d,u)~(dis[*i] :i<m). 

[Note: the (d, ix)-sum is defined only if clause (b) gives a nonempty value for val[£].] 

DEFINITION 4.2.4. 1. For a pre-norm H on uo (see 2.4.1) let DH be the 
family of all functions d such that for some finite set Ud C u, H(ud) > 0 and 

d : ( E ^ 0 ) ^ —• E-° : (r, : i G ixd) i-> min{#(ud) , r i : i G u d } . 

2. We say that a creating pair (if, E) is saturated with respect to a pre-norm 
H on UJ if for each d G D# and (U : mo < i < mi) G PFC(if, E) such that 
Ud Q [mo, mi) and nor[ti] > 0 for i G u^. 

Y,s£™d(ti : mo <i<m\) is well defined and belongs to E(t^ : mo < i < mi), 

and if £ G E(E^™ (U : m0 < i < mi)), nor[t] > 0 then for some d* G L># 
and ^ G E(£;) (for mo < i < mi) we have 

Ud* Q ud, v a l p ^ ™ ^ (si : m0 < i < mi)] C val[t], and nor[sz] > 0 for i G ud*. 

We say that (If, E) is saturated with respect to (nice) pre-norms if for each 
(nice) pre-norm H on UJ, (if, E) is saturated with respect to H. Similarly 
for other classes of pre-norms. 

REMARK 4.2.5. Note that in practical realizations of 4.2.4(2) the additional 
parameter dis may play a crucial role. Looking at a creature t we may immediately 
recognize if it comes from the operation E^u™ and we do not have to worry that the 
last demand gives a contradiction. It may happen that for distinct cf s from DH we 
get (as a result of E^™) creatures with the same values of val, nor, however they 
are distinguished by dis. Moreover, the same effect appears for distinct pre-norms 
H: we can read from dis the function d and consequently the function H restricted 
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4.3. OLD REALS ARE UNBOUNDED 71 

to subsets of Ud- In applications we may redefine dis[X|u™ (tt : i < m)], but we 
should keep this coding property. 

DEFINITION 4.2.6. Let T C \J Yl H(z) be a well founded quasi tree and let 
n<uj i<n 

(su : v G T) C TCR[H] be a system of tree creatures such that for each v G T: 

dom(val[s^]) = {v} and pos(«s^) = SUCCT(^). 

1. The tree-sum t = S t s u m(s^ : v G T) of tree creatures sv (for v G T) is 
defined by: 

(a) vsl[t] = {(root(T),7?) : rj G max(T)}, 
(/?) nor[t] = inf{nor[s^] : v G T & nor[sv] > 1}, if nor[s„] < 1 for all 

v G T then we let nor[t] = 0, 
(7) dis[*] = {2)-{su :uef). 

2. For a function g G J^', the special tree-sum t — E*sum(s^ : v G T) of tree 
creatures sv (for v G T) with respect to g is defined in a similar manner as 
S t s u m but the conditions (/?), (7) introducing the norm and dis are replaced 
by 
(/?)* nor[t] = max{fc < u : (V77 € max(T))(|{£ < ig{r\) : f]\i € f and 

nor[s^r^] > fc}| > g(k))}, 
(7); dis[t] = ( 3 , f f n d i s [ S , ] : i / e f ) . 

4.3. Old reals are unbounded 

Recall that a forcing notion P is almost UJ10 -bounding if for every P-name / for 
an element of uJ^ and any p G P we have 

(3g £ UJ"){\/A e [ui\u}){3q > p)(q lhP "(3°°n G A)(f(n) < </(n))"). 

Almost CJ^-bounding forcing notions do not add dominating reals (i.e. they force 
that "(Vx G uP){3y G UJ^ n V)(3°°n)(a;(n) < y(n))"). If Q is a forcing notion not 
adding dominating reals and 

Ih-Q "P is almost ^-bounding" 

then the composition Q*P does not add a dominating real (see [Sh:f, Ch VI, 3.6]). 
Thus the notion of "being almost LU^-bounding" is very useful from the point of 
view of iterations: in a countable support iteration of proper forcing notions no 
dominating reals are added at limit stages (see [Sh:f, Ch VI, 3.17]). (Note that 
"not adding dominating reals" is not preserved by compositions.) 

In the definition 4.3.1(1) below one can think about the following situation 
(explaining the name "decision function"). Suppose that (if, £) is a creating pair, 
f is a Q*oc(X, E)-name for an ordinal and p G Qg^i f , ^)? ^o < ^ are such that p 
approximates f at each n > NG (see 1.2.9, remember 2.1.4). Let us define a function 

* : p o s ( W V g , . . . , ^ o _ 1 ) x P C ( t f ) £ ) — | J p o s K V g , . . . , ^ ) 
k>N0 

such that for every v G pos(iop, £Q, . . . , tp
No_1) and (£Q, t[,...) G PC (if, D) satisfying 

\^Vo>^V 0 + l> ' ' • ) — ( ^ 0 ^ 1 ' • • • ) : 

1. If ( M o ^ i , - . - ) e Q*oc(if,E) thenz(v,{tf
0,t[,...)) is the first (in a fixed or

dering of |J Yl H(ra)) of the shortest v* such that v* epos(v,t'0,... ,t/
fc_1) 

n<co m<n 
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(for some k < uo) and ( f * , t ^ , ^ + 1 , . . . ) decides the value of f (ra is just 
suitable: rad™ = mUp_1). 

2. If ( M o ^ i , . - - ) £ Q*oo(^ s ) t h e n w e t a k e t h e first k s u c h t h a t n o r [ ^ ] < 
md

fe
n and we ask if there is (t^, £",. . .) G PC(if, E) such that 

( v , ^ 0 , ^ 0 + 1 , . • •) < M , * i , • • •) e Q^Cif, E), and for some £ < k 

z(v, (t%,t'{,... » G p o s ( v , C . . . , ^ . x ) and (t'0,... ,4_ x ) = <# , . . . ,4'_i>-

If the answer is "yes" then we choose such a sequence (t0
f, £'/,...) and we let 

z(v,{t'0,t[,...))=z(v,{4,t'{,...)) 

(note that this does not depend on the choice of the particular (t0',tf{,...); 
see the previous case). If the answer is "no" then z(v, (t0, t[,...)) is the first 
element of pos(i>, £Q, . . . , t'k). 

This z is a canonical example of a decision function for p, iVo, (if, E); we will call 
it z(p,No,r) (assuming that (if, E) is understood). 

DEFINITION 4.3.1. Let (if, E) be a creating pair. 
1. Let p G QQ(K, E), 7V0 G U. We say that a function 

z:pos(wp,tl...,tp
No_1)xPC(K,Z)^ | J p o s K , t g , . . . , d ) 

fc>iV0 

is a decision function for p, No, (if, E) if: 
(*)4.3.i for every v G pos(wp, *g,.. . , ^ . J and (^, * i , . . . ) G PC (if, E) such 

that (£JV0> /̂v0+i> • • •) — (̂ o> î> • • •) ' there is /c G CJ such that: 
z(v,(*o,*i,...)) Gpos(v,to, . . . , ^ - i ) 

and if (tp
No,tp

No+1,...) < (tg, £'/,...) G PC (if, E) is such that t'( ~ s ^ 
for allz < A:, then 

^ , ( ^ , t / / , . . . ) ) = z(7; ,(^, t /
1 , . . . )) . 

2. We say that (if, E) is o/ the AB-type whenever the following two conditions 
are satisfied: 

( ® ) A B # (*o, • • • , *n-i) G PFC(if, E), k < n then there is t G E(£0, • • • , *n-i) 
such that 

nor[£] > min{nor[t^] : £ < n} 

and if (w,t0,... ,*n- i ) € FC(if,E), £' G E(£), nor[*'] > 0, then there 
is t" G E(tfc) such that n o r ^ ' ] > 0 and 

(3u' G pos(w,£o,... ,*fc-i))(Vu" G pos(n,t / /))(3v G pos(w,£'))(^" < v); 

( ® ) A B ifP e Q S ( ^ E)> ^o € <J, nor[tf] > 2 for i > N0 and 

z : p o s ( t i ^ , * g , . . . , ^ 0 _ 1 ) x P C ( i f , E ) — > ( J p o s K , ^ , . . . , ^ , ) 
fc>7V0 

is a decision function for p, iVo, (if, E) 
£/ien there are iVi > N0 and t* G E(£^ o , . . . , tp

Ni_1) such that 

nor[t*] > - m i n { n o r [ ^ J , . . . , n o r ^ . - J } and 
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4.3. OLD REALS ARE UNBOUNDED 73 

for each v G pos(u>p, £Q, . . . ,tp
N _x) and t G £(£*) with nor[£] > 0 there 

is (t'0, t[,...) G PC(tf, £) suchthat < ^ 0 , ^ 0 + i , . . . > < (t'0, t[,...) and 
(a) i f ^ € E ( ^ o + f c , . . . , ^ o + f c + ^ ) ( t , f c ^ < o ; ) 

then norft] > | min{nor[^ o + f c ] , . . . , n o r [ ^ o + / c + J } , and 
(/?) (3w G pos(M))(*(t>, <to^i»*2, • • •)) < ">)• 

3. We say that (K, E) is condensed if for every (w,£o>-«- ^ n - i ) £ FC(K, E) 
with nor[tj] > 0 for i < n, and t G £(£o,. . . , £n-i)> nor[£] > 0, there exist 
A: < n, a creature 5 G £(£&) and v G pos(w,£o> • • • >£fc-i) such that 

nor[s] > 0 and (Vu G pos(f, s))(3u* G pos(w,£))(u < u*). 

REMARK 4.3.2. Note that the condition (®)^ B is easy to satisfy: e.g. if (K, E) 
is omittory and has the property that for every t G K: 

if mo < ml
dri < ra^p < mi then E(t f [mo, mi)) = {s f [mo, mi) : s G £(£)} 

then it satisfies this requirement (the (®)^B for ( to, . . . , t n _ i ) , k < n is witnessed 
b y ^ H ^ d n ^ u p " 1 ) ) -

THEOREM 4.3.3. Suppose that {K,Y,) is afinitary, growing and condensed cre
ating pair of the AB -type. Then the forcing notion Q*00(i^, E) is almost UJ^-
bounding. 

PROOF. Let us start with the following claim which will be used later too. 

CLAIM 4.3.3.1. Let (K,Y,) be as in the assumptions of 4-3.3. Suppose that f is 
a Q*00(i;f, E)-narae for a function in UJ^3, q G Ql^K, E) and n G LJ. Then there 
are a condition p = (wp, £Q, t^,...) G Q^^K, E) and a strictly increasing function 
g G cu10 such that q <^°° p and for every £ G ou 

(fflj) for each v epos(wp,t^... , ^ _ l 5 . . . , t ^ _ 1 ) anaU G E(^ + ^) wt/i nor[t] > 
0 £/iere is w G pos(v,t) 5^c/i £/m£ £/ie condition ( t^ ,^+^+ 1 , t ^ + ^ + 2 , . . . ) de-
czdes £/ie t'a/ite off(g(£)) and the decision is smaller than g{£ + 1). 

Proof of the claim: We define inductively conditions pt G Q*^ (K, E) and the values 
g{£) for i 6 w such that </(0) = 0, <? = p0 <s

n°° Pi < ^ i • • • < ^ Pn+e <s
n°?e+1 • • • 

and pt+i, g{£), g{£ + 1) have the property stated in (EE3|). It should be clear that 
then the limit condition p — limp^ (see 1.2.13(3)) is as required in the claim. 

Suppose we have defined pi,g(£). Using 2.1.3 and 2.1.4 we find a condition 
Pi £ Q s o o ( ^ s ) suchthat 

Vi <n+^ V\i nor[t7k ] > 2 ' m ^ + 2 for all /c > n + £ and 
p\ approximates f(g(£)) at each t^f for k > n + £. 

Let Z£ = z(p},n-\- £,f(g(£))) be the canonical decision function as defined before 
4.3.1 (remember the choice of p | ) . Thus 

^ : p o s K , ^ , . . . , i ^ _ 1 ) x P C ( i r , E ) — > \J p o s K , ^ , . . . , C * - i ) 
m>n+£ 

is a decision function such that 

if we P o s ( ^ , tf,... , C+^-i), (w, t'0, t[,...) e Q*BOO{K, S), 

£/ien ze(w, (t^t^...)) G pos(u>,£0 ,^,... >t,
m_1) (for some m G a;) 
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is such that the condition (ze(w, (t'0, t[,... )), ^M> ^M+I> • • •) &ves 

t' _ tp*£_ 

a value to f(g(£)), where M is such that m^ 1 = mUp 1. 
Now apply (®)^B to p | , n + £ and z£ to find AT > n + £ and t* G E(^+*, • • • , ^*- i ) 
such that 

nor[**] > i m i n { n o r [ ^ L • • • ,™>r[4-i\} > rn£+t + 1 

and for each v G pos(wq, t^e,... ,tP
l
e^_e_1) and £ G £(£*) with nor[£] > 0 there is 

w G pos(i>,£) for which {w,tp^ ,^v + 1 , • •.) decides f(g(£)). For this note that if 
(£0, £'1;...) G PC(AT, E) is given by (®)^B for Z£, t, v then, as for some ki < £i < LO 

n o r $ ] > \ m i n { n o r [ ^ + / J , . . . , n o r [ t ^ + w J } > m^n, 

the condition (v, t'0, t[,...) G Q*00(K, E) is stronger than ( ^ , t ^ , ^ + £ + 1 , . . . ) . 
Thus our requirements on z^ apply. Finally we define 

r ) * _ (inq jP*l fPe -f-* fPi fP*£ \ ~ n r | 

+ max{*<a; : (3t ;epos( t i^ t | ;V 
Clearly they are as required. This finishes the inductive construction and the proof 
of the claim. 

Now we are going to show that Q*00(K, E) is almost UJ^-bounding. For this 
suppose that f is a name for a strictly increasing function in uJ^ and q G Q*00(K, E). 
Applying claim 4.3.3.1 to f, q and n = 0 we get a condition p > q and an increasing 
function g G uJ^ as there (so they satisfy (EB|) for £ G oo). Note that, as f is (forced 
to be) increasing, for every £ G to we have 

if v G pos(wp, £Q, . . . , ̂ _ x ) and £ G E(^ ) is such that nor[t] > 0 
then ( w , ^ + 1 , ^ + 2 , . . . ) \\-uf(£) < g(£+ 1)", for some w G pos(v, £). 

We will be done when we show the following claim. 

CLAIM 4.3.3.2. For each A G [UJ}^ there is pf >p such that 

Pf ll-Q^ic.E) (3°°^ G A)(f(k) < g(k + 1)). 

Proof of the claim: Let A G [wf0. Choose 0 = no < rt\ < . . . < UJ and creatures 
U G E(££.,. . . , tp

n. i_ 1 ) and ̂  G A such that 

1. rii < ki < rii+i, nor[^] > min{nor[t^] : rii < k < n*+ i}, 
2. if w Gpos(wp , tg, . . . ^ - l ) ^ ' £ S(ti), nor[*'] > 0 then there is t" G E(t£.) 

such that nor[£;/] > 0 and 

(3u' Gposfa/,*£.,... , ^_ 1 ) ) (V^ , / Gpos(^ /^ / /))(3^Gpos(^,^))(^ / / < v) 

(possible by (®)°AB). Now let p' = {vP, t0,tu...). Plainly, p' G Q ^ K , E), p < p'. 
We want to show that 

P' H-Q:OO(K,S) (3°°^ e 4)(f(fc) < (/(& + 1)). 

So assume not. Thus we find a condition p + > p' and fc* G uo such that 

P + H-Q:OO(A:,S) (Vfc e A) (F < * =• r(fc) > 5(fc + 1)). 
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4.3. OLD REALS ARE UNBOUNDED 75 

Let i G uo be such that wp G pos(wp, to, t i , . . . , ^ _ i ) . As we may pass to an 
extension of p + we may assume that k* < ki and £g(wp ) > 1. Let j > i be such 
that £Q G E( t i , . . . , t j_i) . Since (if, E) is condensed we find £ G [i, j ) , s G E(t^) 
and v G pos(^p , ^ , . . . , ̂ _ i ) such that 

nor[s] > 0 and (Vn G pos(*;, s))(3w* G pos{wp+ ,t^ ))(U < n*). 

Now look at our choice of tf. since v G pos(i(;p, £Q , . . . , £̂  i) and 5 G E(£^), 
nor[s] > 0, therefore we find t" G E(£^ ) and u' G pos(t;,^ , . . . , £̂  _1) such that 
nor[t"] > 0 and 

(Vn" G pos(i/,*"))(3u+ G pos(v,s))(u" < u + ) . 
But now look at the choice of p: since u' G POS(W P ,£Q, . . . ,tp

k _ 1 ) , £" G E(£^ ) and 
nor[£"] > 0, we find w G pos(u\t") such that the condition (w^t^. + 1 , ^ +2>---) 
forces that f(A^) < g{k^ + 1). But now, going back, we know that there is u+ G 
pos(v, s) such that w < u+. Further we find w* G pos{wp , £Q ) such that u+ < u*. 
So look at the condition (u* ,t\ ,t\ , . . . ) . It is stronger than p + and it forces that 
f(ki) < g(ke + 1), contradicting the choice of p + and k* < ki < ki. This finishes 
the proof of the claim and the theorem. • 

LEMMA 4.3.4. Suppose that (if, E) is a strongly finitary and omittory creating 
pair with the weak Halving Property which is saturated with respect to nice pre-
norms with values in UJ (see 4-2.4(2)). Further suppose that for each t G K 

(0i) (Vs G E(£))(val[s] C val[*]) and 
(<g>2) if mo < m^n < m*up <mu s£ E(half(t)) 

then s f* [mo, mi) G E(half(£ ? [mo, mi))). 
Assume that p G QQ(K, E), iV0 G u;7 nor[£?] > 2 for i > N0, m > 1 and 

z : p o s ( ^ V ^ . . . , ^ o _ J x P C ( i f , E ) —> (J p o s K , t g , . . . , C i ) 
n>N 

is a decision function for p, No, (if, E). 
Then there are a nice pre-norm H : [cj]<a; —> uo (so (if, E) is saturated with 
respect to H) and d G DH (see 4-2-4) such that Ud = [No,N{)9 H([NQ,NI)) > m 
and 

if t G E(E s
dX (half ( ^ 0 ) , . . - , half ( ^ 1 _ 1 ) ) ) , i; G p o s ( ^ , t g , . . . , ^ o _ 1 ) ; and 

nor[t] > 0 
then there is (£0, £'i,...) G PC (if, E) such that for each i G uo, for some k < £ < UJ 

*i € S(*N0+fc> • • • 'tfto+i) & n o r ^ l ^ 2 m i n ^ n o r ^ o + f c ] ' • •' > n o r [ ^ 0 + J } 

and (3w G pos(v, t)){z(v, (£0^i>.. .)) < u>). 

PROOF. This is essentially [Sh 207, 2.14]. 
First note that if i0 < ... < ik, j < j 0 < -.. < je < a;, { i 0 , . . . , ik} Q {jo, •. • ,je} 
(and k < £ < u), w G pos(wp, tg , . . . , ^ _ J and sjn G E(^ n ) (for n < £) then 

<t^,v) G val[Esum(5,0 r* [m^n ,mup0) ,sn , . . . , 5 i J ] 

implies 

( w . ^ ^ O ^ , ^ ) ) € val[S s u m(S j 0 r [ m £ , m ^ ) ) S j l ) . . . ,sje)]. 
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tp s-
Why? Suppose that (w,v) G val[E sum(s i o f* femup0),^,... ,s ifc)]. If Jo = «o 
this immediately implies (w,vfraUp°) G val[s j0 f* [rad

J
n,mUp0)]. Otherwise necessar-

tp 

ily jo < ô and i;f[md
J
n,mUp°) is constantly zero. Now, w G POS(K;P,£Q, . . . , ^ _ i ) , 

so using the assumptions that (if, E) is omittory and (®i) we get (w,vfraup°) G 
val[5j0 f* [m^mup)]. Proceeding in this fashion further we get the desired con
clusion. 

Note that above we use "val[E s u m(. . .)]" and not "pos(w, E s u m ( . . . ) ) " as we do 
not claim that E s u m ( . . . ) is in if. 

Let us define the function H : [a;]< u —> co by: 
H(u) > 0: always, 
H(u) > 1: if |ix\ATo| > 1, U\NQ = {io, • • • jh-i} (the increasing enumeration), 

and 
ifse G E(half(^)) , nor[se] > 0 (for I < k) and v G pos (wVo, . . . , ^ 0 _ ! ) 
then there exists (t0, £.i,...) G PC(if, E) such that for each i G a;, for some 
A; < ^ < a ; 

** G s(*jv0+fc' *'' ' *JVo+<) & n o r ^ ] ^ 2 m i ntn o r[*No+fe]' ' *' ' n o r [ ^ 0 + J } 

and for some w 

<v,i/;> G val[E sum(s0 ? [ m £ ° , m S ) , * i , . . . , sfc_i)] & z(i/, < 4 * i , 4 . . . » < ^ 

i7(w) > n -f 1: if for every uf C u either H(u') > n or H(u\uf) > n (for n > 0). 

Note that this defines correctly a nice pre-norm on [u;]^^; for monotonicity use 
the remark we started with. Thus (if, E) is saturated with respect to H. 

Now it is enough to find Ni > No such that H([No,Ni)) > m and then 
take d G DH with Ud = [iVo,iVi). Why? Suppose that we have such an iVi 
(and the respective d) and let t G E ( E ^ ( h a l f ( ^ o ) , . . . ^ a l f ^ ^ ) ) ) , nor[t] > 
0. By 4.2.4(2) (the second demand) we have that there are d* G DH and si G 
E(half(£?)) (for i G [iVo,iVi)) such that Ud* C ixd and nor[si] > 0 for i G i^*, and 
val[E^™^ (si: N0 <i < Nx)} C val[*]. But now look at the definition of H (and 
remember the definitions of E s u m , E^™d%; note H(ud*) > 0). 

As H is monotonic, it is enough to find a set u G [LJ \ No]<UJ with H{u) > m. 
We will do this by induction on m for all p, TVQ, z. 

CASE 1: m = 1 
For t G E(half(^o + . ) ) with nor[t] > 0, i G uo fix s(t) G S ( ^ o + i ) such that 

nor[s(£)] > -nor[t] and (Vw G basis(t))(pos(io, s(t)) C pos(w,£)) 

(possible by 2.2.7(2)(b-)). We may additionally require that if t ~ s t' then s(t) = 
s(*'). Let 

* ^ f { < 4 * ; , . . . } G P C ( i f , E ) : ( ^ & nor ft] > 0)}. 

As (if, E) is strongly finitary each E(half(£^o+i)) is finite (up to ~£-equivalence, 
but we may consider representatives only) and thus the space X equipped with the 
product topology (of discrete E(ha l f (^ + i)) 's) is compact. 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



4.3. OLD REALS ARE UNBOUNDED 77 

For w G pos(wp,t%,... , ^ 0 _ x ) and (tf
0,t[,...) G X let M(w, (t'0, t[,...)) be the 

unique M < UJ such tha t 

z(w, (s(t'0), s(t[),...)) G pos(w, S(£Q), • • • , s(*A/-i))-

Note tha t the function M : pos(wp , £Q, . . . , t ^ _ x ) x Af —> CJ is continuous. Why? 
Look at the definition of decision functions: if (£Q , £ ' / , . . . ) G Af is such tha t t'( ^ ^ /;• 
for all i < M(w, (£Q, £ i , . . . ) ) then 

ziw^siQ^it^^.^^ziwAsiOiSit'l),...)). 

Hence, by compactness of X, the function M is bounded. Let N[ > 1 be such tha t 
rng(M) C N[ and let N± = iVo+iV{. We want to show H([N0, Nx)) > 1. So suppose 
tha t s£ G E(ha l f ( t ^ o + £ ) ) , nor[si] > 0 (for £ < N[) and v G pos(wp , t g , . . . ^ . J . 
Look at (so, • • • ,S j V

/ - i ,hal f ( t^ r ) ,ha l f ( t^ + 1 ) , . . . ) G A\ and let 

s = ( s ( 5 o ) , • • • , s ( ^ _ i ) , s ( h a l f ( ^ ) ) , s ( h a l f ( ^ i + 1 ) ) , . . . ) G PC(tf , E) . 

Efy the choice of N[ we know tha t for some k < N[: 

z(v, s) G pos(i;, 5 (50) , . . . , s(sk)) C pos(i;, s 0 , . . . , Sfc) 

(by the choice of s(£)'s). Take w* G p o s ( v , s o , . . . , s^v'-i) s u c n tha t z(v ,s) < w*. 
Applying (®i) we get (v^w*) G v a l [ E s u m ( s 0 , . . . , s jv ' - i ) ] - To finish this case note 
tha t nor[s(s^)] > ± n o r [ ^ o + J for £ < N[ and nor[s(half(*£))] > | n o r [ t £ ] for 
Jfc>iVi. 
C A S E 2: m! = m + 1 > 2 
Now suppose tha t we always can find a finite subset of UJ of the pre-norm H at 
least m. Thus we find an increasing sequence iVo = £0 < h < • • • < w such tha t 
# ( [ ^ , ^ + 1 ) ) > m for each i. Consider the space of all increasing functions ip G u/^ 
such tha t ip\No is the identity and (\/i G oo)(ip(No + i) G [ ^ , ^ + i ) ) - it is a compact 
space. For each ijj from the space we may consider a condition 

(mp tp tp tp \> [rr?^0 mtP^{No)) tp ? [r77^'(Aro) r r?^ ( i V o + 1 M ^ 

(and call it p^) and the respective pre-norm H^ defined like H but for p^, NQ, z 
(note tha t p < p^ G QjJ^if, E) , so z may be interpreted as a decision function for 

C L A I M 4.3.4.1. For each finite set u C uo: 

H^(u) <H({^(k) :keu}). 

Proof of the claim: Suppose H^(u) > 1. We may assume tha t u C UJ \ No- Let 
sk G E(ha l f (^ ( f e ) ) ) , nor[s fc] > 0 for k G u and v G pos(wp,t^ . . . .t^^). By the 
assumption (02) we know tha t 

4 d^f sk f [ r*4 ,m% ) G E(ha l f (^ ( f e ) r* [m^n , r ? 4 ))) = S ( h a l f ( i ^ ) ) . 

So, as #</,(«) > 1, we find (t'0, t[,...) G P C ( K , E) such tha t 

1. t'i G E ( i ^ , . . . , t ^ ) ( f o r s o m e ^ 0 < fci < n , < w), 
2. n o r $ ] > i m i n { n o r [ ^ * ] , . . . , n o r [ ^ ] } , and 
3. for some w 

(v, w) G v a l [ S s u m ( 4 :keu)f [m£0, m^'M)] & z(v, (t'0, t[,...))<w. 
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But then also (v,w) G val[Esum(s fc : k G u) t [m^ ,m^m^{u)))]. As 

min{nor[^f] , . . . ,nor[^?]} > min{nor[^ ( f c ._ 1 ) + 1] , . . . , n o r [ ^ ( n J } 

and t\ G E ( ^ ( f c . _ 1 ) + 1 , . . . , ^ ( n . ) ) , we may conclude that 1 < H({tp(k) : k G u}). 
Next we easily proceed by induction, finishing the proof of the claim. 

By the induction hypothesis for each suitable function if; we find N^ > No such 
that H^ ([iVo, N^)) > m. By the compactness of the space of all these functions 
we find one n such that H^,([No,No + n)) > m (for each ip). Look at the interval 
[No,£n) - we claim that its iJ-norm is greater or equal than m + 1. Why? By 
the choice of £^s we have that H([No,£n)) > m. Suppose that u C [No,£n). If 
u D [£k,£k-\-i) 7̂  0 for each k < n then we may take a function tj; from our space 
such that i/>[[N0, N0 + n)] C u. But i ^ ( [N 0 , iV0 + n)) > m and by 4.3.4.1 

m < H{{^{k) : N0 < k < N0 + n}) < H{u). 

If u D [̂ fc,̂ fc+i) = 0 for some k < n then necessarily 

m < H([£k,£M)) < H([N0Jn)\u). 

This finishes the induction and the proof of the lemma. • 

THEOREM 4.3.5. Assume that (K, E) is a strongly finitary and omittory creat
ing pair with the weak Halving Property. Further suppose that (K, E) is saturated 
with respect to nice pre-norms with values in UJ and for each t G K: 

(<8>i) (VsGE(t))(val[s]Cval[*]), 
(®2) */mo < m ^ < m*up < mi , 5 G E(half(t)) 

t/ien 5 [* [mo, mi) G E(half(t f* [mo, mi))), 
(03) E(£ [* [m0, mi)) = {s f [m0,mi) : s G E(*)}. 

T/ien £/ie creating pair (K, E) zs o/ £/ie AB-type. Consequently if (if, E) is addi
tionally condensed then the forcing notion Q*00(X, E) zs almost UJ^ -bounding. 

P R O O F . By 4.3.2, 4.3.4 and 4.3.3. • 

REMARK 4.3.6. The assumptions of 4.3.5 may look very complicated, but in 
the real examples they are relatively easy to check and appear naturally. Sometimes 
it is easy to check directly that a creating pair is of the AB-type, but then it may 
happen that it is not condensed (this happens e.g. for (if2.4.5? £2.4.5); s e e 4.4.1). To 
get that Q*oc(K, E) is almost u^-bounding we do not have to require that (if, E) 
is condensed, but then we should strengthen the demands of 4.3.1(2) a little bit. 

DEFINITION 4.3.7. We say that a creating pair (if, E) is of the AB+-type if it 
satisfies the demand (®)^B of 4.3.1 and the following strengthening of ( § ) ^ B : 

( ® + ) A B ifP € Qs*oo(^ S), N0 G a;, and 

z : p o s K , t g , . . . , ^ o _ 1 ) x P C ( X , E ) — • ( J p o s K , ^ , . . . , ^ ) 
k>N0 

is a decision function for p, iVo, (if, E) then there are 7V"i > N0 and t* G 
E( t^ o , . . . , ^ x _ i ) such that 

nor[t*] > - m i n { n o r [ ^ J , . . . ^ o r ^ . J } 
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4.3. OLD REALS ARE UNBOUNDED 79 

and for each v G pos(u>p, £Q, . . . ,tv
N _1? £*) such that 

(3fc€[m*d;,m*u;))(t;(fc)^0) 

there is <^,*i,...> G PC s o o(if ,E) such that < ^ 0 , ^ 0 + 1 , . . . > < <*(,,*i,...> 
and z ( t ; fm^ n , ( ^ , t i , ^ , . . . ) ) < v. 

THEOREM 4.3.8. Suppose that (if, E) is a finitary and omittory creating pair 
of the A B + -type such that for each t G K 

(0o) i/nor[t] > 1 and u G basis(t) then |pos(tz,£)| > 2 and 
(03) E(t r* [m0, mi)) = {s t [m0,mi) : s G £(*)}. 

T/ien £fte forcing notion Q*00(X, E) zs almost uo10 -bounding. 

PROOF. It is fully parallel to 4.3.3. First one proves that 

CLAIM 4.3.8.1. Iff is a Q*00(X, E) -name for an element ofw^, q G Q ^ i ^ E ) 
and n £ u), then there are a condition p G Qg^if , E) and an increasing g G u)10 

such that q <^°° p and for every £ G to 
tp tp 

(EB|) if w e pos(wp,£g,... , ^ _ 1 ? . . . ,^_^) is srzcft £Aa£ w\[md™+£,mUp+£) / 0 
t/ien £/&e condition (w,£^+^+1, t ^ + ^ + 2 , . . . ) decides the value of f(g(£)) and 
the decision is smaller than g{£ + 1). 

Proof of the claim: Repeat the proof of 4.3.3.1. 

Next, assuming that f is a name for a strictly increasing function in UJ^', n = 0, 
and q G Q*00(iir, E), we take the condition p >o q and the function g G u;^ given 
by 4.3.8.1. They have the property that for each £ G u 

tp tp 

live POS(K;P, £Q> • • • > ^?) is s u c n that (3& G [m^, mUp))(v(fc) 7̂  0) 
then (v, t^+1, t^+ 2 , . . . 

To show that for every A e [w]w there is p ' > p such that 

p' H - Q ^ J C E ) (3°°^ e ^)(f(fc) < 5(fe + l)) 

we slightly modify the proof of 4.3.3.2. So suppose A G [u;]^. Choose 0 = no < n\ < 
. . . < UJ and ki G A such that n^ < ki < n^+i and let q = ^ . f* [md^ , mdn*+1). Look 
at the condition p1 = (wp, t% , £f , . . . ) . Assume that p+ > p'', k* G LU, £g(wp ) > 1 
and ki > k*, where i is such that wp G pos(wp,tQ , . . . ,tP_x). Take j > i such 

that £Q £ ^(^f 5 • • • 5^?-i)- Choose i; G pos(it;p , £Q ) such that v(^) 7̂  0 for some 
tp+ tp+ tpl tpl 

£ G [md°n ,mu°p ) (exists by (0o))- Let i* G [i,j) be such that £ G [md^,mup). By 
tp> tp' ' 

smoothness we know that v\m^p G pos(ufmd^ , tf*), and therefore, by (03) and the 
choice of £?* we get 

tp tv tp 

v Ndn* G pos(wp, £g,... , tp
k^ ) and m ^ * < ^ < m ^ * . 

Hence {v\mn£* ,^ .*+ 1 ,^ .*+ 2> • • •) '̂~ ̂ "(^*) < #(^* + 1)? s o w e a r e done. D 

Let us finish this section by proving a parallel of 4.3.5 for the tree-like forcing 
notions. 
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80 4. O M I T T O R Y W I T H HALVING 

T H E O R E M 4.3.9. Suppose that (J H(z) is countable and (K, E) is a t-omittory 

tree creating pair for H . T/ien t/ie forcing notion Q}fee(K, E) is almost J^ -bounding. 

P R O O F . Let p G Q| i r e e(K,E) and let / be a Q^ r ee(i^, E ) -name for a function 
in uo^'. For simplicity we may assume tha t for every t G Tp we have |pos(t) | = CJ 
or at least tha t above each v G T p we find may an infinite front of Tp (compare 
3.1.1(2)). 

Like in 2.3.6(2) we may construct a condition q G Qo r e e(i^, E) stronger than p 
and fronts Fn of Tq such tha t for all n G UJ: 

1. Fn = {vs : s G ^ n + -1-} (just a fixed enumeration), and for each s G u;n~^ . 
2. if m G u; then z/s < i/s~<m>, 
3. {z/ s^m> : m G CJ} is a front of T*1"*1 and nor[^ s ] > rc + 1, 
4. the condition g ^ l decides the value of f\(n + 1 + ^ s(&))-

fc<n 

For 77i G a; let g(m) be 

l + m a x { ^ < u ; : ( 3 s G u - m + 1 ) ( ^ s(k) < 4m & ^ lh " / ( m ) = I " ) } . 

Let A G [o;]^. For s G C J < U ; choose ra(s) G A such tha t £#(s) + ]T s(fc) < m(s) 
fc<^(a) 

and let c(s) = s~(m(s)}. Note tha t q^*^ lh f(m(s)) < g(m(s)). Now build 
inductively a condition p ' G Qo r e e(X, E) such tha t q <Q p', F0 C Tp and for each 
n G CJ: 

if 5 G u 2 n + 1 , ^ G F 2 n n T p / then 

t t G E(t£ : (Br/ G F 2 n + 1 ) K < p < 77)), pos ( t£ ) C pos(t*c(fl)) and 

nor[^l ] > 2n + l 
(possible as (If, E) is t-omittory and by the third requirement on F n ' s ) . We claim 
tha t 

V I ^ Q - - ( X , S ) (3°°m G A ) ( / ( m ) < s ( m ) ) . 

To see this suppose tha t p" > p', N G UJ. Choose 5 G UJ ~^~ such tha t vs G 
F2Nndcl(Tp"). Then necessarily p o s ( ^ l ) n d c l ( T p , / ) ^ 0 so we may choose rj G T^" 
such tha t some initial segment of 77 is in pos(t^ s) C pos( t 9

c ( s ) ) (see the construction 
o f ; / ) . But now we conclude 

( p " ) W l l-Qt ,e. ( K . s ) f(m(s)) < g(m(s)) 

what finishes the proof as N < m(s) £ A. D 

4.4 . E x a m p l e s 

Let us start with noting tha t the Blass-Shelah forcing notion Qsoo (^2.4.55 ^2.4.5) 
is a good application of the notions introduced in this section. 

P R O P O S I T I O N 4.4.1. The creating pair (^2.4.5^2.4.5) (see ^e end of the con
struction for 2.4-5) is meagering, of the A B + -type and satisfies the demands (0o) , 
(03) of 4-3.8. Consequently, the forcing notion Qsoc(^2.4.5> ^2.4.5)-' 

(a) makes ground model reals meager, 
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(/?) adds an unbounded real 
(7) is almost uJ^ -bounding, 
(6) does not add Cohen reals. 

PROOF. TO show that (i^jU.s? ^2.4.5) *s nieagering assume that ( to, . . . , £n-i) £ 
PFC(î 2*.4.55 ^2.4.5), t G ^2.4.5(^0J • • • j^n-i) a n d (&; '• i < n) are such that nor[t^] > 
2, ra*fn < ki < m^p (for z < n) and nor[£] > 2. Fix w G \[ H(z). By the 

definition of if2.4.5 ( s e e clause (7) there) we know that 2 < nor[£] < dpJ(A^). 
Moreover, by the definition of £2.4.5 w e know that no element of A^u is included in 
{ki : i < n\ (by clause (a) of 2.4.5; remember a f] {rnH.m1*) G Atl , t. U {0} 
L J v J v ' ' L d n ' u p / i i U ( a n m ^ n ) l J 

for all a G AJJ. Consequently, if .A* = {a G A^ : a n {/̂  : i < n} = 0}, then 
dp1 (A*) > d p 1 ^ ) - 1 and dpl(As

u) > nor[t] - 1. This determines a condition 
s G ££.4.5(0 which is a s required in 4.1.2(1). 

It should be clear that (^2.4.5^2.4.5) satisfies the conditions (0o), (©3) of 
4.3.8 (actually, (03) is satisfied if interpreted "modulo ~ s * 4 5", but this makes no 
problems). The proof that (-^2.4.5^2.4.5) is °f the AB + - type follows exactly the 
lines of [BsSh 242, 2.6] (see [BaJu95, 7.4.20] too) and is left to the reader. 

Consequently, the assertion (a) follows from 4.1.3(1), clause (/?) is a conse
quence of 4.1.1 and (7) follows from 4.3.8. To show (8) one uses 2.2.6, or see 
6.3.8. 

Note, that if W is interpreted as a name for an infinite subset of u, then 
l|-Q.-oo(̂ -.4.B.s;.4.5) ( v* e [cof n v)(|W n x\ < LO or \W \ x\ < LO). 

Thus forcing with Qgoo (^2.4.5 > ^2.4.5) m akes ground model reals null too. • 

Now we will present an application of forcing notions determined by omittory 
creating pairs with the weak Halving Properties to questions coming from localizing 
subsets of u. These problems were studied in [RoSh 501] and our example is 
built in a manner similar to that of the forcing notion constructed in [RoSh 501, 
2.4]. Moreover, all these examples are relatives of the forcing notion presented in 
[Sh 207]. The creating pair constructed there can be build like {K^A2, £4'4 2) for 
i) = 1. 

EXAMPLE 4.4.2. Let \[) G J^ be a non-decreasing function, ip(0) > 0. We 
construct a creating pair (Kf 4 2, £4.4.2) which: 

(a) is strongly Unitary, forgetful and omittory, 
(/?) has the weak Halving Property, 
(7) is saturated with respect to nice pre-norms with values in a;, 
(6) is condensed and satisfies the demands ((8)1), (£^2) and (03) of 4.3.5 

[thus, by 4.3.5, (^4.2^4.4.2) i s o f t h e AB-type], 
(e) is anti-big and meagering. 

CONSTRUCTION. Let H(ra) = 2 for m G u. First we describe which creatures 
t G CR[H] are taken to be in i ^ 4 > 2 . So, t = (nor[t], val[t],dis[t]) G K$A2 if: 

• dis[t] = (T[t],L[t],R[t],D[t],NOR[t],ra^,™^), where, letting T = T[t], 
L = L[t], R = R[t], D = D[t] and NOR = NOR[t]: 

(a) T is a finite tree, D C {v G T : SUCCT(^) 7̂  0} and 
(i) (Vi/ ET\ £>)(succT(i/) = 0 or |succT(i/)| = t/>(L(i/))), 

(ii) if v G T\D and 77 G SUCCT(^) then either 77 G D or SUCCT {rj) = 0, 
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82 4. OMITTORY WITH HALVING 

(b) L,R : T —> [mdn> mup) a r e s u c n that for each is e T 
(i) L(I / ) < /*( ! / ) , 

(ii) if 77 G succT(z/) then L(v) < L(rj) < R{r}) < R(i/), 
(hi) if SUCCT(^) = 0 then L(v) = ii(^), 
(iv) if 770,771 € S U C C T ( ^ ) , % 7^ 771 t h e n 

[L(^),JR(f7d)]n[L(f7l),iJ(T71)] = 0, 

(c) NOR is a function on L> such that for each v G -D, NOR(z^) is a nice 
pre-norm on SUCCT(^) with values in CJ, 

• if () ^ D and (3i/ G succT(()))(succT(z/) - 0), or D = 0 then nor[t] = 0, 
otherwise nor[t] = min{NOR(i/)(succ;r(^)) : v G D}, 

• val[*] = {(u,v) G 2mdn x 2muP : u <3 i; & {i G [m^n,m^p) : v(i) = 1} C 
{L(i/) : 1/ G T & SUCCT(^) = 0}}-

For £ G i ^ 4 . o we define 

nor°ftl = I m i n { N 0 R W(^)( s u c c T[t ] (^) ) : v € !>[*]} if £>[<] ̂  0, 
L J ^ 0 otherwise. 

Note that nor[£] < nor°[£] and in most cases they agree. One could use nor°[£] as 
the norm of t and get the same forcing notion. We take nor[t] for technical reasons 
only. Now we are going to describe a composition operation E^4 2 on KfA/2 by 
giving basic operations which may be applied to creatures from KfA2. 
(1) For a creature t G i^.4.2 let half(t) G Kf42 be such that 

• if nor[t] < 2 then half (t) = t, 
• if nor[t] > 2 then val[half(*)] = val[t], T[half(£)] = T[t], Lfhalf(t)] = L[t], 

#[half(*)] = R[t], D\hsif(t)] = D[t] and 
if v G Z)[half(£)], A C succ^[haif(t)] (^) then 

NOR[half(*)](i/)(A) = max{0,NOR[t](i/)(A) - L ^ ~ J } . 

[Thus md^ ' ' = md n , mUp ^ ^ = m^p and nor [half (t)] = nor[£] — [no^W j when 
nor[t] > 2.] 
(2) For t G KfAm2> m o < m^n, mi > m^p let s = Srno^mi(t) G i ^ 4 . 2 be a creature 
such that dis[s] = (r[t],L[t],i?[t],D[t],NOR[t],m0,mi), nor[s] = nor[t] and 

val[s] = {(u,i;> G 2mo x 2 m i : u < v & ̂ [ rao ,™^) = 0 & T j ^ m ^ m i ) - 0 & 
& (vNdn> v Nu P ) G val[t]}. 

Thus, essentially, £mo,mi(£) = £ ^ [mo, mi), the small difference in the definition of 
dis is immaterial. 
(3) For t G ̂ 4.4.2 let E4 4 2(t) consist of all s G K4A2 such that 

(i) m*n = m ^ , m*p = m*up, T[s] C T[t], D[s] = D[t] n T[s], 
(ii) (Vz/ G r[s])(succT[s](i/) = 0 <̂> succT[t](i/) = 0) (thus if 1/ G T[s] \ D[s] 

then SUCCT-[S](^) = succ^[i](^)), 
(hi) L[s] = L[t]\T[s] and R[s] = R[t]\T[s], 
(iv) if 1/ G £>[s], A C succT[s](iy) then NOR[s](i/)(A) = NOR[t](i/)(A). 

(4) Suppose that to,... , ^ - 1 € i^^4.2 are such that fc = ?p(L[to]((})), m^p < m ^ 1 

(for i < k — 1) and 

(Vz<fc)«)€l>[*i] or succ r [ t i ]«)) = 0). 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



4.4. EXAMPLES 83 

Let s = 5*(to, • • • , tk-i) G i^4 4 2 be a creature such that 
(i) m^n = m^°n, m*p = raUp x and T[s] is a tree such that |succT[s](())| = k 

and for every v G succj-[s](()) there is a unique i — i[y) < k such that 

{77 G T[s] :v<r,} = {v">l* • V* e T[U]} & L[a]{y) = L[ti](Q) & R\s](v) = R[U}(()), 
(ii) D[s] = {v^rf : v G succ T W «» & 77* e D[t i ( l / )]}, 

(iii) L[s](()) = L[to](0). #[*]«» = *[*fc-i]«» and for all v e succ r [ s ] «» 
(V77* G T[fi(!/)])(L[s](^7?*) = L[iiH](7?*) & #[*]("">*) = «[<iH](»?*)). 

(iv) if v G succT[s](()), 7?* G £>[*,(„)] and A C succT[ti(i/)](?7*) then 
N O R M J / ' Y )({«/>' : V G A}) = NOR[ti(v)]{r,*)(A). 

(5) Suppose that H : V(m) —> a; is a nice pre-norm and to, • • • , £m-i £ ^AA.2 
are such that ra^p < m ^ 1 for i < ra — 1. Let 5 = S^(to,... , £m_i) G K4.4.2 D e a 

creature such that 
(i) m^n = m^°n, m^p = raUp_1 and T[s] is a tree such that |succT[s](())| = m 

and for every v G succj-[s](()) there is a unique j = j(i/) < m such that 

{T? G T[s]: v < 77} = {V~if: 77* G Tfo]} & L[s\{v) = L[tj]({)) & R[a](u) = R[tj}(()), 

(ii) D[s] = {()} U {u-V* : v G succT[s]((}) & 77* € D[tj{v)]}, 
(iii) L[s}(()) = L[t0]«», -R[s]((» = R[tm-i]({)) and for every v G succT [ s ]«» 

(V77* G T[tj(v)])(L[s](v~r,*) = L[fi(,)](77*) & fl[S](^*) = R[tiM]{vl), 

(iv) if A C s u c c r w ( ( » then NOR[s]((»(A) = H{{j(v) : v G A}), 
(v) if v G succT[s](()), 77* G D[tj{lj)] and A C succr[tj(i/)](?7*) then 

N O R [ S ] ( ^ T , * ) ( { ^ ' : 77' G A}) = KOR[tjM]{V*){A). 

Note that, under the respective assumptions, the procedures described in (l)-(5) 
above determine creatures in K^A>2, though (in cases (4) and (5)) not uniquely: 
there is some freedom in defining succT[s](()). However, this freedom becomes 
irrelevant when we identify creatures that look the same. The last operation (£4*4.2 
below) is a way to describe which creatures are identified. 
(6) For t G KfA2, let £4*4.2^) consist of all creatures s G KfA2 such that 
mdn = mdn> mup — m u P

 a n d there is an (order) isomorphism ir : T[s] —> T[t] 
which preserves L, R, D and NOR. 

Finally, if to,... ,£m_i G KfA/2
 a r e s u c n t n a t m% = mdiT (^or ^ < m ~ -0 

then £4.4.2(^05 • • • j^m-i) consists of all creatures s G K^A2 such that m j n = m^°n, 
m^p = mUp_1 and 5 may be obtained from to,... , t m _i by use of the operations 
half, 5 m o , m i , £*, S# , £4.4.2 and £4*4.2 (with suitable parameters). 

Let us check that {K^A2, £4.4.2) has the required properties. It should be 
clear that (KfA2, £4.4.2) *s a finitary, forgetful and omittory creating pair. The 
relation ~ E ^ (see 1.1.4(3)) is an equivalence relation on K%4 2 and £4.4.2 depends 
on ~ s v -equivalence classes only (remember the definition of £4*4.2; note that 
£442(^0) = £44.2(^1) implies that £0^1 are the same up to the isomorphism of 
the trees T[£o], ^[^i])- Thus the value of £442(^0,. . . , t m - i ) does not depend 
on the particular representation of the trees T\bj\ (for i < m). Hence, if t G 
£4 4 2(^o, • • • , tm-i) then we may think that T[t] is a tree built of T[to],. . . , T[tm_i] 
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84 4. O M I T T O R Y W I T H HALVING 

in the following sense. There are Si G £4.4.2 fe) (f° r ^ < m)> a fr°nt F of T[t] and 
a one-to-one mapping <p : F —> m such tha t for v G F 

{7/ G T[t] : 1/ < 77} = { z ^ V : 7/ G T [ ^ H ] } 

and the L[t], R[t], D[t] above v in T[t], v G F , look like L [ s ^ ) ] , i t ^ s ^ ) ] , F ^ s ^ ) ] 
(but the norms given by NOR may be substantially different, still their values 
may be only smaller). Now it should be clear tha t (^4^4.2? £4 4 2) *s strongly 
finitary. The pair {KfA 2 , £^'4 2) has the weak Halving Property as witnessed 
by the function half defined in (1) above. [Why? Note tha t if to G K4421 
nor[ t 0 ] > 2, t G £4.4.2(half(to)), nor[t] > 0 (so nor[t] > 1) then t is obtained 
from to by al ternate applications of half and shrinking (i.e. £ 4 4 2 ) . Look at the 
tree T[t] with L[t], R[t], D[t]: necessarily the last three objects are the restrictions 
of L[to],R[to],D[tQ] to T[i\. Let s G £4.4.2(^0) be such tha t T[s] = T[t] (it should be 
clear clear tha t there is one; actually the s is uniquely determined by the tree T[s]). 
Since in the process of building t the norms were decreased only, and we started with 
half ( t 0 ) , we may conclude tha t n o r [s] > nor[t] + \_\ n o r [to] J > \ n o r [to]. Clearly 
val[s] = val[t].] 

Suppose tha t HQ : V{uS) —> a; is a nice pre-norm, d G DH0 (see 4.2.4). Note 
tha t £ s ^ ( t , : n 0 < i < m) (for (U : n0 < i < m) G P F C ( ^ 4 > 2 , £ t 4 . 2 ) , 
Ud Q l /kh^i)) corresponds to a creature t obtained from t n o , . . . , t n i _ i by suit
able applications of S m o , m i and S^ (the last for the pre-norm H — H0\V(ud), 
the first is to omit creatures U for i G [n0jni) \ Ud). The difference is in d is , but 
this causes no real problem as we may read Ho\V(ud) from the resulting creature 
(and it is essentially the NOR[t](())). We could have changed the definition of 
(X44 2 , £4 4 2) to make this correspondence more literal, but tha t would result in 
unnecessary complications in the definition. Now note tha t 

if t G E £ 4 . 2 ( E ^ ™ ( * 0 , . . . , t m _ i ) ) , nor[t] > 0 and d* G DHo is such tha t 
Ud* ~ succT[ t](()) and si G £4.4.2(A) for i < ra are such tha t 

v G succT [ t ](()) =» { i / - y : rf G T[sj{l/)]} = {r? G T[t] : v < 77}, 

then val[t] = va l [£^™ d # ( s 0 , . . . , s m - i ) ] . Moreover, if nor fc] > 0 
for i < m then nor[s^] > 0 for i G Ud*. 

This shows tha t (^44.2?£4 4 2) *s sa turated with respect to nice pre-norms with 
values in UJ. 

Suppose tha t t G £ 4 4 2 ( t o , . •. , t n _ i ) , nor[t] > 0, nor[t;] > 0 (for i < n). Then 
for some i < n and v G T[t] we find s G £4.4.2(^2) such tha t 

{rj G T[t] :u<r]} = {v^r{ : 77' G T[s]} 

and L[t],R[t] and D[t] above v are like L[s],i?[s],D[s], but remember tha t NOR[t] 
may have nothing in common with NOR[s]: the operation half may be involved. 
However, by the definition of nor[ t ] , we know tha t if r\' G D[s] then 

N O R [ t ] ( i / ^ / ) ( s u c c T [ t ] ( ^ r / / ) ) > 0, 

and this is enough to conclude tha t NOR[s](r/)(succ7-[s](?/)) > 0. Moreover D[s] j^ 
0 as nor[t i] > 0. Consequently nor[s] > 0. Since 

v\[m^n,m8
dn) = 0 & (v,u) G val[s] => (3u*)((v,u*) G val[t] & u < u*) 

we conclude tha t ( ^ 4 4 2-> £44 2) *s condensed. 
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One easily checks that the demands ((8)1), (02) and (03) of 4.3.5 are satisfied 
(remember that t [* [mo, mi) is, basically, SV^^^ t ) ) . 

Finally, let us check that (̂ 4^4.2? £4.4.2) ls meagering and anti-big. For the first 
note that if t G KfA_2-> n o r KI > 2 and v G T[t] is a maximal node of T[t] then 
there is s G £4.4.2(0 s u c n that v £ T[s] and nor[s] > nor[t] — 1. [Why? Take the 
shortest 77 <3 v such that 77 G D[t] - there must be one as nor[£] > 0 - and choose 
s G £4.4,2 s o t n a t T[s] = {pG T[t] : T] <\ p ^ -1(1/* < p)}, where 1/* G succTfl (77) 
is such that v* < ZA Since NOR[t](ry) is a nice pre-norm we have 

NOR[t](r?)(succT[s](77)) > NOR[t](ry)(succT[t](7?)) - 1 

and hence s is as required.] Now suppose that (to,... , £n-i) £ P F C ( i ^ 4 2, £4.4.2)? 
norfo] > 2, &i G [™^n,m^p) a n d * £ £4.4.2(^0, •• • ,*n-i), nor[t] > 2. Then there 
is a front F of T[t] such that for every v G F , for a unique i = i(v) < n and some 
3 G £ 4 . 4 . 2 ( ^ ) : 

{77 G T[t] : 1/ < 77} = {^77* : 77* G T[st)} 

and £>[*], L[t], i?[i] above v look like D[s;], L[si], R[si] (but NOR[£] might be different 
than that of sf. the values may be smaller). Now apply the previous remark to 
choose s* G £4.4.2(^1) s u c n that nor[s*] > nor[s;] - 1 and ki £ {L[s*](r7) : 77 G 
T[s*] & succT[s*](77) = 0}. Finally let s G E4.4.2W be such that F C T[s] and for 
each is £ F 

{V e T[s) :v<r1} = {v~rj* : V* € T ^ ] } . 

It is easy to check that this determines a creature s as required in 4.1.2(1) for 
(ki,U : i < n), t. 

To verify that (̂ 4^4.2? £4.4.2) ^s anti-big define colourings 

ct : ( J pos(?j, £) —> 3 
wGbasis(t) 

for t G ^ 4 . 2 by: 

0 if |{fc G [m^n,m^p) : v(k) = 1}\ is even > 0, 
ct(v) = { 1 if |{fc G K n , m ^ p ) : v(fc) = 1}| is odd , 

2 if v\[mt
dn,mt

up) = 0[l 
"up / 

"up / — ^Lmdn 

Suppose ( t 0 , . . . ,£n- i ) G PFC(i^ 4 > 2 , £4.4.2)? t e E4.4.2^o,--- ,*n-i), norfo] > 1 
and nor[t] > 1. Clearly for some i < n 

\{L[t](V) : Lfe]«» < £[*](»?) < i?[*i]«» and succT[t]fo) = 0}| > 2. 

Let u G basis(to) = Y\ 2- Take TJO? ^1 ^ II 2 such that for £ = 0,1 

7x < v, |{fc G [m^n, mup) : ^(fc) = 1}| = I + 1, and 
{A; G [^idn'mup) : ^ W — 1} *s contained in 
{L[t]{r,) : L[U]{Q) < L[t](r,) < R[U]({)) & r, € T[t] & succT[t]fa) = 0}. 

Now check that the uo,t>i are as required in 4.1.2(2) for (ti :i < n),t. • 

COROLLARY 4.4.3. Qs*oo(^4.2>S4.4.2) 
is a proper almost uo^ -bounding forcing 

notion which makes ground reals meager and adds a Cohen real. 
PROOF. By 4.4.2, 4.3.5 and 4.1.3. • 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



86 4. OMITTORY W I T H HALVING 

DEFINITION 4.4.4. 1. For an infinite set X G [ujf0 let \xx '• v —> X be the 
increasing enumeration of X. 

2. Let ip £ oou be non-decreasing. We define relations S%n, S$p C [oof0 x [oo]^ 
by 
(X, Y) e S$n if and only if 
(3°°n e w)(Vi < ^(/iy(n)))(|[^y(n + t ) , M « + i + 1)) n X | > 2), 
(X, y ) e 5^p if and only if 
(3°°n e w)(Vi < V(My(n + l)))(|[^y(n + i), M ™ + i + 1)) n X| > 2). 

If tf> is a constant function, say tp = k, then S1, may be called Sk-

REMARK 4.4.5. We will consider the notions of S$n- and S'lfp-localizations as 
given by 0.2.2 for these relations as well as the corresponding dominating numbers 
0(5*n) and 3(5* ). Note that for a non-decreasing tp G uJ^, S*fp-localization implies 
^- local iza t ion (and D(S$n) < T)(S$p)). If (V°°n G c;)(^(n) < <p(n)) then Sf-
localization implies Sf-localization and for eventually constant xj;, Sjf -localization 
is the same as ^^-localization. 

PROPOSITION 4.4.6. Suppose ip,ip G uou are non-decreasing functions such that 
(V°°n G uo){l < ip(n) < ip(n)). Then the forcing notion Qsoo ( ^ 4 . 2 > ^4.4.2) does 
not have the S£p -localization property. 

PROOF. This is parallel to [RoSh 501, 2.4.3]. The main step is done by the 
following claim, which is essentially a repetition of [RoSh 501, 2.4.2]. 

CLAIM 4.4.6.1. Suppose thatt G KfA2 is such that nor0 [t] > 11. LetY G [00]^. 
Then there is s G Xl| 4 2 (t) such that nor0 [s] > nor°[t] — 10 and for every n G 00 
there is i < ?/;(/iy(n + 1)) such that 

{L(s)(u) : ue T[s] & succT[s](*/) = 0} n \jiY(n + i), fiY{n + i + 1)) = 0. 

Proof of the claim: The proof is by induction on the height of the tree T[i\. 
One could try just to apply the inductive hypothesis to creatures determined by 
{77 G T[t] : v < 77} for each v G succT[t](()). However, this would not be enough. 
What we need to do is to shrink t to separate the sets 

{L[t]{rj) : v < 77 & 77 G T[t] & s u c c o r ? ) = 0} 

for distinct ẑ  G succT[t](()) by intervals [/zy(ra), /jy(m + l)). This will prevent "bad 
events" occurring above distinct v G succT[t](()) from accumulating. The shrinking 
procedure depends on the character of () in T[£], so the arguments brake into two 
cases. 

CASE 1: () G D[t). 
Let 

A0 = {v G succT[t]((» : (3m G u;)(/iy(2ra) < L[t](i/) < i?[t](i/) < /zy(2m+ 1))}, 
Ai = \v G succTW((>) : (3m G cj)(//y(2m - 1) < L[t](v) < R[t]{u) < / i r(2m))}, 
A2 = {v G succT[t](()) : (L[*](i/),i2[*](i/)] f l F ^ 0}. 

Note that A0U AXU A2 = succT[t](()) and NOR[£](())(succTW(())) > nor°[£]. As 
NOR[t](()) is a nice pre-norm, at least one of the following holds: 

(0) NOR[<]«»(4) )>nor° [<] -2 , 
(1) NOR[ i ] ( ( ) ) (^ 1 )>nor° [ i ] -2 , 
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(2) NOR[£](<))(^ 2)>nor°[ t ]-2. 
Suppose that (0) holds. Let s E £ | 4 2(t) be a creature such that 

T[s) = {rje T[t] : (3u E A0)(rj <v or z/ < 77)}. 

[It should be clear that this uniquely defines the creature s and nor°[s] > nor°[i\-
2.] Note that by the definition of the set A0, if v\,v2 £ A$ are distinct and 
-RM(^i) < ^[^(^2) then there are mi < m2 < UJ such that 

/iy(2mi) < £[s](>i) < #[s](^i) < My(2mi + 1) < /iy(2ra2) < 
L[s](z/2) < #[s](i/2) < /iy(2m2 + 1). 

Hence we may conclude that for every n E UJ there is i < 2 such that 

{L[s](ri) : ry E T[s] & succT[s](^) = 0} n \jj,Y{n + i),/xy(n + i + 1)) = 0, 

and thus s is as required in the assertion of the claim. 
If (1) holds then we may proceed in the same manner (considering the set A{). 
So suppose that (2) holds true. Divide the set A2 into three sets A2,A2,A2 such 
that for each i < 3 and vi^v2 € Al

2 with R[t](ui) < L[£](z/2), there is ra E u; such 
that 

#[£](z/i) < /zy(ra) < / iy( ra+ 1) < L[£](i/2) 

[e.g. each Ar, contains every third element of A2 counting according to the values 
of L[£](^)]. For some i < 3 we have 

N 0 R [ * ] « » ( 4 ) > NORM(())(A2) - 2 > nor°[*] - 4. 

Fix v E A\ for a moment and let Tv = {q E T[£] : 1/ < 77 or rj < v}. ltT„C\D[t\ = {()} 
then necessarily Tv does not contain sequences of length > 2 (remember clause 
(a)(ii) of the definition of KfA2) and 

|{7? E Tv : succT[t]fa) = 0}| E { l ^ ( L [ t ] W ) } . 

Let n* E u; be maximal such that /JLY(^*) < ^ M M (if there is no such n* the we 
let n* = - 1 ) . Then, for every n > n*, ^(/iy(n + 1)) > ^(^y(n* + 1)) > ^(L[t](^)) 
(as >̂ is non-decreasing). Hence, letting T* = T^ we have that for each n E UJ there 
is i < il)(nY(n + 1)) such that 

{L[t}(rj) irjeT* & succT[t](7?) = 0} n [/xy(n + z),/L6y(n + i + 1)) = 0. 

If T„ C\ D[t] ^ {()} then we may look at a creature t* E K^A2 such that T[£*] = 
{7/ : i/"V E T[t]} and L[£*], i?[**], £>[£*], NOR[£*] are copied in a suitable manner 
from t (so they are restrictions of the corresponding objects to Tu) and m^n = ml

dn1 
mu*P

 = muP- Clearly nor°[t*] > nor°[t] and the height of T[t*] is smaller than that 
of T[i\. Thus we may apply the inductive hypothesis and we find s* E £|.4.2(£*) 
such that nor°[s*] > nor°[t*] - 10 > nor [t] — 10 and for all n E 00 there is 
i < '0(/ /y(n + 1)) s u c n that 

{L[s*](rj) :r?ET[s*] k succT[s*](r/) = 0} H [/iy(n +z),/xy(n + i + 1)) = 0. 

Let T* = {iz-y : 7/ E T[s*]}. 
Look at the tree T* = (J T*. It determines a creature s E £4 4 2(t) (i.e. s is such 

that T[s] = T*, £>[s] = D[t]nT* etc). Clearly nor°[s] > nor°[^] - 10 and it is easy 
to check that s is as required (remember the choice of the A2 and the TJ's). 
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CASE 2: {) i D[t\. 
Since T[t] ^ {()} (as nor°[t] > 0) we have |succT [ t ](()) | = ^(L[t}(())). Moreover, 
for each v G succT[ tj(()) 

either v G D[t] or succT[ t](^) = 0 

(remember the demand (a ) ( i i ) of the definition of KfA2). Note tha t necessarily 
D[t] n succT[t](()) ^ 0 (as nor°[£] > 0). Fix v G D[t] D succT [ t ](()) . 
Choose a set Av C succT[t](z/) such tha t NOR[t](z/)(^4iy) > nor°[t] — 5 and one of 
the following holds: 

• (3m G Lu)(\/r] G A ^ X / i y M < L[t](r/) < R[t](r)) < nY{m + 1)), 
• there are mo < m i < m2 < 777,3 < co such tha t 

(V77 G A , ) ( / i y ( m i ) < Lf l fa) < R[t]{r]) < ^y{m2)) and 
(3ry G succT[t](i/))(L[*](r7) < /^Y{rn0)) and 
(377 G succT[t](z/))(i?[t](r7) > /xy(m 3 ) ) . 

Why is the choice of Av possible? For m G to let 

73™ = {77 G succT[ t ](i/) : /iy(™) < L[t](r]) < R[t}(r]) < fiY{m + 1)}. 

If there is m such tha t NOR[t](())(73o l) > nor°[t] — 5 then we may take the respec
tive B™ as Av. So suppose tha t 

(Vm G a;)(NOR[t](())(730
n) < nor°[t] - 5). 

Let B0 = U 5 0
m and suppose tha t N O R [ £ ] ( I / ) ( J B 0 ) > nor°[t] - 1. Let fc0, fci be the 

two smallest elements of {m : 73™ ^ 0} and let k2) k% be the two largest elements 
of this set (note tha t \{m : B™ 7̂  0} | > 6; remember tha t NOR[t](i/) is a nice 
pre-norm). We let 

Av = {77 G succT[ t ](i/) : /iy(&i + 1) < L[t](r7) < #[^(77) < My(fc2)}, 

and 777,0 = fco + 1, 777,1 = /ci + 1, 777,2 = k2, 777,3 — fe- Easily NOK[t](iy)(A^) > 
NOR[t](u)(B0) - 4 > nor°[t] - 5 and since B^° ^ 0, v ^ 3 ^ 0 we see tha t Av is as 
required. So we are left with the possibility tha t NOR[£](i/)(i?o) < nor°[t] — 1. In 
this case we have 

NOR[t](z/)({77 ^ succT[ t ](i/) : (X[t](77), i?M(77)] n Y ± 0}) > nor°[t] - 1. 

Let 770,771,772,773 G succT[t](z/) \ v3o be such tha t L[t](r)o) < L[t](rji) are the first two 
members of {L[t](rj) : 77 G succT[t](^) \ Bo} and L[t](r/2) < ^[^(773) are the last two 
members of this set. Let m^ be such tha t / iy(rai) G (L[t](rji), R[t](r)i)] (for i < 4) 
and let 

A , = {77 G succT M ( i / ) \ £ 0 : / i y ( m i ) < L[£](T7) < #[^(77) < /xy(m 2 )} . 

Since 

NOR[t](i/)(succT[ t ](i/) \ £ 0 \ {770,771,772,773}) > nor°[t] - 5, 

one easily checks tha t Av is as required. 

Let Tv = {77* : z/̂ 77* G T[t] & (377 G A , ) (77 < ^77* or v^rf < 77)}. We would 
like to apply the inductive hypothesis to the creature determined by Tu (with 
L,R,D and NOR copied in a suitable way from t). However, this creature may 
have too small norm: it may happen tha t NOR[t](i/)(A I /) < 11. But we may repeat 
the procedure of C A S E 1, noticing tha t the inductive hypothesis was applied there 
above some elements of succ(()). Here, this corresponds to applying the inductive 
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hypothesis to creatures determined by {77* : rj^rj* G T[t]} for some ?] G 4 , and 
these creatures have norms not smaller than nor°[ t ] . Consequently we will get a 
tree 

T: C{v' : i / < r / & ( 3 7 7 G ^ ) ( r 7 < 7 y / ) } 

corresponding to a creature sv with n o r 0 [su\ > nor°[£] — 10 and such tha t for each 
n G CJ, for some i < xp(fiy(n + 1 ) ) we have 

{L[tW) '• V' ^ TX & succ T W ( r / ) = 0} H [fiY(n + z), fiy (n + z + 1)) = 0. 

[Note tha t the procedure of C A S E 1 may involve further shrinking of Av and drop
ping the norm by 4. Still, 5 -f 4 < 10 so the norm of sv is above nor°[t] — 10.] Next 
let 

T* = [j{T: : v G succ T [ t ] «) ) n D[t]} U s u c c T [ t ] « » U {()}, 

and let s be the restriction of the creature t to T*. Check tha t s G £4.4.2(0 *s a s 

required. This finishes the proof of the claim. 

Now we may prove the proposition. We are going to show tha t , in the model 
V^(K4.4.2 'S4.4. 2) 5 the set {m G uo : W(m) = 1} witnesses tha t the S£ -localization 
fails. So suppose tha t p = (w, to,tut2 . . . ) G Q*^ (KfA2 ,£4.4.2) a n d ^ G M ^ -
Since (Kf42, £4.4.2) is omittory we may assume tha t t/j(k) < (p(k) for k > £g(w) 
and for each z G 00 

(a) nor[U] > 11 + z + m^ n , () G £>[£*] and 
(/?) |(i?[t i]((»,i[*i+i](0))ny|>2, | ( ^ H , L [ t 0 ] ) n y | > 2 . 

Apply 4.4.6.1 to get Si G £4.4.2{U) s u c n tha t nor°[si] > nor° [^ ] — 10 and for every 
n G 00 there is j < ^{iiy{n + 1)) such tha t 

{L[si]{y) : 1/ G T[S i] & succT[fl.](i/) = 0} n [fiy{n + j ) , /xy(n + j + 1)) = 0. 

Note tha t by (a) and the definition of £ 4 4 2 a n d n o r 0 we have 

nor° [^ ] = n o r [ t J , n o r ° [ ^ ] = nor[s i ] . 

Hence, letting q = (to, SQ? S I> S2> • • •) we will have p < q G Q * ^ { K 4 A 2 , £4.4.2) a n d 
for every n > £g(w) 

q Ih (3 j < ^ ( / x y (n + 1)))([/JLY(n + j ) , M ™ + j 4- 1)) H {m G CJ : W ( m ) = 1} = 0); 

remember tha t q forces tha t {m G u : W(m) = 1} is a subset of 

{m < ms
d°n : w(m) = 1} U {£[«*] M : z < a; & 1/ G T[^ ] & succ T [ s . ] ( » = 0}. 

This finishes the proof. • 

P R O P O S I T I O N 4.4.7. Let Lp,ip G J^ be non-decreasing, <£>(0),^(0) > 0 and 
lim (f(n) < lim ^ ( n ) . Suppose that N -< ( W ( x ) , £ , < ! ) is countable, p e N H 

Qsoc(^4 .2^4 .4 .2 )^ tp,il>eN andY e [LO]^ IS such that 

(VX G [u]w fl AT)(3°°n G a;)(Vz < (^(/iy (n)))( | [ / iy(n + z), /xy (n + z + 1)) H X | > 2). 

T/^en £/iere z's an (TV, Q*^ (if4^4 2> £4 4 2))-generic condition q stronger than p and 
such that 

q \\- "for every X 6 M w n M ^ ^ ^ J, 
{3xn € w)(Vi < y( / iy (n) ) ) ( | [ / iy (n + i) , /*y (n + i + l ) ) n X | > 2 ) ". 
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Consequently, if ip is unbounded then the forcing notion Q*^(iTf 4 2, £4 4 2) has 
the S^n-localization property for every non-decreasing if. If ip is bounded, say 
lim ij)(n) = k, then Q g ^ i Q ' 4 2, £4 4 2) ^as the Sk-localization property. 

n—>oo 

PROOF. This is like [RoSh 501, 2.4.5]. We will deal with the case lim ip(n) = 
n—»oo 

00 (if tjj is bounded then the arguments are similar). 
Suppose that (p,tjj,N,p,Y are as in the assumptions. Let (&n : n < cu) enu

merate all Q*oc(i^^4 2, S4 4 2)-names from N for ordinals and let (Xn : n < UJ) list 
all names for infinite subsets of uo. Further, for n G CJ, let fn G N be a name for a 
function in uJ^ such that 

lho* IK* y^ \ (VmGo;)(Vz < n)(|[m,fn(m)) H Xz | > 2). 
^ • s o o V - f v 4 . 4 . 2 ' 4 . 4 . 2 / 

We inductively construct sequences {pn,Pn ' n < UJ), (gn : n < OJ) and (in : n < cu) 
such that for each n G CJ: 

(a) Pn ,K € Qsoo(^4 4 2. S 4 4 2) H TV, pn G c ^ H TV is strictly increasing, in G a;, 
(b) p <S

0°° P n <S
n°° K <n+l Pn+l < ^ l P*+ i , in < in+U 

(c) p n approximates an at each t^£ for ^ G a;, 
(d) for each £ e LJ and t> G pos(u?p, ^ n , . . . , ^ ^ _ 1 ) , 

if £ G S4 4 2 ( t ^ £ ) , nor[t] > 0 then there is w G pos(v,t) such that 
(w,c+i+vC+t+2> • • •)|h '^few) < ^(^+ir, 

(e) ¥>(0nW) < ^(i[C+£](0)) ^ every l G o;, 
(f) 0 G D f e ] for allmGcj, 
(g) in^is such that (Vi < v?(/iy(in)))(|[/iy(zn-M), ^y(zn 4-2-4-1)) nrng(#n) | > 2), 
(h) Cn = t ^ for ra < n, 
(i) fori < (£>(/iy(in)) let j n ( i ) = min{j G CJ : gn(j) G [/iy(in + i) , / iy(in + i + l))} 

and for i G [^(/xy(in)) ,^(i[^V(o)K0))) let j n ( i ) = jn{^Y{in)) - 1) + z; 
then tl- = Sm0imi(S*(C^(i) ' i < ^(i[^V(o)K0)))) (see c l a u s e s (2), 
(4) of the definition of (K%4 2, £4 4 2) in 4.4.2, remember (f) above), where 
m0 =mUp _ 1 , mi = mu

fc
p , k = n + j n ( ^ ( £ [ C ^ ( o ) K 0 ) ) - 1), 

(j) ^n+i+m = ^+i+m f° r e v e l T m £ ^ (where A; is as in (i) above). 
The construction is quite straightforward and essentially described by the require
ments (a)-(j) above. Having defined p* we first choose a condition p'n+i G TV 
such that it approximates crn+1 at each m > n + 1 and p* <^+! / 4 + 1 (by 2.1.4). 
Then we use 4.3.3.1 inside N to find a condition pn+i > n+i Pn+ii Pn+i £ N and 
a function gn+i G iV such that the demands (a), (d)-(f) are satisfied. Note here, 
that the creatures t^ constructed in the proof of 4.3.3.1 came from the application 
of ® A B °f 4.3.1. This condition, in turn, is exemplified in our case by the use of 
the operation Sjf (see item (5) of the definition of (K^A2, £4.4.2)? see 4.3.4, 4.3.9). 
Consequently we may ensure that (f) holds. As far as (e) is concerned, note that 
in the inductive construction of the condition p in 4.3.3.1, when choosing p | , we 
may require additionally that (p(g(£)) < ^(L[t^e](())) (remember (K^A2, ^4.4.2) *s 

omittory, ip is unbounded). Thus we have defined pn-\-i^9n+i satisfying (a)-(f) . 
By the assumptions on Y we know 

(3°°m G u;)(Vi < <p (Mm)) ) ( | [Mm + *)> M ™ + * + 1)) H rng(#n + i) | > 2) 
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4.4. EXAMPLES 91 

(remember rng(gn+i) G [co]^ fl N). Hence we may choose i n + i > in as required in 
(g). Clauses (h)-(j) , (b) fully describe the condition 

n* _ (WP fPn+l fPn + 1 fPn + 1 X + l \ > 

Note here that 

¥>(M*n+l)) < V(5n+l(jn+1(0))) < ^ [ C + Y + ^ + W ^ ) ) 

(by (e); remember 0 is non-decreasing), so there are no problems with the definition 

of tp}+* in clause (i). Moreover, tp}+f G £4.4.2 ( C K , • • • , C + 1 )> w h e r e fc = n + X + 

jn +H^(i[C+
+ iVi«^(o)](0)) " li ^ d nor[<;Y] > ^ d ? 1 - Clearly p * + 1 G TV. 

Now let g = limpn = limp* G Q*oo(^4 4 2> S 4 4 2) ( s e e 1-2.13). We claim that 
n n 

q is as required in the assertion of the proposition. Clearly it is stronger than p (by 
(b)) and is (N^Q^K^-2, E^4-2))-generic (by (c) and 1.2.10). The proof will be 
finished if we show that for each k G to 

glh (3°°mGu;)(Vi < y?(/iy(m)))(|[/iy(m + i),/iy(ra + z + 1)) H X^l > 2). 

To this end suppose that k,£ e u), q' G Qsoc (^4.4.2? £4.4.2)? # — #'• Passing to an ex
tension of q' we may assume that for some n > kwe have wq G pos(u?9, £Q , . . . , ^ - 1 ) 
and £ < in (remember (b)). Let m > n be such that £Q G £4.4.2 (̂ n> • • • >^m)- Since 

nor[tQ ] > md°n > 0 we find no G [n, ra] and 5 G £4.4.2(^0) s u c n t n a t n o r [ s ] > 0 
and 

{L[s](V): T? e T[s] k succT[8](»7) = 0} C {L[tq
0](V): 77 e T[t§'] & s u c c ^ j f a ) = 0} 

(compare the proof that (^4.4.2^4.4.2) *s condensed). Look at the creature t^ : it 

n0+jno(i) is tn
n
0°. So look at the clause (i): the creature tn

n
0° was obtained from tp 

(for i < i/>(L[t "° 7-n0(0)](()))) by applying the operation 5* and 5 m o , m i . Since n o + j n o ( 0 ) 

s G £ 4 . 4 . 2 ( ^ 0 ) w e h a v e 

|succT[s](())| = W [ C + f o ( o ) ] ( ( ) ) ) = 1>{L[s]{())) 

and for each v G succT[s](()) for unique i = z(z/) < ^ ( L [ ^ ° n0(0)](()))> the tree 
T[s] above v and L[s],i2[,s] and D[s] look exactly like T[si], L[si], R[si] and D[si] 
for some Si G £4.4.2 (^,n+ no(i)) w ^ n n o r[^i] > 0- Now, applying successively clause 
(d) to each t^10 .nQ(i^ Si (for i < ip(L[s](()))) we find w G pos(wq , ̂  ) such that 
for every v G succT[s](()) 

(tU,^,^, . . . ) lh ( « E ? } " ino(9no(jn°(i(v)))) < 9n0(jn°(i(v)) + 1) ", 
J J ' ^ s o o V 4 . 4 . 2 ' 4 . 4 . 2 / 

tPn° t
q' 

where j is such that md
J
n = mu°p. By the definition of the name fno and the fact 

that k < n < no we get that for each v G succ^[s](()) 
K ^ , ^ ; ° , . . . ) IH " |[ff„0C?no(iM)),«7noO'no(iM) +1) nxfc| > 2". 

By the choice of ino, jn° (i) we know that 

I*Y{< + *) < 9n0(jn° W ) < SnoO" n ° (* ) + 1) < M * n 0 + 1 + 1 ) 
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92 4. O M I T T O R Y W I T H HALVING 

for each i < <p(iiY«)) < ^(<7n0(jn°(0))) < i/>(L[s])(Q). Therefore 

We finish noticing that (w, t^0, &°i, • • •) < (w, t\ ,t\ , . . . ) and I < in < ino. D 

COROLLARY 4.4.8. The following is consistent with ZFC: 
d = cov(A/t) = non(A^) = K2 -f 

/or ever?/ non-decreasing unbounded ip G u/^, ^(5^p) = N2 -̂  
/or even/ non-decreasing <p G u/^, ft(S'dn) = ^i* 

PROOF. Start with a model for CH and build a countable support iteration 
(Pen Qa : ce < CJ2) and a sequence (ipa : a < 0U2) such that 

(a) ipa is a P a-name for a non-decreasing unbounded function in uu, 
(b) \Ha "Qa=Q s *oo(<4 .2 .S t4 . 2 ) " ; 

(c) for each P^2-name ip for a non-decreasing unbounded function in u/^, for 
o;2 many a < CJ2, lhpa " ^ = V>a "• 

By 4.4.3 we have 

ll-pW2 " cav(M) = non(M) = K2 = c & b = «i " 

and by 4.4.6 we get 

Ihp " d = ^2 + for each non-decreasing unbounded ip G CJ^, Q{S^p) = K2 "• 

To show that 

Ihp^ " D(5^n) = Ni for every non-decreasing tp G o;^ " 

we use 4.4.7 and [Sh:f, Ch XVIII, 3.6] and we show that the property described in 
4.4.7 is preserved in countable support iterations. 

So suppose that ip G cu^ is non-decreasing and define a context (i?^, S^g^) 
(see [Sh:f, Ch XVIII, 3.1]) as follows. First, for rj G J^ let Xv G [uf3 be such that 
Hxv(n) = X] faW + !)• Next we let (in the ground model V): 

i<n 
• S^ is the collection of all NP\W(Ni) for N a countable elementary submodel 

o f (W( x ) , e ,<*) , 
• for each a £ S^, d[a] = c[a] = UJ = d'[a\ = c'[a], 
• a* - 1, 
• i?^ = RQ is the relation determined by the ^^-localization: 

n R^ g if and only if (77, g G u}° and) 
(3°°n G cj)(Vi < (^(/ixg(n)))(|[/ixg(n + i),/ ix9(n + i + 1)) n l , | > 2) 
(remember that a* = 1 so we have RQ only), 

• gf = (ga : a G 5^> C a/*' is such that for every a G 5^, for each 77 G a D to00 

we have 77 i?^ ga (exists as each a is countable, e.g. one may take as ga any 
real dominating a). 

By the choice of ( i J ^ S ^ g ^ ) we know that it covers in V (see [Sh:f, Ch XVIII, 
3.2]). 

CLAIM 4.4.8.1. Let P be a proper forcing notion such that 

lhP " ( i ^ , S ^ , g ^ ) covers". 

Then: 
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4.4. EXAMPLES 93 

1. lhP" ( i ^ , S ^ , g ^ ) strongly covers by Possibility B" (see [Sh:f, Ch XVIII, 
3.3];, 

2. for every F-name ip for a non-decreasing unbounded function in uJ^, 

Ihp u the forcing notion Q*OQ(K442,Tlf42) is (R^, S^, g^)-preserving'7. 

Proof of the claim: 1) As a* = 1 it is enough to show that the second player 
has an absolute (for extensions by proper forcing notions) winning strategy in the 
following game Ga (for each a G S^). 

The play lasts UJ moves. 
Player I, in his n t h move chooses functions f ^ , . . . , f™ G uo^ such 
that 

f£ f6n_i = ft'1 t6n_! for ^ < n and / f i ^ ga for each £ < n. 

Player II answers choosing a finite set bn C CJ, 6n-i C 6n. 
At the end the second player wins if and only if for each £ E UJ 

\Jf?\bnR*ga. 

But it should be clear that Player II has a (nice) winning strategy in this game. In 
his n t h move he chooses a s Ofi a sufficiently long initial segment of UJ to provide new 
"witnesses" for the quantifier (3°°n G UJ) in the definition of Kf (for all /Q1, . . . , /™). 
2) Since a* — 1 what we have to prove is exactly the statement of 4.4.7 (see [Sh:f, 
Ch XVIII, 3.4A]), so we are done with the claim. 

Now we may use [Sh:f, Ch XVIII, 3.5, 3.6] (and 4.4.8.1) to conclude that Ihp^ 
"(R^iS^ig^) covers'1 and hence immediately 

As every function from uJ^ C\ VFuj2 appears in UJ^ C\ VPc* for some a < UJ^ we finish 
the proof. • 
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CHAPTER 5 

Around not adding Cohen reals 

The starting point for this chapter was the following request of Bartoszyhski 
(see [Ba94, Problem 4]): construct a proper forcing notion P such that: 

1. P is co^-bounding, 
2. P preserves non-meager sets, 
3. P makes ground reals to have measure zero, 
4. P has the Laver property, 
5. countable support iterations of P with Laver forcing, random real forcing 

and Miller's rational perfect set forcing do not add Cohen reals. 
A forcing notion with these properties would correspond to the invariant non(jV) 
(the minimal size of a non-null set; see [BaJu95, 7.3C]). Forcing notions with prop
erties (l)-(4) were known. The fourth property is a kind of technical assumption 
and might be replaced by 

4~. P is (/, g)-bounding for some / , g G u/^ (with g(n) <C f(n), of course). 
At least we believe that that was the intension (see an example presented in 
[BaJu95, 7.3C], see 5.4.3 here too). However it was not clear how one should 
take care of the last required property. The problem comes from the fact that we 
do not have any good (meaning: iterable and sufficiently weak) condition for "not 
adding Cohen reals". The difficulty starts already at the level of compositions of 
forcing notions: adding first a dominating real and then "infinitely often equal real 
below it" one produces a Cohen real. Various iterable properties implying "no Co
hen reals" are in use, but the point is to find one capturing as many of them as 
possible. The first section deals with (/, g)-bounding property. We generalize this 
property in the following section (a special case of the methods developed there is 
presented in [BaJu95, 7.2E], however not fully). The "(J,^-bounding" property 
seems to be still not weak enough to capture the measure algebra. So we weaken 
this further and we present a good candidate for a property "responsible" for not 
adding Cohen reals in the third part of this chapter (see 5.4.2 too). The tools 
developed in this section are very general and will be used later too. 

5.1. (/, ^-bounding 

Let us recall that a proper forcing notion P is (/, #)-bounding (for some in
creasing / , p G uP) if 

i^p(Vo;erj/(0)(35GVnrjM<a')(Vzea;)(|5(i)|<<?(i) & x(i)€S(i)). 

It is almost obvious that (/, #)-bounding forcing notions add neither Cohen reals 
nor random reals (see e.g. [BaJu95, 7.2.15]). For the treatment of this property in 
countable support iterations see [Sh 326, A2.5] or [Sh:f, Ch VI, 2.11A-C]. 

94 
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5.1. (/, ^-BOUNDING 95 

DEFINITION 5.1.1. Let / G cuu. We say that a weak creating pair (X, E) for 
H is essentially f-big if 

®5.i i) f° r e v e rY weak creature t G K and u G basis(t) such that 0 < £g(u) and 
nor[£] > /(0) and each function h : pos(u,t) —> f(£g(u)) there is s G E(£) 
such that u G basis(s), h\pos(u, s) is constant and nor[s] > nor[t] — -prb-

REMARK 5.1.2. Definition 5.1.1 may be thought of as a kind of strengthening 
of 2.2.1 and 2.3.2. 

LEMMA 5.1.3. Let f G J^ be increasing. Suppose that (K, E) is a finitary 
essentially f-big tree-creating pair, p G Q\ree(K, E) and f is a Q\ree(K,Yi)-name 
such that 

p \\~Qtree(K^ "f G uJ^ is such that (Vn G cu)(f(n) < f(n))". 

Then there is a condition q G Qiree(i^, E) stronger than p and such that for every 
p £Tq the condition q^ forces a value to r\(£g(p) + 1). 

PROOF. First note that the essential /-bigness of (K, E) implies that if t G K, 
nor[t] > /(0) and £g(root(t)) > /(0) + 1 then the tree creature t is 2-big. This is 
more than enough to carry out the proofs of 2.3.6(2) and 2.3.7(2) and thus we find 
a condition qo > p, &7(root(go)) > /(0) + 1, and fronts F0.F1.F2,... of Tqo such 
that 

(Vn G cj)(Vn G Fn)(£g(ri) > n and q^ decides f(n)) 

and (Vn G T9o)(nor[t^°] > 2 • /(0) + 1). For each n G a; we have a function 
/in : Fn —> f(n) such that 

(Vn G F n ) ( ^ ] lr-Qtree(^E) f{n) = hn(rj)). 

Suppose that v G Tqo is such that pos(t^°) C Fn and £g{y) > n (note that there are 
v G Tgo such that pos(^°) C F n as F n is finite). Then we may apply ((8)5.1.1) and 
we find s G E(£^0) such that ftnfpos(s) is constant and nor[s] > nor[£^°] — /r^y-
Repeating this process downward and for all n G UJ we find a quasi tree T* C Tqo 

and sv G E(^°) for z/ G T* such that 
(a) root(T*) = root(q0), 
(/?) nor[s„] > nor[tqo] - (ig(u) + 1) • { ^ > nor[t?] - (/(0) + 1), 
(7) pos(su) = succT*(z/), 
(6) iii/,7fo,rji G T*,n<£g(v),i> <r]0jv < 771,770,771 G F n then hn(rj0) =hn(r}i). 

This defines a condition q* G Qiree(if, E). Clearly it is stronger than qo and, by (6) 
above, it has the required property. • 

REMARK 5.1.4. If (K, E) is a local tree-creating pair (see 1.4.3), p G Qgree(i^, E) 
then 

(W G dcl(Tp))(root(p) < v => v G Tp) . 

CONCLUSION 5.1.5. Suppose that / G u;^ is increasing, (K, E) is essentially 
/-big finitary and local tree creating pair. Then the condition q G Q^ee(K,T,) 
provided by the assertion of 5.1.3, gives at most \Tq n Yi H(ra)| possible values 

m<n 
to t\{n + 1) (for each n). Hence, if g(n) = n |H(m)| then Q\ree(K, E) is (f,g)-

m<n 
bounding. 
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96 5. AROUND NOT ADDING COHEN REALS 

DEFINITION 5.1.6. A weak creating pair is reducible if for each t G K with 
nor[t] > 3 there is s G E(t) such that ^ ^ < nor[s] < nor[t] - 1. 

DEFINITION 5.1.7. Let h : UJ x UJ —> UJ. We say that a weak creating pair 
(K, E) is h-limited whenever 
if t G K, u G basis(t), £g{u) < mo and nor[t] < mi then |pos(w, t)| < /i(rao,rai). 

If the function /i does not depend on the first coordinate (i.e. h(mo, mi) — ho(mi)) 
then we say that (if, E) is h-norm-limited. We may say then that (K, E) is JIQ-
norm-limited or just /io-limited. 

THEOREM 5.1.8. Suppose that f,g£ UJ^ are increasing, h : UJ x UJ —> UJ and 

(Vxn e u>)( T ] h(m,m) < g(n) < f(n)). 

Assume that (K, E) is a reducible finitary tree creating pair which is h-limited and 
essentially f-big. Then the forcing notion Q^ree(i^, E) is (/,#)-bounding. 

PROOF. Let N be such that (Vrc > N)( Yi h(m,m) < g(n) < f(n)). Suppose 

that p ll-Qtree(^S) f G Yl f (n) • By 5.1.3 we find q > p such that for every rj G Tq 

n<cj 

the condition q^ decides f\(£g(rj) + 1)- As (K, E) is reducible we may assume that 
(V77 G Tq)(nor[tq] < £g(r])) and ^(root(g)) > N. For n G UJ let 

F* =f {rj G Tq : ^(77) > n and (Vi/ G Tq){v < n =» £g{u) < n)}. 

Clearly each F* is a front of Tq and if 77 G i ^ then q^ decides the value of f(n). 
Now note that \F*\ = 1 for n < £g(root(q)) and \F*\ < Yl h(m,m) < g(n) for all 

m<n 
other n. This allows us to finish the proof. • 

THEOREM 5.1.9. Assume that (if, E) is a finitary and reducible creating pair 
which is h-limited for some function h. Further suppose that (if, E) is either grow
ing and big or omittory and omittory-big. Then the forcing notion Qg^i f , E) is 
(/,g)-bounding for any strictly increasing functions f,g€ UJ^. 

PROOF. Suppose that r is a Q*^ (if, E)-name for a function in Yl f(n) a n d 
nGw 

p G Q*00(i;r, E). Applying repeatedly 2.2.3 (or 2.2.6 in the second case) we may 
construct inductively an increasing sequence no < n\ < ... < UJ and a condition 
q = (w^ t%,tl,...) G QsooCAT, E) such that p <g°° q (so wq = wp) and for all k G UJ: 

(0o) # K ) > EI h(rn]n, 2 • m £ + 1), 

(0i ) nor[tg] < 2 • ra^n + 1, and 
(02) if w G pos(wq,tq

)1... ,tq
k_l) then the condition (w,tq

k,tq
k+1,...) decides the 

value of fr(n/c + 1). 
This is straightforward; to get (©1) we use the assumption that (if, E) is reducible. 
Now we note that for each k: 

I p o s ^ , < « , . . . ,t*)| < n M " » d l . 2 - m £ + l) 
i<k 

and so the condition q allows less than g(rik) candidates for values of f on the 
interval (n^, n&+i]. • 
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5.1. (/, ^-BOUNDING 97 

THEOREM 5.1.10. Let (if, E) 6e a reducible and finitary creating pair. Suppose 
that increasing functions / , g G c*/̂  and a function h : LU x LU —> LU are such that 

1. (if, E) is h-limited, 
2. (if, E) 25 essentially f-big, 
3. (V°°n)( EI % . m ) < g(n) < f(n)). 

Lastly assume that (if, E) captures singletons. Then the forcing notion Q ^ ^ i f , E) 
i>s {fj g)-bounding. 

PROOF. Take N G LU such that [ ] h(m,m) < g(n) < f(n) for all n > N. 
m<n 

Let f be a Q ^ (if, E)-name for a function in Yi f(n)-> ano^ ^ V £ QwocC^^)-
nEco 

First note that, as (if, E) captures singletons, for each t G K we may find s G £(£) 
such that for some u G basis(s) (equivalently: for each u, remember (if, E) is 
forgetful) we have |pos(tx, s)| = 1. Using this remark and 2.1.12 we find a condition 
(wp, so, «i, s 2 , . . . ) G Q^roo(iir, E) and a sequence 0 < £Q < l\ < £2 < •.. < d such 
that: 

{a) nov[s£o] > 2 • /(0) + 2, nor[s€i+1] > 2 • /(0) • | p o s K , s0, • •. , s£i)| + 2(i + 1), 
(/?) if n G CJ\ {^0)̂ i?-̂ 2? • • • } then for some w G basis(sn) we have |pos(w,sn)| = 

1, 
(7) N + 4<m*£, P<( ix ; p , so ,5 i , s 2 , . . . ) , 
(5) for each i G a;, u G pos(u>p, SQ, . . . , s^.) the condition (w, s^.+i, s^+2? • • •) 

decides f f(raUp + 1). 
Next we slightly correct creatures s^ to ensure that the value of T\(md^ + 1) is 
decided by any u G pos(wp, so>••• > ^ . _ i ) . For this we use the procedure similar to 
that in the proof of 5.1.1 (and based on the assumption that (if, E) is essentially 
/-big). Thus we get creatures t^ G E(s^) such that (for i € id): 

(Vw G pos(ti;p,so,... , s^ - i ) ) ( (w ,^ i , s^ . + i , s^ . + 2 , . . . ) decides r f ( m ^ n
i + l ) ) and 

nor[^J > nor[s£?] - (ra^j + 1) • —^- • |pos(wp, s 0 , . . . , s^ - i ) | . 
m d n 

Note that |pos(u>p, s 0 , . . . , s^0_i)| = 1 and hence nor[^0] > 1. Moreover, for 
each i £ LU, \pos(wp,so, • • • >5^)| = \pos(wp,so,... , s^.,... , S£ i+1_i)| and therefore 
nor[^ i + 1] > 2(i + 1). Finally, as (if, E) is reducible, we may choose t\. G E ( ^ J 

(for z G u>) such that ^ < nor[t | ] < md^. Now we let 

w 9 = | ,, i J m € « j \ { U , . . } , 
' m (̂  t|. ifm = £i, % G a;. 

This defines a condition g G Q ^ ^ i f , E) stronger than p and such that for each 
i G LU: 

tq 

(a) (W G pos(w9,£(!,... > ^ - i ) ) ( ( M ^ 4 + i ' " - ) decides ff(md
£

r; + 1)), 

(b) | p o s ( ^ , t g , . . . , t? i + 1_!) | < II M m S , m ^ ) < <7(m^ + 1) 

(c) I p o s ^ . t g , . . . , ^ ) ^ ! . 
Now we easily finish. • 
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D E F I N I T I O N 5.1.11. Let H be finitary, F e / be increasing. A function 
/ : UJ x UJ —> UJ is called (H, F)-fast if it is H-fast (see 1.1.12) and additionally 

(Vn,£ e u>)(f(n + M ) > / ( M ) + F(£) • <pu(£) • £). 

T H E O R E M 5.1.12. Suppose that (if, £ ) is a finitary local and 2-big creating 
pair for H which has the (weak) Halving Property. Let F G UJ1^ be increasing and 
f : UJ x UJ —> UJ be (H,F)-fast. Then the forcing notion Q*f(K, E) is (F,(fn)-
bounding. 

P R O O F . Suppose tha t f is a Q*f(K, £ ) - n a m e for an element of Yl F{m) and 
m<uj 

p G Q*f{K, £ ) . By 2.2.11 we find a condition q > p which essentially decides all 
tq 

the values f ( ra) (for m G UJ). We may assume tha t (\/i G uj)(nor[t^] > / ( 2 , m d
i
n ) ) . 

Applying, in a s tandard by now way, the bigness (like in 2.2.3 or 5.1.1) we build a 
condition r >0 q such tha t t\ G E ( ^ ) , nor[ t [ ] > nor[£?] — F(mJn) • ^ni^dn) ' m d n 
and for each i G UJ and u G pos(wp, ££,. •. , ^ _ i ) the condition (u, t\, tr

i+1,...) 
decides the value of f\(£g(u) + 1). Now we easily finish (remembering tha t (K, E) 
is local). • 

5 .2. (£, ^ — b o u n d i n g 

Here we introduce and deal with a property which, in our context, is a natural 
generalization of the notion of ( / , g)-bounding forcing notions. This is a first step 
toward handling "not adding Cohen reals" and, in some sense, it will be developed 
in the next par ts of this chapter. After we formulate and prove some basic results 
we show how one may treat this property in countable support iterations. 

A particular case of this machinery was presented in [ B a J u 9 5 , 7.2E]. 

D E F I N I T I O N 5.2.1. Let (K, E) be a creating pair, i = (tn : n e UJ) e P C (If, E) . 

1. For a function h G uJ^ we define Uh(t) as the set 

{s = (sn: n'e LJ) ePC(K,E): t < s & (VnGu;)(nor[sn] <h(m3
dl))}. 

For n G UJ and h G UJ^ we let 

V£(i) = {se E ( i n ) : nor[s] < h(ms
dn)}. 

2. Let /zi, /i2 G UJ10. We say tha t a forcing notion P is (i, hi, h2)-bounding if 

ihp (v* G uhl(l))ps* e uh2(i)nv)(? < s). 
R E M A R K 5.2.2. 1. We will be interested in the notions introduced in 5.2.1 

only for i G P C ^ i ^ E ) (i.e. lim nor[tn] = 00) and (V°°n)(/ii(n) < h2(n)), 
n—+oc 

lim h\{n) = lim h2(n) = 00. 
n—>-oo n—>oo 

2. Note tha t if (K, E) is nice and simple (see 2.1.7) then 

uh(t)=n V?®. 

D E F I N I T I O N 5.2.3. For a creating pair (if, E) on H we say that : 
1. (if, E) is monotonic if for each t G if, s G £(£) we have val[s] C val[t]. 
2. (if, E) is strictly monotonic if it is monotonic and for all n G a;, t o , . . . , £n G 

i f and s G E ( t o , . . . , t n ) such tha t nor[s] < max{nor [^ ] — 1 : £ < n} we 
have: 

(\/u G bas is ( t 0 ) ) (pos(w,s ) £ p o s ( w , t 0 , . . . , t n ) ) . 
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5.2. (t, ^ - B O U N D I N G 99 

3. (if, E) is spread if for each t e K, u e basis(t) and v G pos(u,t) there is 
s 6 S(t) such that 

nor[s] < -nor[t] and v G pos(u,s). 

PROPOSITION 5.2.4. Let (if, E) G W(Ni) be a strictly monotonic and spread 
creating pair for H. Suppose that t = (tn : n G a;) G PCoo(if> ^) an<^ ^i> ^2 € ^ 
are stic/i t/iat 

(Vn)(0 < fti(m^n) < ft2(™dn) < nor[*n]) and (V~n)(fo2(m^n) < nor[£n] - 1). 

Then every (i, hi, h2)-bounding forcing notion does not add Cohen reals. 

PROOF. Let w G basis(t0) be such that 

(Vn G u>)(pos(w,t0,... , t n _i) C basis(tn)) . 
Look at the space 

X = {xe Y[ H(ra) : (Vn G w)(xfm^p G pos(w, t 0 , . . . ,tn))} 
m£.oj 

equipped with the natural (product) topology. It is a perfect Polish space (note that 
as (if, E) is strictly monotonic and spread, by lim nor[£n] = oc, for sufficiently 

n—>oo 
large n, for each u G basis(£n) we find two distinct v$,v\ G pos(n,£n)). Thus, if 
a forcing notion P adds a Cohen real then it adds a Cohen real c G X. In V[c], 
choose (e.g. inductively) a sequence s = (sn : n G LJ) G U^ (t) such that 

(Vn Ga;)(sn G E(tn) & cfm^ G pos(t(;, s0, • • • , sn_i) C basis(sn)) 

(possible by 5.2.3(3), remember that (if, E) is nice). We claim that there is no 
s* G Uh2(i) fl V with 8* < s. Why? Suppose that s* G % 2 ( t ) n V. Working in V, 
consider the set 

O = {x G X : (3n€o;)(a;rm^ ^ pos(w, s j , . . . , s*- i ) )}-
This set is open dense in X (for the density use strict monotonicity of (if, E); 
remember that for sufficiently large n e UJ, nor[s*] < ^2(w\in) — n o r [ ^ ] ~ 1> 
where m is such that m ^ = m^n)- Consequently, in V[c], c G 0 and s* <£ s. • 

DEFINITION 5.2.5. Let (X, E) be a weak creating pair. 
1. We say that a weak creature t G K is (n, m) -additive if for a lHo, . . . , £n-i £ 

E(t) such that nor[^] < m (for i < n) there is s G E(t) such that 

t0,... , t n_i G E(s) and nor[s] < max{nor[^] : £ < n} -f 1. 

2. m-additivity of a weak creature t £ K is defined as 

addm(£) = supjfc < uo : £ is (fc, m)-additive}. 

[Note that each t is at least (l,m)-additive.] 
3. We say that (if, E) is (#, /i)-additive (for p, /i G uu) if add^(mdn( t))(t) > 

p(^dnW) f° r a u t e K. 
Similarly, if (if, E) is a creating pair and t G PC (if, E) then we say that i 
is (g,h)-additive if (Vn G a;)(addh(m*n )(tn) > 0(™dn))-

4. If the function g is constant, say g = n, then instead of "(#, /i)-additive" we 
may say "(n, /i)-additive" etc. 

[Note that for creatures we have rridn(t) = Tnl
dn.] 
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100 5. AROUND N O T ADDING COHEN REALS 

REMARK 5.2.6. The notion of additivity of a weak creature is very close to that 
of bigness: in most applications they coincide. One can easily formulate conditions 
under which (k, m)-additivity is equivalent to /c-bigness. 

Let us recall that a forcing notion P has the Laver property if it is (f,g*)-
bounding for every increasing function / G J^', where g*(n) — 2n (g* may be 
replaced by any other fixed increasing function in UJ10). 

PROPOSITION 5.2.7. Assume that (K, E) is a strongly finitary (see 3.3.4) and 
simple (see 2.1.7) creating pair, i = (tn : n < UJ) G PC(K,Y,) and hi,h2 G UJ^ are 
such that 

(Vn G o;)(hi(m*«n) < Mm*")) o.nd (V~n)(M™dnn) + 1 < h2 ("&))• 

1. If f e LU^ is such that (Vn G u;)(|V£(t)| < / ( m ^ ) ) , g e LJU is strictly 
increasing and t is (g, h\)-additive then every (f, g)-bounding forcing notion 
is (i, hi, h2)-bounding. 

2. If i is (g*, h\)-additive (where g*(n) — 2n) then every forcing notion with 
Laver property is (t, hi, h2)-bounding. 

PROOF. 1) Suppose that (sn : n G a;) is a P-name for an element of Uh1(t), 
p £F. Since (K, E) is simple we know that p If- sn G E(£n). Consequently, we may 
apply the assumption that P is (/, #)-bounding (remember the property of / ) and 
we get a condition po > p and a sequence (s+ e : £ < #+ (n2^) , n < UJ) such that 

(Vn < W)(W < <?K" n ) )« , G Vft (*)) and 
Po ll-p (Vn € w)(sn G « £ : £ < ff+(m*"n)}), 

where g+ G a;^ is such that for each n G to: 

a+(mtn , _ / <?K"n) if ^ i K " J + 1 < ft2(m^), 
» LmdnJ - | j otherwise. 

Since t is (g, h\ )-additive we find (s* : n 6 w ) e Uh2{t) such that for each n G w 

( v f < 5
+ K " n ) ) « , G i ] « ) ) . 

Clearly, po II" {s*n '• n < UJ) < (sn : n < UJ). 

2) Similarly. • 

DEFINITION 5.2.8. Let (K,T,) be a creating pair and t = (tn : n e UJ) e 
PCoc ( # , £ ) . 

1. We say that a partial ordering T — {T, <Jr) on T C CJ^ is t-good if: 
(a) ^ is a dense partial order with no maximal and minimal elements, 
(b) for each h G T 

(Vn G CJ)(1 < /i(widn) — no r[^n]) and lim [nor[£n] — ^(m^)] = oo, 

(c) if hi,h2 G T, hi <Jr /12 then 

(Vn G o;)(fti(m^) < h2(™dn)) a n d l i m M™dn) - fti(m^)] = oc. 
n—>oo 

2. Let ^ b e a t-good partial order (on T C u; ). We say that a forcing notion 
P is (i, J^)-bounding if P is (t, hi, ^ - b o u n d i n g for all hi, h2 G T such that 
hi <*T h2. 
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5.2. (t, ^ - B O U N D I N G 101 

It should be clear tha t if f is t -good, i G PCoo(if, E) then the composition of 
(£, jF)-bounding forcing notions is (£, ̂ - b o u n d i n g . To deal with the limit stages 
(in countable support iterations) we have to apply the technique of [Sh:f, Ch VI, 
§1]. Theorem 5.2.9 below fulfills the promise of [BaJu95, 7.2.29]. 

T H E O R E M 5.2.9. Let (if, E) G W(Ni) be a simple and reducible creating pair 
and let i = (tn : n < UJ) G P C ^ i f , E ) , nor [ i n ] > 2. Suppose that T = (J7, <£.) 
Z5 a t-good partial order such that t is (2, ft) -additive for all ft G J7. Assume that 
(PcnQa '. OL < (3) is a countable support iteration of proper forcing notions such that 
for each a < (3: 

lhpQ ^Q?a is {t, T)-bounding". 

Then P^ zs (J, .F) -bounding. 

P R O O F . We are going to use [Sh:f, Ch VI, 1.13A] and therefore we will closely 
follow the notation and terminology of [Sh:f, Ch VI, §1], checking all necessary 
assumptions. First we define a fine covering model (D:F,t,R:F,t,<:F,t) (see [Sh:f, 
C h V I , 1.2]). 

For ft G T and n G UJ we fix a mapping ^ : UJ ^ - § V£(t). Next, for ft G T 
and ry G o;6^ we let i\)h{r\) — (^n{rj(n)) : n < UJ). Note tha t , as (if, E) is nice, 
^ (77) G £//i (t) (for all 77 G u/^) . Further, for ft G JF and for s = (sn : n < UJ) > i we 
let 

T5l/ l = {v G u , < 6 J : (Vn < £g(u))(^(u(n)) G E ( s n ) ) } . 

Clearly each T ^ is a subtree of u ; < a ; and any node in Ts,h n a s a proper extension 
in Ts,h (remember tha t (if, E) is reducible). We define: 

• D^7'* is 7 i (^ i ) = H ( H i ) v (we want to underline here tha t - in the i teration 
- D^1 is fixed and consists of elements of the ground universe), 

• for x, T G DTt we say tha t x R^^ T if and only if 
x = (ft*, ft) and T = T ^ * for some ft*, ft G .F, ft* < > ft, s G Uh(J)r\D**, 

• for (ft*, ft), (ft**, ft') G d o m ( i ^ ~ ) we say tha t (ft*,ft) <*>* (ft**, ft') if and 
only if ft* = ft** < > ft < > ft7. 

C L A I M 5.2.9.1. (D^^,R^^) is a weak covering model in V (see [Sh:f, Ch VI, 
1.1];. 

Proof of the claim: The demand (a) of the definition [Sh:f, Ch VI, 1.1] of weak 
covering models holds by the way we defined R^^. The clause (b) there is satisfied 
as for each 77 G UJ^ and x = (ft*, ft) such tha t ft*, ft G T, ft* <*r- ft, we have 
V ^ f a ) e t^*(*) C £/*(*), x R ^ T ^ M i h . and 7/ G l i m ( 7 > * ( r ? ) ^ ) -

C L A I M 5.2.9.2. 4̂ forcing notion P zs (f,^*)-bounding if and only if 
it is (D^, RTt) -preserving (see [Sh:f, Ch VI, 1.5],). 

Proof of the claim: Suppose P is (J, ^ - b o u n d i n g . Let 7) be a P -name for an 
element of u/^ and x = (ft*, ft) G d o m ( i t ^ ) (so ft*, ft G T and ft* <*r- ft). Then 
Ihp il)h*{fj) e Uh*{t) and, as by 5.2.8(2) P is {t, ft*, ft)-bounding, 

H - P ( 3 s G ^ ( i ) n V ) ( s < ^ * ( 7 ) ) ) 

and hence 

H - p ( 3 r e ^ t " ) ( a ; i ^ i r & T)e l im(T) ) 
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102 5. AROUND N O T ADDING COHEN REALS 

(so (D^\R^) covers in V r ) . 
On the other hand suppose that P is (D^^, i?^)-preserving. Take ft*, ft G T 

such that ft* <Jr ft and let I be a P-name for an element of Uh*(t)- Let fj be a 
P-name for an element of uo^ such that lhP iph* (f)) = s. As, in V p , (D^^,R^^) 
still covers (and x = (ft*, ft) G dom(i? jr , t)) we have 

Ihp (3s G Z?^'*)(5 G Uh(t) k f] G lim(T^*)). 

Hence we may conclude that P is (i, ft*, ft)-bounding. 

CLAIM 5.2.9.3. (2>^*, fi^'*, <^'*) is a /me covering model (see [Sh:f, Ch VI, 
1.2];. 

Proof of the claim: We have to check the requirements of [Sh:f, Ch VI, 1.2(1)]. 
We will comment on each of them, referring to the enumeration there. 

(a) (D:F't,R:F,t) is a weak covering model (by 5.2.9.1). 
(/?) <^ ' t is a partial order on d o m ( i ^ ) = {(ft*, ft) G J7 x T : ft* <*r ft} such 

that: 
(i) there is no minimal element in < j r , t , 

(ii) < j r ' i is dense as <Jr is such, 
(hi) if xi <^^ x2 (so xi = (ft*,fti), x2 = (h*,h2) and ft* <*r- fti <*c-

ft2) and xi i ? ^ f T then there is T* G D?l such that T C T* and 
X2 iZ^1* T - namely T itself may serve as T*, 

(iv) if x1,x2 € d o m ( i ^ ) , xx <^~ x2 and xi i? '̂*~ Ti, xx R^1 T2 

then there is T G D ^ * such that 

x2 R^ T, Ti C T, and (3n G co)(W G r2)(z/fn G 7\ => 1/ eT). 

For (/3)(iv) we use the assumption that i is (2, ft)-additive for ft G T. Let Xi = 
(ft*,fti), x2 = (ft*,ft2) (so ft* <*r- fti <Jr ft2) and let S£ = (s£,m : m < UJ) G %x(f) 
be such that 7> = T ^ * (for ^ = 1, 2). By 5.2.8(lc) we find n < u such that 

(Vm > n)(/n(m^n) + 1 < h2 ("&))• 
For each m > n we choose sm G S( tm ) such that 

G E(sm) and nor[sm] f̂  max{nor[.S;[ m ],nor[s2,m]} + K h2(mt^n) 

(remember that tm is (2, fti(ra^))-additive). For m < n we let sm = si? m G 
V^(f) C V^(f). Finally let s = (sm : m < a;). As (if, £) is nice, and by the 

choice of the sm 's we have s G Uh2{t). Look at T = T^h* e D^K By definitions, 
x2 R^* T, Ti C T (remember that £(si ,m) C E(sm) for all m G a;) and if 1/ G T2, 
v\n G Ti then v ^T (as £(«s25m) C £(s m ) for ra > n and s m = si ,m for m < n). 

Now comes the main part: conditions (7) and (8) of [Sh:f, Ch VI, 1.2(1)]. As 
the second one is stronger, we will verify it only. Let us state what we have to 
show. 

(8) If V* is a generic extension of V and, in V*, (D^^.R^'1) is a weak covering 
model (i.e. it still covers) then the following two requirements are satisfied 
(in V*). 

(a) If x, x + , xn G dom(i^-F,£) and Tn G DTt are such that for each n G LU: 

xn <^'£ x n + i <^ , t x + <^"'* x and xn i t ^ Tn 
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5.2. {t,F) BOUNDING 103 

then there are T* G D^ and W G [u]w such tha t x R^1 T* and 

{r]eLuu}:{\/ieW)(ri\mm{W\(i+l))e ( J T, U T 0)} C lim(T*). 
3<i, 
jew 

(b) If rj,r}n G u;^ are such tha t r}\n = rjn\n for every n G a; and x G 
dom(JR-F't~) then 

(3T G D^'*)(30 0n)(a; i ^ ~ T & r?n G l im(T)) . 

So suppose tha t V C V* is a generic extension and V* ^"(D^J, R^^) covers". 
We work in V*. 

(<5)(a) Let / i* , / i n , / i + , / i G T be such tha t xn = (h*,hn), x = (h*,h), x+ = 
(/i*,/i+) and h* <Jr hn <Jr / in+i <*F ^ + < J F ^- Choose inductively an increasing 
sequence 0 < no < n\ < . . . < UJ such tha t 

(Vm > n o ) ( h 0 ( m ^ ) + 1 < M ™ d n ) < h + ( m ^ ) ) and 

(Vi G o;)(Vm > n i + i ) ( f t n . ( m ^ ) + i + 2 < ftni+i(m^) < ft+(m^)) 

(possible by 5.2.8(lc)). Let sn = (<sn,m : m < UJ) G Uhn(t) H D ^ * be such tha t 
T n = Tgn,h* • (Note: each s n , ftn is in V but the sequences (sn : n < a;), (ftn : n < UJ) 
do not have to be there.) Using (2, / i + ) -addi t iv i ty of J we choose s+ G E(£m) such 
tha t for all m G CJ we have nor [ s+] < ^+(m^™) and 

if m < ni then s+ = 5 0 , m (so s0,m G E ( s + ) ) , 
if n z + i < m < n i + 2 , i < v then s 0 , m , Sn0,m, • • • , sn i ,m G E ( s + ) 

(remember the choice of the n^'s). As (K, E) is nice we have s + = (s+ : m < a;) G 
^ + ( t ) . Since fe+ <J , ft and V* f = " ( D ^ * , i i ^ * ) covers" we find s G J7h(t) D DTl 

such tha t 5 < 5+ (compare the proof of 5.2.9.2). Look at T* d= T^h* G £>^'*. By 

the definitions, x RT'1 T*. Let W = {rii : i G UJ}. Suppose tha t 77 G UJU is such 
tha t 

(VzGu;)(77fn2+i G ( J UT 0 ) . 

This means tha t for each m G UJ: 

if m < m then nf(m + 1) G To = Tg0^* and so 

^ f a ( m ) ) G E ( 5 o , m ) C E ( s + ) C E ( s m ) , 

if ^ i+i < m < rii+2, i £ UJ then nf(m + 1) G To U Tn o U . . . U Tn . 
and so 

V& faM) ^ S(30 > m) U E ( s n o , m ) U . . . U E ( s n z , m ) C E ( s + ) C E ( s m ) . 

Hence (Vm G a;) (^(77(777)) G E ( s m ) ) what implies tha t 77 G l i n ^ T ^ * ) = l im(T*), 
finishing the proof of (6) ( a ) . 

(<$)(b) This is somewhat similar to (<5)(a). Let ft*, ft G T be such tha t x — (ft*, ft) 
(so ft* <jr ft). As ^ is a dense partial order we may take ft+ G T such tha t 
ft* <}; ft+ <p h. Choose 0 < n0 < n\ < . . . < u such tha t 

(Vi G w)(Vm > ni)(ft*(m*E) + z + 2 < ft+(m^)). 

Now take s+ G E ( t m ) such tha t for m G w we have nor [ s+] < / i + ( m ^ ) and 
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104 5. AROUND N O T ADDING COHEN REALS 

if m < n0 then s+ = ^ (rjno(m)) (so^ (rjno(m)) G E(s+)), and 
if nt < m < m+u i < uo then ^ (rjno(m)),... ,ip^(Vni+1(m)) G 
E(*+) 

(possible as i is (2, h+)-additive; remember the choice of the n^s). Note that, since 
r)\n — r\n \n for all n G uo, we have that 

(Vi G W)(Vm G w ) ( ^ f a n i ( m ) ) G E(s+)). 

Let s+ = (s+ : m < u;). Thus s + G £^+(t) and, as (D^^, i?^'*) covers in V* and 
/ i+ <Jr /̂ , we find s = (sm : m < uo) G f/^(t) D D^^ such that s < s + . Now we have 

(Vz G (j)(Vm G o;)(^(77n .(m)) G E(sm)) , 

and therefore (Vi G oo)(r}n% G Hir^T^*)). As x iZ*̂ '* T ^ * , we finish the proof of 
the claim. 

Now, to finish the proof of the theorem we put together 5.2.9.2, 5.2.9.3 and 
[Sh:f, Ch VI, 1.13A]. • 

5.3. Quasi-generic V and preserving them 

Here we will develop the technique announced in [Sh:f, Ch XVIII, 3.14, 3.15], 
putting it in a slightly more general setting, more suitable for our context. We will 
get a reasonably weak, but still easily iterable, condition for not adding Cohen reals 
- this will be used in 5.4.3, 5.4.4. But the general schema presented here will be 
applied in the next chapter too (to preserve some ultrafilters on uo). 

DEFINITION 5.3.1. Suppose that (if, E) is a creating pair, t — (tk ' k < uo) G 
PC(if ,E). 

1. A function W : uo X UO X U& —> V(K) is called a t-system for (K, E) if: 
(a) if k < £ < uo and a : [m^n,m^p) —> uo then W{mt^mt^a) C 

E(£fc,... ,ti), in all other instances W(mo, mi, a) is empty, 
(b) if s G E(t/c,... ,ti), k < £ < uo then there is n = nw{s) G [k,£] such 

that for each a®, <J\ : [m1^, mup) —* u 

if cr0 t [^dn» m u p ) = Vl F[^dn» m u p ) 
then 5 G V^(m^n,m^p,cr0) <̂> s E WXmSn,7<p,<7i), 

(c) if fc0 < fei < . . . < fci, Sj G E(tfcj.,... ,t fc j+1_i) for j < i, s e 
E(so? • • • , ^i—I) and jo < i is such that nw(s) £ feo'^jo+i) ( s e e 03) 
above) and <r : [?n^n,m^p) —• a; then 

sj0 € W(m2,m»{?,<r\[rn*,m$)) =* se W(ms
dn,m°up,a), 

(d) for some unbounded non-decreasing function G : (l,oo) —> R-° 
(called sometimes the weight of W), for every s G E(t/C,... , t^), A; < 
£ < uo, nor[s] > 1, and each a : [^n>mdn) —> u there is t E 
VF(m^n,m^p,cr) such that 

£ G E(s) and nor[£] > G(nor[s]). 

If the function G might be G(x) = x — 1 then we call the t-system W 
regular. 
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2. For a norm condition C(nor) we let 

Pc(nop)(*. (K, E)) d= {s e PCC{nor)(K, E) : i < s}. 

It is equipped with the partial order < inherited from PCc( n o r ) ( i f , E) . We 
introduce another relation ^c(nor) ° n ^ ( n o r ) ^ ' ( i f>^)) letting 

«o ^c(nor) si if and only if 
there is s2 G P ^ . J f , (if, E)) such tha t so < 52 and the 
sequence s~2 is eventually equal to s\. 

If the norm condition C(nor) is clear we may omit the index to ^ . 
3. For a t -system W (for (if, E)) and T C P£ ( n o r ) (£ , (if, E)) we say tha t T is 

quasi-W-generic in ^c(nor)(^ ( ^ ^ ) ) ^ 
(a) ( r , ^ ) is directed (i.e. (Vs0 , s i G T)(3s G r ) ( s 0 ^ s & «i r< s)) and 

countably closed (i.e. if ( s n : n < u) C T is ^- increasing then there 
is s G r such tha t (Vn G oo)(sn -< s)) , 

(b) for every function 77 G a ^ there is 5 = ( s m : m < UJ) G Y such tha t 

(V°°m)(sm G ^ K ; , m ; ; , ^ K j , m ^ ) ) ) . 

R E M A R K 5.3.2. The demand 5.3.1 (Id) is to ensure the existence of quasi-W-
generic sets T (see 5.3.4(2) below). Conditions 5.3.1 ( lb) and 5.3.1(lc) are to pre
serve quasi-W^-genericity in countable support iterations. As formulated, they will 
be crucial in the proof of 5.3.12.2(2). 

Natural applications of the notions introduced in 5.3.1 will be when (if, E) is 
simple or "simple plus at most omitt ing". In bo th cases it will be easy to check 
demands 5.3.1(lb,c). In the first case they are trivial, see 5.3.3 below. 

P R O P O S I T I O N 5.3.3. Suppose that (if, E) is a creating pair and i G PC(if , E ) . 

1. If (if, E) is simple then the condition 5.3.1 (lb) is empty (so may be omitted) 
and the condition 5.3.1 (lc) is equivalent to 

(c)~ ift G Wim^m^a), a : [m^n,m%) —+ UJ and s G E(t) 
then s^e W(mil,mil,a). 

2. If W is a t-system for (if, E ) , r\ G 00^ and s~£ = ( s ^ m : m < u) G 
P|(f, (if, E)) (for £<2) are such that 

s0 =< Sl and (V°°m)(5o,m G ^ K ° n
m , < 0

P
m ' ^ K n m ' < p m ) ) ) 

then 

(V^mHsi.™ e ^ " . m ^ . ^ K r , ™ ; - ) ) ) . "up 5 '/ 1 I '^cm ' " " u p 

P R O P O S I T I O N 5.3.4. Suppose that (if, E) is a creating pair, C(nor) is one of 
the norm conditions introduced in 1.1.10 (i.e. it is one o / (soo) , (00), (woo) or (f) 
for some fast function f) and i G PCc(nor)(if> E) . 

1. ( F ^ n o r \ ( t , (if, E)) , ^c(nor)) is a countably closed partial ordering. 
2. Assume CH. Further suppose that if C(nor) G {(soc), (woo)} then (if, E) 

is growing. Let W : to x cu x u& —> V{K) be a t-system which is regular 
if C(nor) = ( / ) (for some fast function f). Then there exists a quasi-W -
generic T in P£ ( n o p ) (£ , (if, E) ) . 

PROOF. We will show this for C(nor) = (00). In other instances the proof is 
similar and requires very small changes only. 
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106 5. AROUND N O T ADDING COHEN REALS 

1) It should be clear tha t •< is a partial order on P ^ ( ? , (if, £ ) ) . To show tha t it is 
countably closed suppose tha t sn — (sn,™ : m < UJ) G PJo(£, (if, E)) are such tha t 
s n ^ ^ n + i for all n G CJ. Choose an increasing sequence mo < rrti < ... < UJ such 
tha t (Vz G a;)(3772 G uj)(mi = m d

l
n

m) and for each n < i < UJ: 
if m < UJ, rrii < m ^ ' m then nor[«sn5Tn] > i and 
if m < a;, m2 < mdn

m then (3ra' < m" < uj)(siirn G E ( s n > m / , . . . , s n , m " - i ) ) -
Now choose s = ( s m : m < a;) G PC(if , E) such tha t 

if m G CJ, rms
(^n

rn < mi then s m = <s0,m, 
i f m e w , m d n + 1 ' m G [mfc+i>mfc+2) then Sfc+i,m = sm* for some m* G a;. 

Clearly the choice is possible (and uniquely determined) and, by the niceness, we 
are sure tha t s G P C (If, E) . Moreover, by the choice of ra^'s, we have tha t s G 
PCoo(if, E) and so s G P^(f , (if, E)) . Plainly, sn ^ s for all neuj. 

2) First note tha t if s G P^ (£ , (if, E)) , 77 G uu then there is s* = (s^: m < a;) G 

P^(f , ( i f , E ) ) such tha t s < s* and ( V o c m ) ( ^ G W ( m * £ , m ^ , 7 7 f [ m ^ , m ^ ) ) ) (by 
5.3.1 ( Id) , remember tha t the weight of W is unbounded and non-decreasing). 

Using this remark, (1) above, and the assumption of CH we may build a •<-
increasing sequence (sa : a < uj\) C P ^ ( t , (if, E)) such tha t 

(V77 G J*){3a < u>i)(V°°n)(sa,n € ^ K r , < p " , l f K r , < p » ) ) ) . 

This sequence gives a quasi-W-generic Y = {sa : a < UJ±}. 
Note tha t proving (2) for C(nor) G {(soc), (woo)} we have to assume something 
about the creating pair (if, E) . The assumption tha t it is growing is the most 
natura l one (in our context). It allows us to obtain the respective version of the 
first sentence of the proof of (2) for (oo). Similarly, if C(nor) is ( / ) then we need 
too assume something about the weight of the system W. The assumption tha t W 
is regular is much more than really needed. • 

R E M A R K 5.3.5. If Wi are f-systems (for i G UJI) then we may construct in a 
similar way (under CH) Y which is quasi-Wi-generic for all i < u)\. 

D E F I N I T I O N 5.3.6. Let (if, E) be a creating pair, t G PC C ( n o r ) ( i f , E) (where 
C(nor) is a norm condition). Suppose tha t W : UJ X UJ X U& —> V(K) is a f-system 
for (if, E) , and Y C P ^ . J t , (if, E)) is quasi-W-generic. We say tha t a proper 
forcing notion P is ( r , W)-genericity preserving (or T-genericity preserving if W is 
clear) if Ihp " Y is quas i -^-gener ic" . 

R E M A R K 5.3.7. 1. Note tha t if P is a proper forcing notion and V C 
P L o r ) ( t , (if, E)) is quas i -^-gener ic then 

'hp " ( r , ^ ) is directed and countably closed". 

Which may fail after the forcing is condition 5.3.1 (3b), so the real meaning 
of 5.3.6 is tha t this condition is preserved. 

2. The composition of T-genericity preserving forcing notions is clearly Y-
genericity preserving. To handle the limit stages in countable support iter
ations we use the main result of [Sh:f, Ch XVIII, §3], see 5.3.12 below. 

D E F I N I T I O N 5.3.8. Let (if, E) be a creating pair, t G PC(if , E) . We say tha t 
a t -sys tem W : UJ x UJ x u& —> V(K) is 

1. Cohen-sensitive if for all sufficiently large vnl < m" < UJ 

(Vs G E ( t m / , . . . ,tmn))(3a : [m*dn,ma ) — > C J ) ( S $ W(ma
dn,m8 , a ) ) , 
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5.3. QUASI-GENERIC F AND PRESERVING T H E M 107 

2. directed if for every m' < m" < UJ, o o , . . . , a m : [md™' , mUp") —» CJ (m < CJ) 
there is cr : [rad™', ra^") — • a; such tha t 

W ( n & ' , m ^ " , a ) C f | W ( m ^ ' , m*u?" , ae). 

P R O P O S I T I O N 5.3.9. Suppose that (K, E) is a creating pair, i G PCc(n o r)(i ;C, E) , 
^ : a ; x w x ^ — • P ( # ) is a i-system and T C P£ ( n o r ) (* , ( # , S)) ^ quasi-W-
generic. Let f be a proper forcing notion. 

1. 7 / W zs Cohen-sensitive and P zs T-genericity preserving then P does not 
add Cohen reals. 

2. / / W is directed, (K,Y>) is simple and P is UJ^ -bounding then P is T-
genericity preserving. 

P R O O F . 1) Note tha t if rj G uo^ is a Cohen real over V , W is Cohen-sensitive 
and s = (sm : m < UJ) G PC(if , E) D V then 

(3°°m)(s m £ W ( m ^ , m ^ , r y r [ m ^ , m ^ ) ) ) . 

2) Suppose tha t fj is a P -name for a real in uo^, p G P. As P is CJ^-bounding we 
find a function 77 G UJU and a condition 0/ > p such tha t 0/ Ihp (Vn < u;) (77(71) < r)(ri)). 
Since VF is directed we can find 77* G UJ10 such tha t for each m < UJ 

W ' K n X p ^ K n X p ) ) C f l O ^ K n X p ^ ) = * € ]} ^fc)}" 
md™ <k<mu™ 

Next, as T is quasi- VF-generic, we find s = ( s m : r a < u ; ) G r such tha t 

(V°°m)(Sm € l ^ K M ^ ^ ' K . O ) ) . 
We finish noting tha t (Vra < uj)(sm G E(£ m ) ) , as (K, E) is simple. • 

D E F I N I T I O N 5.3.10. Suppose tha t ( i \^,E^) are simple creating pairs and it = 
(^ ,m : ra< UJ) G P C ^ , E£) (for £ < 2) are such tha t (Vm < u;)(m^0

n
m = m ^ n

m ) . 

1. Let / i0 , /ii G u;^. We say tha t t i - sys tems Wo, W\ : UJ x UJ x u& —> V(Ki) 
(for ( i ^ i , E i ) ) are (to, ho, hi)-coherent if there are functions po,Pi (called 
(to, ho, hi)-coherence witnesses) such tha t 

(a) p0,pi : <*& — • U{So(^o,m) : m < UJ}, 
A' 

nor[p*(<r)] < hiim^™) (for £ - 0,1), 
(c) for sufficiently large m < uo, for every Go ' [^dn™ > m u p m ) — > ^7 there 

is 00 : [ m ^ , mUpm) —> UJ such tha t 

W i ( m ^ , m ^ , t 7 i ) C W b C m ^ ^ ^ - ^ o ) 

whenever cri : [ra^™, raUpm) —> UJ is such tha t po(o~o) ^ ^0(^1(^1)); 
the sequence <7Q, as well as po^o)? will be called a po -cover for CTQ, 

(d) for each s G Eo(£o,™)> m < CJ' ^ nor[s] < ^ ( ^ n ™ ) t n e n there is 
a : [TTT^™,raUpm) —> a; such tha t pi(o~) — s. 

2. Suppose tha t T — (T,<*T) is a t 0 -good partial order (see 5.2.8). We say 
tha t a family (W% : h G T, k G a;) of ^ - s y s t e m s for ( i ^ i , E i ) is (to,^)-
coherent if for every k £ UJ and /io G T there is /ii G T such tha t /io < J F hi 
and the systems W^ , W^+l are (to, /io, ^1)-coherent. 

(b) if a : [m^n
m,raUpm) —> a;, m < uo then /ty(cr) G E 0 ( t 0 , m ) and 
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108 5. AROUND N O T ADDING COHEN REALS 

THEOREM 5.3.11. Let (Ko,Y,o), (KI,T>I) be simple creating pairs and let 

(nor) 

be such that (Vm < ^ ) ( ^ ° n
m = m^" 1 ) . Assume that f — (T, <£-) zs a to-good 

partial order and (W^ : h G .F, fc G a;) ^ a (to, F)-coherent family of i\-systems for 
( i£ i ,£ i ) . Further suppose that T C PJ(n o r \( t i , (i^i, Si)) is quasi-W^-generic for 
all h e J7, k G u. Then even/ (to, F)-bounding proper forcing notion is (T,W%)-
genericity preserving for allh G T, k G a;. 

PROOF. Let P be a proper (to, ^ -bound ing forcing notion. We have to show 
that for all h G .F, fc G u; 

Ihp CT is quasi-VF^-generic". 

For this suppose that fj is a P-name for a real in u/^, p G P, A: G CJ and ho G F . 
Take hi e T such that /z0 <Jr hi and the systems W^ , W^1 are (i0,ho,hi)-
coherent and let functions po,Pi • ̂  —• U{^o(^o,m) '• m G CJ} witness this fact. 
Let # = (sm : m < a;) be a P-name for an element of Uh0(io) such that for some 
N ecu 

p Ihp " (Vm > N)(sm is a p0-cover for fjllrn^ ,m^)) " (see 5.3.10(lc)) 

(remember clause 5.3.10(lb)). Now, as P is (to,^-bounding and ho <jr hi, we 
find a condition q > p and s* = (s^ : m < cu) G £7^ (?o) such that g Ihp 5* < s. 
Since ( i^o^o) is simple this means that q Ihp (Vm G c<;)(sm G £o(Sm))- Let 
r] G u/^ be such that for each m G w w e have Pi(rj\[m^n

m, mUpm)) = s^ (remember 
nor[s^] < fti(m^); see clause 5.3.10(ld)). We know that T is quasi-W^1 -generic, 
so there is s = (sm : m < a;) G T such that 

(V°°m)(Sm € ^ + V d ^ < p , > ? r [ m ^ , T O ^ ) ) ) . 

But (i^i ,Ei) is simple too, so m ^ = m ^ , m*p = mjp. Thus we may apply 
5.3.10(lc) and conclude that for sufficiently large m 

so we are done. • 

THEOREM 5.3.12. Suppose that (K,T,) G H(#i) is a creating pair and C(nor) 
is a norm condition. Assume that 

t = {tk:k<u) G P C C ( n o r ) ( # , £ ) , 
W : uo x UJ x OL& —> T^{K) is a t-system and 
T C P<5(nor)(£, (K, £)) is a quasi-W-generic for (K, £ ) . 

Let (Pa, Qa '• a < j3) be a countable support iteration of proper forcing notions such 
that for each a < (3: 

lhpQ " Qa is T-genericity preserving ". 

Then Fp is T-genericity preserving. 

P R O O F . We will use the preservation theorem [Sh:f, Ch XVIII, 3.6] and there
fore we will follow the notation and terminology of [Sh:f, Ch XVIII, §3], checking 
all necessary details. First we have to define our context (Rr,w, Sr,w,gr,w) (see 
[Sh:f, Ch XVIII, 3.1]). 
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5.3. QUASI-GENERIC T AND PRESERVING T H E M 109 

For each m G {m^ : k G uo} we fix a mapping 

^m:uj^{seK: (3k < £ < u)(s G E(* f c , . . . ,*€) & m*fc
n = m ) } . 

Next, for 7/ G uu we let ^(77) = (^m°(77(0)), ^ m i (77(1)), . . .) , where m^n = m0 < 

m i < m2 < ... < UJ are chosen in such a way tha t mjfp = wifc+i- Note tha t 
^(77) G PJj(f, (if, £ ) ) , though it does not have to be in P£(nor)(^ ( ^ S ) ) ( w e d o n o t 

control the norms). 
Now we choose (Rr>w, Sr<w,gr<w) such tha t : 

• Sr'w is, in the ground model V , the collection of all intersections NnH(&i), 
where N is a countable elementary submodel of (H(x), G, <* ) ; so Sr'w C 
([W(Ki)v]— ^ o ) v i s s tationary (we could replace Sr,w by any stat ionary 
subset), 

• for each a G Sr'W we let d[a] = c[a] = a; (so d'[a] = c'[a] = a;), 
• a* = a;, 
• for n < a* and 77, g G uJ^ we let 

n Rn g if and only if 
if ip(g) — {sfn : m < UJ) and m e LU is such tha t raUp > n then 

s m € W ( m ^ , m u ^ , 7 7 r [ ^ d n » m u p ) ) , 

• Rr'W is a three place relation such tha t (77,72,(7) G ^ r w if and only if 
77, g G CJ^ , n G w and rj Rn g 
(note: this is a definition of a relation, not a fixed object from V ) , 

• g r , w = {ga:ae Sr>w) C CJ^ is such tha t for every a, a' G 5 r ' w : 
(«) ^ ( g a ) - <g£m : m < a;) G T, 

(/?) (V77 G a n ^ ) ( V ° ° m ) ( g ^ G W ( m * ^ m S i r , ^ r [ m £ m , m S ^ ) ) ) , 
(7) if af G a fl 5 r ' w , s G a H T then ^(gaO < ^ (ga ) and 3 r< ^ ( g a ) . 

Note tha t we may choose g a by G-induction for a G 5 r , M / considering all a' G 
a fl 5 r , w , s G a D T and 77 G a fl a/*'. So, before we choose g a , we first take 
sv = (sjj^m : m < UJ) G T for 77 G a D u/^ such tha t 

(/?*) (V°°m)(ST7,m G W - ( m ^ , m ^ , 7 7 r [ m ^ , m ^ ) ) ) 

(possible by 5.3.1(3b)). Next, as ( r , ^ ) is directed and countably closed (by 
5.3.1 (3a)) we may find s~o G T such tha t 

(V77 G a nu /^XVa ' G a n S r ^ ) ( V s G a n r ) ( ^ ( g a ' ) r< s 0 & s r< s 0 & sv X s 0 ) . 

Let g a G u;^ be such tha t ^ ( g a ) = so- It is easy to check tha t g a is as required (in 
( a ) - (7 ) above; for (/?) we use 5.3.3(2)). 

C L A I M 5.3.12.1. 1. (Rr>w,Sr<w,gr<w) covers m V fsee [Sh:f, Ch XVIII, 
3.2];, i.e.: 

if x G V t/ien £/iere zs a countable elementary submodel N of 

( W ( X ) , e , < * ) suchthatad=NnH(*i)veSr>w, (Rr<w,Sr>w,gr<w), 
x G N and (V77 G i V n a ; a ; ) ( 3 n < u))(n Rn g a ) . 

2. Let P 6e a proper forcing notion. Then the following conditions are equiva
lent: 
( 0 ) i I F P t 5 r ' w , S r ' w , g r ' w ) covers", 
(0)2 P is Y-genericity preserving, 
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110 5. AROUND N O T ADDING COHEN REALS 

(©)3 if p G P and N is a countable elementary submodel of (W(x), G, <*) 

such thatp,F,Sr'w,gr'w G N, ad= iVnW(Ni) G Sr'W then there is 
an (TV, P) -generic condition q G P stronger than p and such that 

q lhP "(Vr? G CJ" H 7V[rP])(3n < a;)(7/ # n g a)". 

Proof of the claim: 1) By the choice of (Rr'W, 5 r , M / ,g r , H A) (see condition (/?) of 
the choice of g r , v y ) . 

2) Assume (0)i- Let 77 be a P-name for a real in LU^ , p G P. By the assumption 
we find q > p, a G S'r'W/ and a P-name N for an elementary submodel such that 

glhP ' W n « ( N i ) v = a & 77 G TV & (Vr? G ^ n iV)(3n < uj)(rj Rn g a)". 

But, as ^(g a ) G T, this is enough to conclude (0)2 (see the definitions of Rn, 
Rr>w). 
Now, suppose that (0)2 holds true. Let N,p be as in the assumptions of (0)3 (so 
a d=f N H W(Ni) G S r ' ^ ) . Let q G P be any (TV, P)-generic condition stronger than 
p. Then, by (0)2, the condition q forces in P that 

(Vr7G^HiV[rP])(3(5m: m<^)GrnA0(V°°m)(S m G W ( m £ , r < £ , vttKn ><*))) 

(note that rng(g r , w /) G N is a cofinal subset of T). But now, using 5.3.3(2) and 
clause (7) of the choice of gr,w, we conclude 

9 lhP (Vry G / n iV[rP])(3n < CJ)(T7 # n g a) . 

The implication (0)3 => (0)1 is straightforward. 

CLAIM 5.3.12.2. Suppose that ¥ is a proper forcing notion such that 

lhP " ( £ r ^ , S r ^ , g r ^ ) covers". 
Then: 

1. If Q is a F-name for a proper T-genericity preserving forcing notion then 

lhP "® ^ (Rr>w,Sr>w,gr>w)-preserving (for Possibility A*)" 

(see [Sh:f, Ch XVIII, 3.4];. 
2. l h P X R r ' w , S r ' w , g r ' w ) strongly covers in the sense of Possibility A*" (see 

[Sh:f, Ch XVIII, 3.3];. 

Proof of the claim: 1) We have to show that the following condition holds true 
i n V p : 

(*) Assume 
(i) xi is large enough, x > 2X l , 

(ii) N is a countable elementary submodel of (W(x)> £><£)> a = N P\ 
W(Ni)v G S r ^ , and ®,Sr<w,tf'w,Xi,... € iV, 

(iii) (VT? g ^ f l A/)(3n < w)fo Rn g„), 
(iv) 770 € AT is a Q-name for a real in a;'*', 
(v) %* € u;w, 

(vi) p ,p n e QD N are such that p < A pn < A pn+i for all n G CJ, 
(vii) r^ , (p n : n < a;) G iV, 

(viii) (V* G a ; ) (V-n)(^ II-Q T)0(X) = ry0*(x)), 
(ix) n0 < ^ is such that T?Q j?n gG, 
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(xi) there is a countable elementary submodel N\ of (W(xi)> £, <£x) such 
that Q,Sr'w,gr>w G Ni G N, and for every open dense subset I of 
Q, I G iVi for some n G u; we have p n G X D Ni (i.e. (pn : n G a;) is a 
generic sequence over Ni). 

Then there is an (TV, Q)-generic condition g G Q stronger than p and such 
that 

(a) q \\-QUrjo Rno ga" and 
(b) q lh^"(Vn G a;w n JV[TQ])(3n < u)(r, Rn g a)". 

So suppose that xi> X? ^> Ni,a,rjo,r]Q,no,p and p n (for nG w) are as in the assump
tions of (*). Passing to a subsequence (in N) we may assume that pn \\-QUrjo\n = 
?7Q fn". Remember that we work in V p . 

So, as (Rr>w,Sr>w,gr>w) covers and N -< (W(x), € ,<* ) , we find a countable 
elementary submodel N2 of (H(xi), €, < ^ ) such that 

& S r ' w , g r ' w , W , ^ , (Pn'-n< u>),Nu.. .eN2eN, a2
 d^ N2 n W(Nx)v G 5 r ^ 

and (Vn G ^ H iV2)(3n < a;)(77 # n g a J . 

By the choice of g r ' w we know that /0(ga2) ^ ^(ga) (as a2 G a) and hence we find 
ra* G [no,a;) such that 

it, if m < a;, muS'm > m* then for some m! < m" < UJ we have 

&a,m ^~ ̂ 'voa2,m / ' ' " ' ' oa2,m"/* 

Now, working in iV, we inductively choose sequences (ri£ : £ < LO), (kg : £ < UJ), 
(rri£ : £ < a;), (qi : £ < UJ) and (at : £ < LU), all from iV. 
STEP ^ = 0. 

The no is given already. Let mo be the first such that ra* < nid^2'm° and let 

&0 = n 0 , g0 = Pno, <?0 = ^5 N a p 2 ' ™ 0 . 

STEP £+1. 
Sa 

Suppose we have defined n^, ki,mi, qi, cf£. We let n^+i = mUp2'm£ and we choose 
an (A^2,Q)~generic condition qi+\ > pni+1, integers ki+\ G [n^+i,u;) and ra^+i G 

ga 2 ,m 

(ra^,u;), and a finite function <r^+i : [n^+i, raUp2,m£+1) —> uo such that: 
(a) <?m ^"(Vr? e / n N2\T^){3n < w)(»7 #n g«2)B, 
(/?) ^ + i II-Q"7)O i?fcf 

Sa 
(7) m^+i is the first such that fc^+i < md^,rn£+1, 
(<$) qe+i^®"rio\[ne+urriup' l+1)=(J(>+ 

(possible as, in V p , Q is a proper T-genericity preserving forcing notion, remember 
5.3.12.1(2)). Note that all parameters needed for the construction are in N. After 
it we have 

g^ 
& a 2 ™o = k0 < nidn

2, ° < raup
2' ° = m < fci < mdn

2 < raup
2 = n2 < fc2 < . . . 

def ^ ^ ^ ^ * r ^ M and do : [0, ni) —> UJ, (j£+i : [n^+i,n£+2) —> ^- Let n = (Jo^cri^cr2^... G NDLJU 

By (iii), we find £ > 0 such that n Z2n£ g a . We claim that qi Ih^"7)0 -Rno ga"- If 
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112 5. AROUND N O T ADDING COHEN REALS 

g^ 

not, then we find a condition q > qe and m < uo such that raUp m > no and 

9 II-Q "gtm ̂  w{mf^, m?r, ̂  r Ki r>m?r )r • 
Let n = n^(g^. m ) (see 5.3.1(lb)) and let m! < UJ be such that rnd^2,m < m ^ < 

gv ' 
raup < 7?2Up2,m • Consider the following three possibilities. 

g 0 

CASE 1: m^'™' > ke. 
i ib 

g v g^ m/ 

By the choice of mo and m* (remember £ > 0, so raUp m > ^dn2 ™ — ̂ i > m*) w e 

know that for some m" < m"f < LU 
^ G Efe:^ „ ^ ,„) 

and by the choice of ke we know that 
ib 'ib ib ip 

i K / K / K / K / 
II u IP s- T I T ' / a o . m ' " a o . m ' • KT an ,m' an,m' \ \ 51 

« < l f , Q C ' € ^ K » >m«p ,%t[mdn
2 ,mup

2 )) . 
By 5.3.1(lc) we conclude that 

« II-Q "g£m e W ( m £ " " , m ? r , » f [ m f " ' , m j m ) ) " 

(remember the choice of TTT/, note ra" <m'< TTT/"), a contradiction. 

CASE 2: ^ dn 2 'm < n£-

Then, by the choice of ne (remember £ > 0), we have raUp2'm < n^ (and mr < me). 
As ĝ  lhAu?7of^ — Vo\nt" an<^ ^o ^n0 ga we immediately get a contradiction 
(remember 5.3.1 (lb) and the choice of mr). So we are left with the following 
possibility. 

ib 
g / 

CASE 3: ne < Tnd^2,m < ke (so m' < me). 
Now the choice of 77, ne and clause (6) of the choice of qe work: we know that 

mup2 < mdn < mup
2 = n*+i, 

^ II-Q " rio\[ne,n£+i) = 77r[n*,n*+i) " and rj Rng ga. 

Consequently we get a contradiction like in the previous cases. 
Now, choosing an (iV, Q)-generic condition q > qe such that 

q II-Q "(V>7 e / f l W[TQ])(3n < u,)(>7 /?„ g„)" 

(possible by 5.3.12.1(2)) we finish. 

2) Work in V p . We know that (Rr'w, Sr>w,gr>w) covers. Clearly each Rn (for 
n < u) is (a definition of) a closed relation on uJ^. So what is left are the following 
two requirements: 

<S> if ai , G&2 E S r , w , a\ G a2 then for every 77 G ^ we have 

(3n < LJ) (rj i?n g a i ) => (3n < a;) (77 Rn ga2); 

)i if Q, 7)0, p, N, iVi, Gi, no are such that (in V p ) : 
(a) Q is a proper forcing notion, 
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5.3. QUASI-GENERIC T AND PRESERVING THEM 113 

(b) N -< (W(x), €, <* ) is countable, a d= N 0 W(Ni)v G S r ' W \ 

(V77G^niV)(3n<u; ) ( r7 i? n g a ) , 

Q , 5 r ^ , g r ^ , X i , . - . e i V , p G Q n i V , 
(c) 7)0 G TV is a Q-name for a function in u;^, 
(d) Xi < X (Xi large enough), iVi G iV, iVi -< (H(xi), €, < X l ) i s countable, 

Q,p,5 r 'M / ,g r 'H / ,?7o, . . . G iVi, and d G iV is a Q-generic filter over 
NupeGu 

(e) 7)o [Gi] Rn0 g a , 
then for every y e N H H(xi) there are A^2,G2 satisfying the parallel of 
clause (d) and such that y G iV2 and 7)0[G2] i?no ga-

Now, concerning 0 , look at our choice of ga 's: by (7) we know that 

ai G a2 => ^(gai) ^ ^(ga2)« 

Thus we may use 5.3.3(2) and the definition of Rr'w to get (g). 
To show ©1 we proceed similarly as in the proof of (1) above. So suppose that Q, 
7)0, p, iV, A î, Gi, no are as in the assumptions of 0 i and y G NC\H(xi)- We work 
in the universe V p . Choose a <A-increasing sequence (pn : n e UJ) e N, Q-generic 
over N\, such that {pn : n G a;} C G\ and pn decides the value of 7)0 \n. Let JV2 GiV 
be a countable elementary submodel of (W(xi)» £> < \ i ) s u c n that N\,y,... £ N2 
and then choose a countable iV2

+ -< (H(xi), £, < £ J such that iV2 G iV2
+ G iV, 

a2
 d= 7V+ n W(Ni) G S r ' ^ and 

(V77 G iV+ n ^ ) ( 3 n G U;)(T/ Rn g a J 

(remember that ( i F ' ^ , S ^ ' ^ g ^ ) covers in V p ) . Let m* > n0 be such that 

(\/meuj)(m<->m* =» (3m' < m" < u ) (g£ m G £ ( g £ i m ' , • • • ,g£ , m ") ) ) -

Next, working in iV, construct inductively sequences (ri£ : £ < u), (&£ : £ < LU), 
(G£ : £ < u;) (all from AT) such that 

(a) Ge is Q-generic over 7V2, p n , e ^ e iV2
+ (so 7)0 [G*] G iV2

+), 

(/3) r]o[Ge] Rn£+1 ga2, n*+i > ri£ + m* and n^+i = m^k for some A; G <J, 
(7) o-£ = 7)o[G^]f[n^,n^+i). 

Finally let 77 = 7)0 [Gi] [ n 0 ^ 7 0 ^ 1 ^ 2 •• • G ^ f l i V and let f > 0 be such that 
V Rne ga- As in (1), one shows now that fjo[Ge] Rno ga-

CLAIM 5.3.12.3. The forcing notion P^ is (Rr'W,Sr^w,gr'^)-preserving and 
hence 

lhP/3 %Rr>w,Sr<w,gr<w) covers". 

Proof of the claim: Due to 5.3.12.2, we may apply [Sh:f, Ch XVIII, 3.6(1)] to get 
the conclusion. 

Putting together 5.3.12.3 and 5.3.12.1(2) we finish the proof of the theorem. • 
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114 5. AROUND NOT ADDING COHEN REALS 

5.4. Examples 

EXAMPLE 5.4.1. Let F G u^ be strictly increasing. 
There are increasing functions fF = f,gF — g G UJU , and (K[A.11^5.4.1) ~ 
( ^ 5 . 4 . 1 , ^ 5 . 4 . l ) , (^5 . '4 .1 '^5 .4 . l ) = ( ^ 5 . 4 . 1 ^ 5 . 4 . l ) ' * — ^ t£ = £^, ^ = JF^ = 
(J£>, < | ) (for ^ < J) and ( W ^ : h e Ft, k,£ <v) such that for every ^ < LJ: 

1- (-K5.4.1, £5.4.1), 0^1.4.1 > £5.4.1) a r e simple, strongly finitary and forgetful cre
ating pairs for H5.4.1, H5 4 1? respectively; 

2. f_e PCoo(ii:5.4.i,S5.4.i), *i e PCoo(#J.4.i, £5.4.1); 
3. ^ is a countable t^-good partial order; 
4. ^ is (2P, /z)-additive for each h G ^7; 
5. (W/^ : /i G J7, A: G CJ) is a (f^,^)-coherent sequence of regular f-systems; 
6. each W ^ (for /i G ^g, k G a;) is Cohen sensitive; 
7. (Vft G ^ ) ( V ° ° m ) ( | y ^ ^ ) | < / (m)); 
8. ( V m € w ) ( ( / ( m + l ) = F ( / ( m ) ) ) . 

Moreover, the sequence (W^\ : h e Ti, k,£ < UJ) has the following property: 

(®)5.4.i if T C P ^ i ^ . 4 . 1 , £5.4.1) is quasi-W^-generic for every k,£ < u, h G Ti 
and B is a measure algebra (i.e. adding a number of random reals) then B 
is (r , W^)-genericity preserving for all k,£ < 00, he Tn. 

CONSTRUCTION. Let F G UJU be a strictly increasing function. We inductively 
define / , g G u/^, (n*, £*, k* : i < to) C u and a function ip : UJ x cu —> uu such that: 

(a) 0(0) = F( l ) , n£ > 22^°) satisfies 22^°H1 < £ g £ , 
(/?) £\ is such that n* < £\ and 

(7) fc*=n*(^)<+n* + l, 
(60) ^(i ,0) = 2»M(*+i). („*)*,*, 
(«i) V ( M + 1) = [229(i)(*+1)+*(^) • (^ ( i ,^ ) ! )p^ + 1 • (n*)fe*, 

(e) f(i) = 2*™,g(i + l) = F(f(i)), 
(C) n*+i i s s u c h t h a t 2 2 s ( l + 1 ) • A:* < n*+1 and 

92s( i+l ) ( i+ l ) 2 + l ^ Vni+1>/ 

K+ 1)! ' 
Why is the choice possible? For clauses (a), (() remember that lim ^ - = 00. For 

n—>oo 
clause (/?) note that 

. (N - n*)! = AT< i v - ^ 
N! N-{N-l)-...-(N-(n* - 1)) 

Now, we define H5 .4. i ,H54 x. For i € w we let 

H5.4.i(i) = 
{e C P([(n*,fc*)]n.*) : [Je = (n*,i*) fc (V«,«' e e)(« / «' => « n u ' = 0)}, 

HL.i» = I0» : i < ^ M ) & ar : «,£*) —» < } . 
A creature f € CR[H5.4.i] is in #5.4.1 if for some m eu>, B C V{[{n*m, k^)]12™): 
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5.4. EXAMPLES 115 

• val[t] = {(u,w) G n H5 .4 . i(z) x Yl H5 .4.i(i) : u < w & B C w(m)}, 
i<m i<m 

m log2 ( l + f c ^ ~ ^ " 1 - l B l ) log2 (l + ( C ) n - ~|B|) 
• ^ W = V log2(4) L = ^ lo g 2 (^) ^ 
• dis[t] - 5 . 

The composition operation £5.4.1 on K5.4.1 is given by 

£5.4.i(0 = {s G X5.4.1 : ms
dn = ra£n & dis[£] C dis[s}} for t G #5.4.1. 

Now we define (#5.4.1, £5.4.1) for £ < UJ. The family #5.4.1 consists of all creatures 
t G CRfHg 4 -J such tha t for some ra G a; and a nonempty set C C H5 4 1 ( m ) such 
tha t (V(j, /)", ( j T ) G C ) ( j = j ' =* / = / ' ) we have: 

• val[t] = {(M,W) G J] H5.4.i(0 x I ! H5.4.i(0 : ^ < w & ^ ( m ) € £*}> 
i<m i<m 

. n o r [ i ] = log^ilCU 
• dis[t] = C. 

The composition operation £ 5 4 1 on #5.4.1 is such tha t for t G #5.4.1: 

S i 4 . i ( * ) = ( s G ^5.4.1 = ™d„ = m^ k dis[s] ^ dis[i]}, 

where dis[s] -̂> dis[t] means tha t there is an embedding 

i:{j< r/,(m9e) : (3x)( ( j ,x) G dis[s])} ^ { j < ^ ( m , * ) : (3x)( ( j ,x) G dis[*])} 

such tha t (Vj G dom(i))(Vx)((j , x) G dis[s] => ( i ( j ) ,x ) G dis[£]). Later we 
may identify elements so? s i £ ^5.4.1 ( 0 such tha t dis[«so] °-> dis[si] and dis[si] <—> 
dis[«so]. Therefore we may think tha t we have the following inequality: 

|S l 4 . i (* ) l<2 d U [ t l . 
It should be clear tha t (#5.4.1, £5.4.1), (#5.4.1? £5.4.1) a r e strongly finitary, simple 
and forgetful creating pairs. Now we have to define £, t£. The first is the minimal 
member of PC(#5.4.1, £5.4.1): 

i= (tm :m <cu) is such tha t (Vra G o ; ) ( m ^ = m & dis[£m] = 0). 

Next, for each m G cu (and £ G u ) , we choose £^m G (#5.4.1, £5.4.1) such tha t 
m d n

m = m an<^ 

(V* : (n*m,k*m) — < J ( | { j < r/,{mj) : ( j ,x) € d i s f c . m ] } | = — ^ L ) . 

Then we let tg = (£^m : m < to). Note tha t 

l o g 2 ( l + ( C ) n - ) , r, ! l o g 2 W ™ , l ) ) nor[ t m \ = ^ —— - —> 00 and no r [ t ^ m \ = — > oc 
l o g 2 ( C ) 9{m) 

(when m goes to 00, £ is fixed). Moreover, if n is such tha t 

2p(m)(n+i) ^ m ^ ) ( w h e r e m , * < u>) 

then the creature £^m is ( 2 ^ m ) , n)-addit ive. Why? Note tha t if nor[«^] < n, Si e 
s s .4 . i (^ ,m) then £ |dis[5»]| < 2»(m>(n+1> and it is smaller than ^ M ^ , 

i<29(m) (nm) m 

which is the number of repetitions of each function from ( n ^ ) ^ 7 1 ^ ' m) in d is [ fy m ] . 
For each £ G uo we choose a countable ^ - g o o d partial order ft = [Ti, < | ) such 

tha t for every h G Tf. 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



116 5. AROUND N O T ADDING COHEN REALS 

(i) g(m)(h(m) + 1 ) < log2 ( ( n J ^ l - i ) for all m € «,, 
(ii) there is h* G ^ such that 

fe <J ft* and (Vm G cj)(/i*(m) < /i(ra) + m), 

(iii) there is a function ftf G J^+i such that 

hf(m) > g(m)(m+ 1) + i/j(m,e) + log2(^(m,f)!) (for all m Go;). 

There should be no problems in carrying the construction of the Tt. Note that we 
may do this inductively, building a linear order (and so it will be isomorphic to 
rationals). The clause (iii) is not an obstacle (in the presence of (i)) as ip(m, •) is 
increasing fast enough: 

« + 1) l o g 2 « J + g(m)(g{m)(m + 1) + r/;(m, £) + log2(^(m,£)\) + 2) < 
(n*m 4- l ) l o g 2 « ) + (g(m) + l)(2g(m)(m + 1) + i/>(mj) + log2ty(mJ)\)) = 
, / ^(m,£+l) \ 

g 2 u ^ ^ m - ^ - i ; • 

Note that the clause (i) and the previous remark imply that ti is (2^, ft)-additive 
for each ft G ̂ . Moreover, by the choice of the function / we have that for every 
£ < m < oo and ft G Tt 

\V^{te)\ < |S(km) | < 2l d i 8^ ' - l | = 2^m^ < 2^m'rn) = f(m). 
7k Finally, we are going to define t-systems Wj?h for k,£ G UJ and ft G Tt. First, for 

UJ: each I G w, /i G ff we fix a function pe
h : u^ —> [j V™{tz) such that for m G 

p* r J m , m + 1) . Jm,m + 1) onto ^ ^ 

Next, for m G w and a : [m, ra + 1) —» a; (and £,k e OJ, h e Ti) we let: 
if m < k then W$h{m,m + l,cr) = £5.4.1 (£m), 
if m > k then 

Wfh{m,m + l,cr) = {s G £5.4.1 (£m) : for some w G dis[s] we have 

|{(j,x) € dis[/h(<r)] : x[u] = < } | < J f f i & f f l i ) } 

(in all other instances we let W^h(mf\m"\a) = 0). 

CLAIM 5.4.1.1. For each k,£ G 00 and ft G Ti, the function Wj[h is a Cohen-
sensitive regular i-system. 

Proof of the claim: First we have to check that Wfh is a t-system. Immediately 
by its definition we have that 5.3.1(la-c) are satisfied (remember (#5.4.1, £5.4.1) is 
simple; see 5.3.3(1)). What might be problematic is 5.3.1(ld). So suppose that 
k,£,m G UJ, m > k (otherwise trivial), ft G Ti, o~ : [m, ra + 1) —> UJ, S G £5.4.1 (tm) , 
nor [s] > 1. The last means that 

fc",~""'"1-|dis[a]|>C-l-

Let N = C *nm- Choose a set X C (n^, k*m) such that |X| = N and X n | J dis[s] = 
0. Note that for each (j, x) G dis[/9^(cr)] we have 

|{« € [ X ] < : x N = n U ! = \x-i[{Q}]nX\....-\x-i\{n*m-l}]nX\ 

im<i C£) 
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y . lar-MWlnXh (<J! • (JV - <J! = ,. (N - n*m)\ (n*m)\ 
Z^ r,* I AT! n* I N\ N\ (n* )n™' 

Now look at clause (/J) of the choice of i^. It implies that Nn™ • ^ "^ < 2 and 
hence 

|{u G [X]"mm : s[ti] = < J | . « ) ! < 1 1 

(the second inequality follows from clause (Q of the choice of n^ , remember m > k). 
Consequently, applying the Fubini theorem, we find UQ G [X]n™ such that 

|{(j,x) G dis[p£
h(a)} : x[u0] = < J | ^ 1 

\dis[pe
h(cr)}\ 2^W(^+1)(fc+1)' 

Thus, choosing s* G £5.4.1(5) such that dis[s*] = dis[s] U {uo} we will have 
nor[s*] > nor[s] - 1 and s* G W^h(m,m + l,cr). This shows that each Wj?h 

is a regular J-system. 
Finally we show that W]fh is Cohen-sensitive. Suppose that s G £5.4.1 (£m)5 

m > k. Choose a function x* : (n^,/c^) —> n ^ such that (VIA G dis[s])(#*[iz] = 
nj^). Next take a : [ra,ra + 1) —> UJ such that dis[p^(cr)] = {(jo,/*)} for some 
jo < V>(m> ^)- 1̂  should be clear that s ^ Wj?h(m, m -f 1, a). 

CLAIM 5.4.1.2. For eac/i I G O J , £/ie sequence (Wjfh : /i G ̂ , k e UJ) is (U,^)-
coherent. 

Proof of the claim: Let ho E J^i, k E UJ. By the demand (ii) of the choice of Ti we 
find h\ ^ Tt such that 

/io <? h\ and (Vm G uj){h\{m) < ho(m) + m). 

We want to show that the systems W]?h and WJf^1 are (fg, /io, /ii)-coherent and 
that this is witnessed by the functions p£

h , p^ . Clearly these functions satisfy the 
demands (la), (lb) and (Id) of 5.3.10, so what we have to check is 5.3.10(lc) only. 

Suppose that m > k+1, o~o : [m, ra+1) —> UJ. Look at the creature s = pe
h (00). 

We know that nor[s] < h0{m) and hence |dis[s]| < 2^m)M™). Since 2^m) / l°(m) < 
• tk*n-n* -1 (remember clause (i) of the choice of Ti) we find a creature s* G 

E f 4 i l ( ^ m ) such that dis[s] <-* dis[s*], nor[s*] = ft0(m) (i.e. |dis[s*]| = 2s(m)M"0) 
and for each function a;* : (n^, A:̂ ) —> n ^ we have 

|{(j,x) G dis[s] : x = x*}| < 2\{(J,x) G dis[s*] : x = x*}| 
|dis[s]| ~ |dis[s*]| 

How? We just "repeat" each (j, x) from dis[s] successively, till we get the required 
size. We have enough space for this as the number of the required repetitions for 
each function from (n^,fc^) to n ^ is less than 2^™)M™). 
Take <7Q : [ra,ra + 1) —> UJ such that p£

h (CTQ) = s*. We want to show that this 
0-Q is a p£ -cover for a$. So suppose that G\ : [ra,ra + 1) —> UJ is such that 
Ph0(ao) ^ ^5.4.1 (pliC^i))- Let t G ^ ( w j m l l>0"i)- This means that we can 
find u G dis[t] such that 

|{(j,x) G d i s ^ K ) ] : x[M] = nm}\ < 2 g ( m ) ( m + 1 ) ( f c + 2 ) < 2 g ( m ) ( m + 1 ) ( f c + 2 ) • 
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118 5. AROUND NOT ADDING COHEN REALS 

Hence, remembering that dis[s*] ^ dis[p^ (cri)} and the choice of hi, we get 

\{(j,x)edis[s*]:x[u]=n*m}\< 
2g(m)h0(m) 2m9(rn) \ |dis[s*l| 

< 2^(m)(m+l)(fe+l) 2^(m)(m+1) 2^(m) 2^mXm+1X/c+1) ' 
But we are interested in s. By the choice of s* we have 

\{(j,x)edis[s]:x[u] = ntn}\ <2\{(j,x) e dis[s*]: x[u]=n^}\ ^ 1 
|dis[s]| ~ |dis[s*]| 20(m)(m+1)(*+1) 

and therefore t G W^h (ra, ra + 1, cr0). Thus we have proved 

^ K m + U i j C ^ J m ^ + l^o) 

whenever p£
h (CTQ) G E | 4 .i(/4 (^l))- This finishes the claim. 

CLAIM 5.4.1.3. Suppose that T C P ^ K s ^ . i , £5.4.1) zs quasi-WJ?h-generic for 
all k,£ G to, h G ̂ . Le£ B 6e a measure algebra. Then 

ll"B T is quasi-W^h-generic for all fc,lGw, /iG .TV'. 

Proof of the claim: Let / i b e a cr-additive measure on the complete Boolean algebra 
B. Let k,£ e cu, h e Tt. Suppose that rj is a B-name for a real in a/*', 6 G B + 

(i.e. n{b) > 0). To simplify notation let us define, for ra G a;, 

and let /if G ^ + i be the function given by the clause (hi) of the choice of Ti+\. 
Fix ra G a; for a moment. 
For 5 G V/T1^) c n o o s e a creature £(s) G E5^1

1(t^+i im) such that 
• |dis[*(s)]| = iVm, 
• for each x* : « , , A:̂ ) —• n ^ 

|{(j,x) Gdis[s] :x = x*}[ = | { Q » Gdis[t(s)] : x = x*}| 
|dis[s]| |dis[t(s)]| 

(possible be the choice of 7Vm and the fact that each x* is repeated more than 7Vm 
times in dis[^+i,m]). Further, we choose integers g(m,s) < Mm for s G V™(ft) 
such that 

2 ^ g{m,s) = Mm and p — '- 1 < — 

(where [-]B stands for the Boolean value). Take a creature t^ G S 5
+

4 1 ( t^ i i m ) such 
that for some sequence (As : s G V™(ii)) of disjoint subsets of ip(m,£+ 1) we have 

• \AS\ =g(m,s) -7Vm, 
• U{AS : 5 G V^(f,)} = {j < ^(mj + 1) : (3*)((j,s) € disfo])}, 
• for some bijection TTS : #(ra, s) x dis[t(s)] —> As we have 

(V* <g{m,s))(V(j,x) € dis[t(s)])((7rs(fc,(j,x)),a;) € dis[C])-

Why is the choice of the t*m possible? Note that our requirements imply that 

|dis[C]| =Mm-Nm= 2^K™+1) . \V^(te)\ • ^(m,t)\ < / ^ ^ + 1 ) 

\nm) 
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and the last number says how often each function is repeated in dis[fy+i,m]. More
over 

„ _ [ , * 1 _ g(m)(m+l)+log 2( iy^(^) i)+log 2(^(m^)!) norLcmJ - g(m) ^ 
g(m)(m+l)+t/>(m,Q+log2(i/;(m,£)!) < hf(m) h®(m) 

g(m) — g(m) £ \ >' 

T h u s C e V ^ ^ + i ) . 

Let t] € UJ10 be such that pl^-{r}\[m,m + 1)) = t*m. Since V is quasi-l^f4"1
 8 -

generic, we find s = (sm : m < u) G T such that for some m* > A: + 4 

(Vm > m*)(sm e ^ 8 ( m , m + l,f/f[m,m + 1)). 

Fix m > m* for a moment. We know that for some u G dis[sm] we have 

\{(j,x) € dis[C] : *[«] = < J | < ^ l ^ J U • 
For s e V^(ie) let 

def \{(j,x) edis[s] : S [ U ] = T 4 } | | { ( j » € dis[t(a)] : s[«] = < J | 
m{ ' |dis[S]| |dis[t(s)]| 

and note that ^2Ym(s) • g(m,s) • iVm = |{(j,x) G dis[£^J : x[u] = n ^ } | . Let 

s 

Xm = {s& Vh-(ie) : Ym(s) > 2g{m){m\lKk+1)} 

(so p^(cr) ^ A'm implies sm G Wfh{m,m + l,cr)). Note that 
g(m,s)-Nrn ^ Mm-Nm Z ^ 9s(m)(m+l)(fc+l) ~ Z ^ * m ^ 3 ^ m > S J iV™ -2p(m)(m+l)(/c+l) - Z ^ " " U ^ dV'"i*J ^m _ 2p(m)(m+l)(fc+2) 

and therefore £ ^ M ^ < ^ W " H e n c e 

V ^phW[mim+1)) = S V 6 ) < y> fg(m,s) J_\ < 1 

Let frm = J^SGA" H ( 7 H [ m > m + 1)) — S ] B * &• By the above estimations we have 
V>(bm) < 2m+4 (remember ra>ra*>/c-f4>4). Look at the condition 6* = 
t> ~ (E™>m* &m). Clearly /*(&*) > 0 and 

6* lhB (Vm > m * ) ( ^ ( ^ [ m , m + l ) £ Xm)) 

and therefore 

6* Ir-i (Vm>m*)(s m G ̂ ( m ^ + M f ^ m + l))). 

This finishes the proof of the claim and thus checking that the construction is as 
required. • 

CONCLUSION 5.4.2. Let F e i / b e strictly increasing and / , p , (#5.4.1, £5.4.1), 
(^5.4.1^5.4.1). I U, Ti = ( ^ , < 1 ) (for £ < w) and (W£h : A G ̂ , M < a;) be 
given by 5.4.1 (for F). Suppose that T C P ^ (#5.4.1, £5.4.1) is quasi-W^-generic 
for every k,£ < CJ, /i G ^ (exists e.g. under CH, see 5.3.4(2), 5.3.5). 
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120 5. AROUND N O T ADDING COHEN REALS 

1. Countable support iterations of proper forcing notions which are (T, W^h)-
genericity preserving for all k,l G uo, h G Ti is (T, W^)-genericity preserv
ing (for k,£ £ UJ, h e F) and hence does not add Cohen reals. 

2. Every (/, g)-bounding proper forcing notion (this includes proper forcing 
notions with the Laver property) and random real forcing are (r, Wjfh)-
genericity preserving (for k,£ G uo, h G Ti), 

3. Assume CH. Then any countable support iteration of proper forcing notions 
of one of the following types: 

(/, g)-bounding, Laver property, random forcing 
does not add Cohen reals. 

P R O O F . By 5.4.1, 5.3.9(1), 5.3.11, 5.2.7 and 5.3.12. • 

EXAMPLE 5.4.3. We define a strictly increasing function F G uo^ and a creat
ing pair (-K5.4.3, £5.4.3) which: captures singletons, is strongly finitary, reducible, 
forgetful, simple, essentially / F - b i g and /i-limited for some function h : UJXLU —> uo 
such that (V°°n)( Yl h(m,m) < gF{n) < / F ( n ) ) , where fF\gF are given by 

m<n 
5.4.1 for F. 

CONSTRUCTION. For TV < uo we define a nice pre-norm HN on V(V(N) \ {N}) 
by: 

HN(A) = log2(l + max{& < uo : (Vx G [N]k)(3a G A)(x C a)}) 

(for A C V(N) \ {N}). Note that if B C C C £>(JV) \ {iV}, #TV(C) > 1 then: 

1. max{/c <o ; : (VxG [N]fe)(3a G C)(x C a)} > 2, 
2. HN(B)<HN(C), 
3. m a x { ^ ( 5 ) , j y r A r ( C \ J B ) } > i 7 A r ( C ) - l . 

For 3) above note that if it fails then we find fco G uo such that 

1 + max{HN(B), HN(C \ B)} < log2(2k0) < HN(C). 

By the first inequality we find o?o,#i G [A^]^0 such that 

(Va G S)(x0 g a) and ( V a G C \ S)(xi g a). 

But the second inequality implies that there is a G C such that xoUxi C a, what 
gives a contradiction. 
As clearly i/jv({«}) = 0 for a G P(iV) \ {A7"}, iJ^v is really a nice pre-norm. 

Let F G CJ^ be defined by F(m) = 2^m+1) 2 (for m e UJ) and let / F , # F be from 
5.4.1 (for F). To simplify notation let Mn = 2fF^n\ Nn = (n + l)2-2M* (for n G uo). 

Let H : uo —> V{[uo}<UJ) be given by H(n) = [iVn]2Mn. 
Let ^5.4.3 consist of creatures t G CR[H] such that, letting m = m^n, 

(a) dis[£] is a subset of H(m), 
(b) val[t] = {(w,u) G n H(*) x I I H(z) : w < u & u(m) G dis[*]}, 

i<m i<m 

(cj nor^j - ( m + 1 ) . / F ( m ) . 
The composition operation £5.4.3 is the trivial one: it gives a nonempty result for 
singletons only and then £5.4.3(2) = {s G X5.4.3 : m^n = ra^n & dis[s] C dis[t]}. 
Now, we have to check that (K5.4.3, D5.4.3) has the required properties. Clearly 
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5.4. EXAMPLES 121 

it is a strongly Unitary, simple and forgetful creating pair. Plainly, it captures 
singletons. Note that if tm G #5.4.3 (for m G to) is such that dis[£m] = H(ra) then 

ff„m(H(m)) log2(l + 2 ^ ) 2 ^ " ) m__o 
L mJ (m + 1) • / F ( m ) (m + 1) • fF{m) (m + 1) • / F ( m ) 

Consequently the forcing notions Q ^ (#5.4.3, £5.4.3), Q ^ ^ (#5.4.3, £5.4.3) etc will be 
non-trivial. 
To verify that (#5.4.3, £5.4.3) is reducible use the fact that H^ is a nice pre-norm 
on V(P(N) \ {N}): if a G C G P(V(N) \ {N}), HN(C) > 1 then HN[C) - 1 < 
HN{C\ {a}). For similar reasons (#5.4.3, £5.4.3) is essentially / F -b ig , remember 
that we divide the respective value of #jvm by (m + 1) • fF(m) (where m = m^n). 
Finally, let h(m,k) = 2N™ for m,k E UJ. Then |H(ra)| = (2M™) < 2Nm f°r all 
m G CJ, so (#5.4.3, £5.4.3) is /i-limited (actually much more). Moreover, for every 
m G UK 

gF(m+l) = F(fF(m)) > 2^+^K22fF<m) = 2(m+1>3-2Mm > J ] 2N* = J ] ft(jfe,fc). 
k<m k<m 

Thus (#5.4.3, £5.4.3) is as required. • 

CONCLUSION 5.4.4. The forcing notion Qwoo (#5.4.3, £5.4.3): 
1. is proper and J^-bounding, 
2. preserves non-meager sets, 
3. is (fF,gF)-bounding, 
4. makes the ground model reals have measure zero. 

Moreover, assuming CH, countable support iterations of Q^^(#5.4.3, £5.4.3) with 
Laver's forcing notion, Miller's forcing notion and random forcing do not add Cohen 
reals. 

PROOF. The first required property is a consequence of 2.1.12 and 3.1.3. The 
second follows from 3.2.6 and the third property is a consequence of 5.1.10. The 
"moreover" part holds true by 5.4.2. 

Let X = Yl Nm be equipped with the product measure. Of course, this space 
m£co 

is measure isomorphic to the reals, so what we have to show is the following claim. 

CLAIM 5.4.4.1. ^Q^OC(K5.4.3X5.A.S) " V n X is a null set". 

Proof of the claim: Let W be the Q^(#5 .4 .3 , £5.4.3)-name for the generic real 
(see 1.1.13) and let i b e a Qwoo (#5.4.3, £5.4.3)-name for a subset of X such that 

'^00(^5.4.3,25.4.3) UA = {xeX: (3°°n)(x(n) G W(n))}». 

Note that lh" (Vm G u)(W(m) G [Nm]2Mm)n and ^ = ^ p x p . Consequently, 
lh" A is a null subset of A"'. By the definition of (#5.4.3, £5.4.3) (remember the 
definition of HN) one easily shows that lh" V D X C A", what finishes the proof of 
the claim and the conclusion. • 

One may consider tree versions of 5.4.3. 

EXAMPLE 5.4.5. Let F G J^\ h : UJ x LU —• u and H : to —> V([LU]<LJ) be as 
defined in 5.4.3. There are Unitary tree-creating pairs (#5.4.5, £5.4.5) (for £ < 3) 
for H such that 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



122 5. AROUND N O T ADDING COHEN REALS 

(a) (K® 4 5, £545) is local, reducible, /z-limited and essentially / F - b i g (where 
fF is given by 5.4.1), 

(b) (^5.^5, £5.4.5) is t-omittory, reducible and essentially / F -b ig , 
(c) (iff 4 5, S | 4 5) is reducible, /i-limited and essentially / F -b ig , 
(d) the forcing notions Q^ e (# 5 ° 4 . 5 , E° 4>5), Q\vee(Kl4^ E£.4.5) and 

Qiree(#524.5^5.4.5) are equivalent, 
(e) the forcing notion Q i r e e ( ^ 4 < 5 , £5.4.5) is proper, UJU-bounding, makes ground 

model reals meager and null (even more), is ( /F ,g+)-bounding, where 
g+(n)= njH(i)l, 

(f) the forcingnnotions Q ^ i ^ 1 . ^ , £5.4.5) and Q\ree(Kl4^ £|.4.5) are proper, 
UJ^-bounding, preserve non-meager sets, make ground model reals null and 
are ( /F ,gF)-bounding. 

CONSTRUCTION. Let F, 7Vm, M m , H, h be as in 5.4.3. 
A tree creature t G TCR^H] is in #5.4.5 if 

• dis[t] C H ( ^ ( T ? ) ) , 
• val[*] = {(77, v) : rj < v & ^(1/) - ^(77) 4- 1 & K^fa ) ) G dis[*]}, 

The tree composition £5 4 5 on K5 4 5 is trivial: £5 4 5(t) = {s G X5 4 5 : val[s] C 
val[t]}. 
The family #5.4.5 consists of these tree-creatures t G TCR[H] that for some 77 < 
^* ^ U E[ H(^) w e n a v e 

n<uj i<n 

. dis[i] C n(£g(V*)), 
val[t] = {(??, i/> : 77* < i/ & lg(y) = lg{rf) + 1 & K W ) ) € dis[i]}, • 
norM - HN—idis[t]) 

The tree composition £5.4.5 is such that 
s5.4.5(^ : v ef) = {te KlAm5: dom(val[*]) = {root(T)} & rng(val[*]) C max(r)} . 

In a similar manner we define (#5.4.5, £5.4.5). A tree creature t G TCR^H] is in 
Kl.4.5 if 

. dis[<] = (At, ( ^ : i € At)), where At C H(^(r?)) and i/« € U U H(») ( fo r 

x € At) are such that 77 <\ rj^(x) < vl
x, 

• val[t] = {(77,i/*> : x G A t } , 
# n o r m - H ^ ) ( A t ) 

and the tree composition £5 4 5 is defined like £5.4.5. 
Checking that (#|.4.5, £5.4.5) have the desired properties is straightforward and 
similar to 5.4.3 (remember 5.1.5, 5.1.8, 3.2.2, 3.2.8). • 

COROLLARY 5.4.6. Let F G CJ^ be an increasing function, / , H be as defined in 
2.4.6 (for F) and let F*(n) = F(<pn(n)). Then the forcing notion Qj(#2.4.6> £2.4.6) 
(defined as in 2.4-6 for F) is proper, uo10 -bounding, (F*,<£>H)-bounding and makes 
ground model reals meager. 

P R O O F . By 3.1.2, 5.1.12 and 3.2.8(2). • 
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CHAPTER 6 

Playing with ultrafilters 

This chapter originated in the following question of Matet and Pawlikowski. 
Are the cardinals mi, rri2 equal, where 

mi is the least cardinality of a set Z C (J UJE such that 

(i) (3F G a/")(V/ G Z)(Vn G dom(/))(/(n) < F(n)), 
(ii) the family {dom(/) : / G Z } has the finite intersection property, and 

(iii) (Vx e n M ~ n ) ( 3 / e ^)(V°°n € dom(/))( /(n) £ x(n)); 

m2 is defined in a similar manner, but (iii) is replaced by 
(iii)- (Vg G u /" ) (3 / G Z)(V°°n G dom(/))(/(n) ^ #(n))? 

It was known that rri2 < A < mi, where A is the least size of a basis of an ideal on 
u which is not a weak g-point (see Matet Pawlikowski [MaPa98]). We answer the 
Matet - Pawlikowski question in 6.4.6, showing that it is consistent that A = Ni 
(and so rri2 = Hi) and mi = ^2- On the way to this result we have to deal with 
preserving some special ultrafilters on uo. The technology developed in the previous 
section is very useful for this (both to describe the required properties and to 
preserve them at limit stages of countable support iterations). 

In the first part of the chapter we present the framework: ultrafilters gener
ated by quasi-W-generic T. Then we introduce several properties of ultrafilters and 
discuss relations between them. The third section shows how forcing notions con
structed according to our schema may preserve some special ultrafilters. Finally, in 
the last part, we apply all these tools to answer the Matet - Pawlikowski question. 

6.1. Genera t ing an ultrafilter 

DEFINITION 6.1.1. We say that a creating pair (K,T>) generates an ultrafilter 
if 

(® 6.1.1) f° r every k < UJ there is A:* < u such that 
ifteK, nor[t] > k* and c : [m^n, m^p) —> 2, 
then for some s G £(£) and i* < 2 we have nor[s] > k and 

[u G basis(s) & v G pos(w, s) & m^n < m < m^p & v(m) ^ 0] => c(ra) = i* 

and if nor[t] > 0, u G basis(£) then there is v G pos(u,t) such that for some 
m G [mjn, m^p) we have v(m) ^ 0. 

PROPOSITION 6.1.2. Assume that (K, E) is an omittory and monotonic (see 
5.2.3) creating pair which generates an ultrafilter. Then 

"~Q* (K,E) "{m '• W(m) ^ 0} induces an ultrafilter on the algebra V(LU) /Fin". 

123 
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124 6. PLAYING WITH ULTRAFILTERS 

P R O O F . For k e to, let g(k) be the A;* given by ((8)6.1.1) (for k). Let Z be a 
Q*o c(K, E)-name such tha t 

lhQs*oo(^) ^ = W G " : ^ ( ^ ^ 0>-

Clearly II-Q* (K ,S ) ^ £ M ^ (by the second requirement of 6.1.1). We have to show 
tha t for each A £ [uo]^ 

N - Q ^ C ^ E ) "either Z^AovZ\Ais finite". 

So suppose tha t p G Q*oc(i^, S ) , 4 G M ^ a r e such tha t 

P "~Q* (#,£) "both Z D A and Z \ A are infinite". 

Since (K, E) is omittory we may assume tha t p = (wp,to,tiy...) where n o r [ ^ ] > 

g(£ + m^£
n) (see 2.1.3.(2)). Let Q : [ ^ n ' m u p ) — > 2 be the characteristic function 

of A n [^d*n>mup)- Applying the condition (06.1.1) and the choice of g for each 

£ < uo we find s^ G E ( ^ ) such tha t nor[s^] > £ + rad
£
n and for some i£ < 2 we have 

(0*) if u e bas is(s^) , v G pos(w, 5^), m^ n <m< m% and zj(ra) 7̂  0 
t/ien Q(m) = i£. 

Now choose z* < 2 and an increasing sequence (£k : k < UJ) C UJ such tha t z^ = z* 

(for k < (JJ) and take s0 = 4 0 ^ [mdn>mup°)> sk+i = s'£k+i ? [ m U p , m U p + 1 ) . Once 

again, since (K, E) is omittory we get g = (wp, so, S I> 52, • • •) £ Qg^i iT, E) and 
it is stronger than p. Suppose z* = 0. We claim tha t in this case q II-Q* (K,E) 
Z D A C ms

d°n (contradicting the choice of p, A). If not then we find k < UJ, 
w G pos(i*;p, s 0 , . . . , Sk) and n G [ m ^ , m ^ ) n A such tha t w(n) ^ 0. By smoothness 

we may additionally demand tha t , if k > 0 then n G [^dn>mup) = b^up* -1>^up")-
By the smoothness and monotonicity of (X, E) we have 

w G p o s ^ l m ^ S f c ) = {v : < ^ f m ^ , v ) G val[s fe]}. 

Now, by the choice of Sk we may conclude tha t 

w \[ms
d

k
n, rad'n*) = 0 a/ and thus n G [md

€
n
fc, mUpfc). 

Moreover (u; fmdn
fc, zx>) G val[s^ ] so we may apply (®*) (to ^ ) and conclude tha t 

C£k(n) = z* = 0, a contradiction. Similarly one shows g Ih Z\A C ra^ if z* = 1. • 

D E F I N I T I O N 6.1.3. Suppose tha t (K, E) is a creating pair, £ G P C C ( n o r ) ( K , E) 
a n d ^ ^ x u x i ^ —> V{K) is a t -system (see 5.3.1). Let T C P £ ( n o r ) ( # , S) be 
quasi- W"- generic. 

1. We define V(Y) as the family of all sets A C UJ such tha t : for some s — {sn : 
n < UJ) G T and N < cu, for every w G basis(so) and zi G pos(zx>, SQ> • • • > 5iv) 
we have 

(Vm > iV)(Vv G pos(iz, sN+u . . . , sm))({fc G [^ (u) , ^ ( Z J ) ) : v(fc) ^ 0 } C i ) . 

2. We say tha t T generates a filter (an ultrafilter, respectively) on uo if T>(T) is 
a filter (an ultrafilter, resp.). 

R E M A R K 6.1.4. Note the close relation of 6.1.3 and 6.1.2. Below it becomes 
even closer. 
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6.1. GENERATING AN ULTRAFILTER 125 

DEFINITION 6.1.5. A creating pair (K, E) is interesting if for each creature 
t G K such that nor[£] > 0 and every u G basis(t) we have 

\{m G [m^n,m^p) : (3v G pos(M))(v(ra) ^ 0)}| > 1. 

PROPOSITION 6.1.6. Let (K,Y,) be a forgetful creating pair, t G PC^K, E) 
and VF : a; x a; x u& —> *P(K) be a i-system. 

1. / / r c P£o(t, (K, E)) is quasi-W-generic then T>(T) is a filter on uo containing 
all co-finite sets. If, additionally, (K, E) is interesting and condensed (see 
4-3.1(3)) and A C uo is such that 

(v-n)(|AnK;,m^p)|<i) 
then A £V(T). 

2. IfT is quasi-W-generic m P^( t , (K, E)) thenV(T) is a p-point (see 6.2.1). 
3. Assume CH. Suppose that, additionally, (K, E) is finitary, omittory, mono-

tonic and generates an ultrafilter. Then there exists a quasi-W -generic 
T C P^0(X, E) such that 2)(r) is an ultrafilter on uo. 

PROOF. 1), 2) Should be obvious. 
3) Modify the proof of 5.3.4(2), noting that if s G PCoo(^, E), A C uo then there is 
s* = (s* : n < uo) G PCoc(^, £) such that s < s* and either 

(Vw€basis(5S))(Vn<o;)(Vi;Gpos(u,s5,... ,sl)){{ke[eg(u)jg(v)):v{k)^0} C A) 

or a similar requirement with uo\A instead of A holds. (Compare the proof of 6.1.2, 
remember (K, E) is forgetful.) • 

CONCLUSION 6.1.7. Suppose that (K, E) is a forgetful and monotonic creating 
pair, i G PCoo(K, E) and W is a t-system. Assume that T C PJc(t, (K, E)) is quasi-
W-generic and T>(T) is an ultrafilter. Let S be a limit ordinal and ( P a , Q a : a < 6) 
be a countable support iteration of proper forcing notions such that for each a < 6: 

(a) lhpQ 'T is quasi-VF-generic", 
(b) Ihp" UV(T) is an ultrafilter". 

Then 
1. Ihp6'T is quasi-W-generic", 
2. \\-F6"V(T) is an ultrafilter". 

PROOF. 1) It follows from 5.3.12. 
2) Since, by 6.1.6(2), V(T) is a p-point we may use [Sh:f, Ch VI, 5.2] (another 
presentation of this result might be found in [BaJu95, 6.2]). • 

REMARK 6.1.8. 1. If i = (tn : n < uo) G P C ^ X , E), W is a t-system 
and r is quasi-^-generic generating a filter then we make think of V(T) 
as a filter on (J {i} x (m^ — ra^n) 0US^ Pitting the intervals [ ^ n , ^ u P ) 

vertically). This will be our approach in the further part, where we will 
consider ultrafilters on (J {%] x (i + 1). 

2. We may treat T>(T) as a canonical filter on uo with a property described by 
T (or, more accurately, by the t-system W). This is the way we are going 
to use 6.1.7 later: it will allow us to claim that the additional property of 
an ultrafilter is preserved at limit stages of an iteration. 
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126 6. PLAYING W I T H ULTRAFILTERS 

6.2. Between Ramsey and p-points 

Here we recall some definitions of special properties of ultrafilters on UJ and we 
introduce more of them. Then we comment on relations between these notions. 

DEFINITION 6.2.1. Let D b e a filter on UJ. We say that: 
1. V is Ramsey if for each colouring F : [UJ]^ —> 2 there is a set A G V 

homogeneous for F. 
2. V is a p-point if for every partition (An : n G UJ) of UJ into sets from the dual 

ideal (i.e. UJ \ An G V) we find a set A G V with 

{Vne uj)(\AnnA\ <UJ). 
3. V is a q-point if for every partition (An : n G UJ) of UJ into finite sets there is 

a set A G V with 
(\fne uj)(\AnC]A\ < 1). 

4. V is a weak q-point if for each set B C. UJ such that UJ\B £V and a partition 
(An : n G UJ) of B into finite sets there is a set A C B such that 

UJ\A£V and (Vn G u;)(|i4n n A| < 1). 

REMARK 6.2.2. Clearly, if V is an ultrafilter on UJ which is a weak g-point then 
V is a g-point. (So the two notions coincide for ultrafilters). 

DEFINITION 6.2.3. 1. For a filter V on UJ let GR(V) be the game of two 
players, I and II, in which Player I in his n t h move plays a set An G V and 
Player II answers choosing a point kn G An. Thus a result of a play is a pair 
of sequences ((An : n G a;), (kn : n G UJ)) such that kn G An G P . 
Player I wins the play of the game GR(D) if and only if 
the result ((An : n G a;), (kn : n e UJ)) satisfies: {kn : n e UJ} ^V. 

2. Similarly we define the game GP(V) allowing the second player to play finite 
sets an C An (instead of points kn G An). 
Player I wins if [j an ^ V 

n£uj 

REMARK 6.2.4. Let us recall that if T> is an ultrafilter on UJ then the following 
conditions are equivalent (see [Sh:f, Ch VI, 5.6] or [BaJu95, 4.5]): 

(a) V is Ramsey, 
(b) V is both a p-point and a g-point, 
(c) Player I does not have a winning strategy in the game GR{V). 

Similarly, an ultrafilter T> is a p-point if and only if Player I does not have a winning 
strategy in GP(D). 

As we are interested in ultrafilters which are not g-points (see the discussion of 
the Matet — Pawhkowski problem at the beginning of this chapter) it is natural 
to fix a partition of UJ which witnesses this. Thus, after renaming, we may consider 
ultrafilters on (J {i} x (i +1) instead (compare with the last remark of the previous 

section). 

DEFINITION 6.2.5. Let V be a filter on U {i} x (i + 1). 
i<uj 

1. We say that the filter V is interesting if for each function h G Yl (̂  + 1) ^ n e 

set {(i, h(i)) : i G UJ} is not in V. 
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6.2. B E T W E E N RAMSEY AND P - P O I N T S 127 

2. Let GsR(V) be the game of two players in which Player I in his nth move 
plays a set An G V and the second player answers choosing an integer in 

and a set an G [An f! {in} x (in + l ) ] - n . 
Finally, Player I wins the play if (J an £ V. 

3. The game GaR(V) is a modification of GsR(D) such that now, the first 
Player (in his nth move) chooses a set An G £>, Ln < UJ and a function 

fn:\J[{i}x(i + l)]-n-^Ln. 

Player II answers playing in G UJ and a set an G [An D {in} x (in + l ) ] - n 

homogeneous for fn (i.e. such that fn\[^n) is constant for k < n). 
Player I wins the play if (J an £ V. 

4. We say that the filter V is semi-Ramsey if the first player has no winning 
strategy in the game GsR(V). 

5. The filter V is almost Ramsey if it is semi-Ramsey and for every colouring 

f:\J[{i}x(i + l)}<n-,L, {n,L<oj) 

there is a set A G V which is almost homogeneous for / in the following 
sense: 

(Vz G uj)(f\[A H ({i} x(i + l))]k is constant for each k < n). 

PROPOSITION 6.2.6. Suppose V is a non-principal ultrafilter on (J {i} x (i + 1). 
i<uj 

1. IfVis interesting then it is not a q-point. 
2. If V is Ramsey then V is almost Ramsey. 
3. IfV is semi-Ramsey then it is a p-point. 
4. IfV is semi-Ramsey then 

P* d= {ACUJ: \J{i}*(i + l)eV} 

is a Ramsey ultrafilter. 

PROOF. Compare the games and definitions. • 

THEOREM 6.2.7. Assume CH. There exists an ultrafilter V on \J {i} x ( i + 1) 

which is semi-Ramsey but not almost Ramsey. 

PROOF. For i e UJ let ki be the integer part of the square root of i + 1. Choose 
partitions (ej71 : m < ki) of {i} x (i + 1) such that (Vra < fci)(|e™| > h). Let 
/ : U [{0 x (* + ! ) ] 2 —> 2 b e such t h a t 

f((i,£0),(i,£1)) = l if and only if (Vm < fc,)((i,4) € e*" ^ (i,h) e e?). 
Assuming CH, we will construct a semi-Ramsey ultrafilter containing no almost 
homogeneous set for / . To this end we choose an enumeration {(fa : a < UJI} of all 
functions from UJ to [ (J {i} x (i + 1)]^. By induction on a < uj\ define sequences 

iEixJ 

(i% : n < UJ) and (a" : n < UJ) such that for a < /? < uj\: 
(a) ig < i° < q < . . . < UJ, 

(b) a - G [ { ^ } x ( i - + l ) ] < ^ ( f o r n G ^ ) , 
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128 6. PLAYING W I T H ULTRAFILTERS 

(c) either (3m G cu)(\/n G u)(a% n < p a M = 0) or (Vn € ^ ) « + i C y>Q(0)> 
(d) lim |{m < kl?i : eJ2 f l < / 0} | - oo, 

\m m i n { | < n e™ | : m < k^ & a* D e™ 7̂  0} = 00, 

( e ) I U « f \ U < l<^ -
There should be no problems with carrying out the construction. Let Aa = (J a". 

Clearly the sequence (.Aa : a < u;i) generates a non-principal ultrafilter V on 
(J {i} x (i +1) (remember tha t the constant functions are among the <£a's). By the 

demand (d), no set Aa is almost homogeneous for / , so P i s not almost Ramsey. 
To show tha t V is semi-Ramsey suppose tha t cr is a winning strategy for the 
first player in the game GsR{V). Then cr is a function defined on finite sequences 
x = ((io,ao),... , (in-i,a>n-i)) such tha t i0 < . . . < ini and 

( W < n ) ( a , € [ M x f e + l ) ^ ) 

and with values in V. For j < u put 

VU) = O W ^ c ^ o ) , - . . , ( i n - i , f l n - i ) ) • zo < . . . < *n-i < j and 
a ^ e [{ie}x (z* + l ) ] ^ } . 

Thus (p : LU —> V, so for some a < uj\ we have tp = (pa. But now look at the 
sequence a = ((io > a o )> (̂ ?> a?)> (̂ 2 > a 2 )> • • • )• Since Aa e T> and (pa{m) G X> for all 
772 G a; we necessarily have 

(Vn e w) (o» + 1 C ^ Q ( i « ) c <r((i°, a ? ) , . . . , ( C < ) ) ) . 

This means tha t the sequence a is a result of a legal play of the second player 
against the strategy a. Hence Aa = [j a% £ V, a contradiction. • 

T H E O R E M 6.2.8. Suppose that V is a semi-Ramsey ultrafilter on \J {i} x (i + 
i<.uj 

1). Then the following conditions are equivalent. 
(a) V is almost Ramsey, 
(b) the first player has no winning strategy in the game GaR{T>), 
(c) for each m, L G UJ and a colouring f : [j [{i} x (i + 1)]— m —> L, the first 

player has no winning strategy in the following modification GsR(V) of the 
game GsR(V): rules are like in GsR(D) but the sets an chosen by the second 
player have to be homogeneous for f. 

P R O O F . The implications (b) =>* (c) => (a) are immediate by the definitions. 
The implication (a) => (b) is easy too: suppose tha t a is a strategy for the first 

player in the game GaR(V). Let <r* be a strategy for Player I in GsR{V) such tha t 
if c r ( ( i 0 , a 0 ) , . . . , ( z n - i , a n - i ) ) = (fn,An) then c r* ( ( i 0 , a 0 ) , . . . ,(in-i,o,n-i)) G P is 
an almost fn-homogeneous subset of An (exists by the assumption (a ) ) . Now, cr* 
cannot be the winning strategy for Player I as V is semi-Ramsey. But then the 
play witnessing this shows tha t a is not winning in GaR(V). • 

T H E O R E M 6.2.9. Assume thatV is a semi-Ramsey ultrafilter on | J {i}x(i+l). 

Suppose that P is a proper UJU -bounding forcing notion such that 

ll-p " V generates an ultrafilter ". 
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6.3. PRESERVING ULTRAFILTERS 129 

Then 

Ihp u V generates a semi-Ramsey ultrafilter ". 

PROOF. This is very similar to [Sh:f, Ch VI, 5.1]. We know tha t , in V p , 
V generates an ultrafilter. Wha t we have to show is tha t Player I has no winning 
strategy in the game GsR(V) (in V p ) . So suppose tha t a G V p is a winning strategy 
of the first player in GsR{V). We may assume tha t the values of a are elements 
of V (so from the ground model). But now, as P is proper and J^-bounding, we 
find a function cr+ G V such tha t dom(cr+) = dom(cr), rng(cr+) C [D]^ u and 
(j(a) G cr+(a) for all a G dom(cr). Letting cr*(a) = f]a+(a) for a G dom(cr) we will 
get, in V , a winning strategy for Player I in GsR(D), a contradiction. • 

R E M A R K 6.2.10. One may note tha t we did not mention anything about the 
existence of almost Ramsey ultrafilters. Of course it is done like 6.2.7, under CH. 
However we want to have an explicit representation of the ultrafilter as V(Y) for 
some quasi-generic Y. This will give us the preservation of the "colouring" par t of 
the definition of almost Ramsey ultrafilters at limit stages. As the representation 
is very specific we postpone it for a moment and we will present this in Examples 
(see 6.4.1, 6.4.2). 

6 .3 . P r e s e r v i n g u l t r a f i l t e r s 

In this section we show when forcing notions of the type (Q^ree preserve ultra-
filters introduced in the previous part . The key property of a t ree-creat ing pair 
needed for this is formulated in the following definition. 

D E F I N I T I O N 6.3.1. Let P b e a filter on u. We say tha t a tree creating pair 
(K, E) is of the U P ( D ) t r e e - t y p e if the following condition is satisfied: 

®)UP(X>) Assume tha t 1 < m < v, p G <Q)£ree ( # , £ ) , nor[ tJ] > m + 1 for each 
v ETP, and Fo, Fi,... are fronts of Tp such tha t 

(Vn G w)(Vi/ G Fn+1)(377 G Fn)(r] < v). 

Further suppose tha t un C Fn (for n G u) are sets such tha t there is n o 
system {sv : v G T) C K with: 

(a) T C {v G Tp : (3rj G Fn)(v < rj)} is a (well founded) quasi tree with 
max(T) C un and root(T) = roo t (T p ) , 

(b) for each v ef\ 
root{sv) — v, pos(5^) = SUCCT(^) , n o r ^ ] > m and 
su G £(£J) •' TJ G Sv) for some (well founded) quasi tree Su C Tp. 

Then there is a condition q G Q^ee(K, E) such tha t 
O ) P < 9, 
(0) the set 

Zd= {neuj:unr)dcl(Tq)=®} 

is not in the ideal Vc dual to V, 
(7) ( W G Tq)(nor[tl\ > m i n { n o r [ ^ ] - m : v < rj G Tp}). 

If we may additionally demand tha t the condition q G Q0 r e e(K, E) above satisfies 

(6) root(q) = root(p) and (Vn G Z)(Fn D Tq is a front of Tq) 
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130 6. PLAYING W I T H ULTRAFILTERS 

then we say tha t (K, E) is of the s U P ( D ) t r e e - t y p e . 
If V is the filter of all co-finite subsets of UJ then we say tha t (K, E) is of the U P t r e e -
type ( s U P t r e e - t y p e , respectively) instead of UP(£>) t r e e - type (sUP(£>) t r e e - type , 
resp.). 

T H E O R E M 6.3.2. Let V be a Ramsey ultrafilter on UJ. Suppose that (K, E) is a 
finitary 2-big tree-creating pair of the UP (V) i T e e - type . Then: 

ll-Qtree(KE) u V generates an ultrafilter on UJ ". 

Consequently, \^~q^^{K^) " T> generates a Ramsey ultrafilter on UJ ". 

P R O O F . Let X be a Q t
1

r e e (X,E) -name for a subset of UJ, p0 G Q£ r e e ( i f ,E ) . 
Consider the following strategy for Player I in the game GR{V): 

in the n t h move he chooses a condition p n + i £ Q\ree(K, E) such tha t 
Pn <n Pn+i and Pn+i "" kn € X (where kn is the last point played 
so far by Player II) . Then he plays the set 

B ( p n + 1 , n + 1) d= {fc G UJ : (3q G Q^K, E ) ) ( p n + i < ^ + 1 q & q lh fc G X ) } . 

As D is Ramsey, this strategy cannot be the winning one for Player I and therefore 
there is a play (determined by ko, fci, k^,...) according to this strategy in which 
Player I looses. This means that one of the following two possibilities holds: 

C A S E A In the course of the play all sets B{pn+\,n + 1) are in the ultrafilter V 
and {ko, fci,... } G V. 
In this situation we look at the sequence (pn : n £ UJ). By 1.3.11 it has the limit 
p* = lim pn. Clearly p* lh {ko, fci,... } C X and we are done. 

C A S E B In the course of the play it occurs that for some n G UJ the set B(pn+i, n + 
1) is not in the ultrafilter. 
Take q G Q\ree(K, E ) , pn+x <l

n+l q and fronts F*, Fk of T* such tha t the condition 
q^ decides the t ru th value of "A; G X" for each rj G Fk and k G UJ and 

(Vi/ G F*)(Vry G T 9 ) ^ < n => nor[t*] > n + 3), 

(Vfc G w)(Vi/ G Ffc)(Vr? G T«)(i/ < n => nor[*«] > 2fc + n + 3) 

(possible by 2.3.7(2) and 2.3.11). Of course we may assume tha t 

(Vfc G UJ)(W G Ffc+1)(3r7 G Ffc)(7y <3 i/) 

and tha t the fronts Fk are "above" F * and F * is "above" i ^ + 1 ( g ) . Further let 

Uk = { r ] e F k \ q[T]] l r - Q t r e e ( ^ E ) fc G X } . 

Look at the set C = UJ \ B(pn+i,n + 1) G V. If fc G C then necessarily for some 
p e F* there is n o ( s , : i/ G f ) C X with: 

1. T C {i/ G Tg[pl : (377 G Ffc)(i/ < 77)} is a (well founded) quasi tree with 
max(T) C uk and root(T) = p 

2. for each v e t : 
root(su) = v, pos(s l /) = SUCCT(Z/), nor[s^] > n + 2 and 
s^ G E(£-7 : ?7 G Su) for some (well founded) quasi tree Su CTq. 
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(Otherwise we could build a condition <^+1-stronger than q (and thus than pn+i) 
and forcing that k G X, contradicting k £ B(pn+i,n + 1).) As F* is finite we have 
one p G F* for which the above holds for all k G Co for some Co € U, Co Q C. 

But now we may apply the fact that (X, E) is of the UP(P) t r e e - type (see 
6.3.1, remember the choice of F*): we get g* G Q^^K, E) such that q^ < g*, 

Z d= {keC0:ukn dcl(F<0 = 0} G V and 

nor[ tf ] > min{nor[^] - (n + 2) : v < r) G T 9 } . 

Now we easily see that in fact q* G Qiree(if, E) (by the norm requirement and the 
choice of q and F^'s) and g* lr-Qtree(KjE) Z D X = 0. 

For the "consequently" part, note that, by 3.1.1, the forcing notion Q\ree(K, E) 
is proper and uJ^-bounding. Therefore we may apply [Sh:f, Ch VI, 5.1]. This 
finishes the proof of the theorem. • 

DEFINITION 6.3.3. We say that a tree creating pair (K, E) for H is rich if: 
for every system (su : v G T) C K , n G w and u such that 

1- T C (J Yl H(ra) is a well founded quasi tree, u C max(T), 
/cGo; m<k 

2. root(s^) = i/, pos(s^) = SUCCT(^), n o r ^ ] > n + 3, 
3. there is no (s* : i/ G T*) C K such that 

F* C F, max(r*) C u, root(F*) = root(T), root(s*) = v, 
pos(s*) = SUCCT*(^), nor[s*] > n + 1, and 
s* G E ^ :r]efu) for some r , C T 

there is (s+ : v G T+) C K such that 

T+ C T, max(T+) C max(T) \ u, root(T+) = root(T), root(s+) = z/, 
pos(s+) = succT+(z/), nor[s+] > minjiiorfs^] : r\ G T} - (n + 2), 
and 5+ G E(s7/ : r? G f^) for some Tv C T. 

THEOREM 6.3.4. Ass-urae (K, E) is afinitary 2-big rich tree-creating pair of the 
sUP t r ee-type. Let V be an almost Ramsey interesting ultrafilter on (J {i} x (i-\-1). 

"~Qtree(K,E) " *D generates an interesting ultrafilter on (J {%} x (i + 1) ". 

PROOF. First note that if we show that, in \"Qiee(K^)? £> generates an ultra-
filter then the ultrafilter has to be interesting (remember that V is interesting). 

Let X be a Q\ree(K, E)-name for a subset of \J {i} x (i + 1). 

We say that a condition p G Qiree(if, E) is (X, n) -special if: 
there is a set C G V such that: 

for every i e UJ and a G [C ft {i} x (i +1)]— n there are a condition 
p' > p and a front F of Tp such that 

root(p) - root(p'), (Vi/ G Tp /)(nor[^ '] > n + 1), 

(V^GT^)(V77GF)(77<z/ =» *£ = # ) and p ' l h ^ ^ a C i 
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The condition p is n-special if it is either (X, n)-special or (a; \ X, n)-special. 
Note that the part of the definition of special conditions concerning the exis

tence of a front F (of Tp ) is purely technical and usually easy to get (once we have 
the rest): 

If the condition p is such that (W G Tp)(nor[tp] > n -f 1) and the 
values of X D {z} x (z + 1) are decided on some fronts F{ of Tp 

then if we have a condition p' >o p such that 

(\/veTp')(nor[tpJ) > n + 1) 

and p' lh a C X, then we may find one (weaker than p') which has 
this property and a front F as there. Moreover, in this situation, 
if P <o Pi and p\ is (X, n)-special then p is (X, n)-special. 

Note that if n > m and p is (X, n)-special then it is (X, m)- special. 

CLAIM 6.3.4.1. Let n <UJ. Suppose that p G Q\ree(K, £) is such that 

(Vi/ € Tp)(nor[^] > (22n + l)(n + 3)) 

and there are fronts Fi of Tp (for i G uo) with 

(Vz G w)(Vz/ G Fi)(pM decides I n { i } x ( i + 1)). 

Then p is n-special 

Proof of the claim: Let / + , / " : (J [{z} x (z + l ) ] n —> 2 be such that 

f+(v) = 1 if and only if there are q >o P and a front F of T9 such 
that q il-Qtree(KiE) z; C X and 

(Vi/GT9)(Vr/€F)(r7<i/ => t£ = *£) & (WeT q ) (nor[#] > n + 1), 

and / ~ is defined similarly replacing "X" by "a; \ X". 
As P is almost Ramsey and interesting we find j + , j ~ < 2 and a set C G T> 

such that for each i G CJ : 
if c n { i } x (2 + 1 ) ^ 0 
then \C H {z} x (z -f 1)| > 2n, / + t[C D {i} x (z + l ) ] n = j+ and 
/ - f [cn{ i}x(2 + i f = i - . 

If either j + = 1 or j ~ = 1 then plainly p is n-special. So suppose that j + = j ~ = 0 
(and we want to get a contradiction). 

Take i G LO such that \C D {i} x (z + 1)| > 2n (remember the choice of C) and 
fix z; G [C 0 {z} x (z + l ) ] 2 n . For each vi C v let 

Since (if, £) is rich we find v\ and (s+ : ^ G T + ) C K such that 

T+ C Tp, max(T+) C z / ^ , root(T+) = root(p), pos(s+) - succT+(z/), 
root(s+) = v, nor[s+] > n + 1 and 5+ G E(sr/ : 77 G tv) for some T^ C Tp. 

[How? We try successively each v\ C z;. If we fail with one, we use 6.3.3 to pass to 
a subtree with the minimum of norms dropping down by at most n + 2 and we try 
next candidate. For some v\ C v we have to succeed.] 
Now look at this vL (and suitable (s+ : 1/ G T + ) ) . Since j + = 0 we necessarily have 
\v\\ < n: if not then we may take v^ G [v\]n and then f+{v2) = 1 as witnessed 
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by the condition q s tart ing with (s+ : v G T + ) . Similarly, by j = 0, we have 
\v \ v\\ < n. Together contradiction to \v\ = 2n. Thus the claim is proved. 

Now, let p G Q\ree(K, E) . By 2.3.12 and 2.3.7(2) we find pi > p and fronts Fn 

of TPl such tha t for n £ UJ\ 
1. ( W e F n + 1 ) ( 3 7 7 £ F n ) ( 7 7 < * / ) , 
2. (\/veFn)(yrieTPi)(is<r} =* n o r ^ 1 ] > ( 2 2 n + 1 + 5)(n + 3)), 

3. (Vi/ G Fn)(p["] decides X n {n} x (n + 1)). 

Then, by 6.3.4.1, for each v G F n the condition p^ is n-special. Let 

un = {v G Fn : p^ is (X, n)-special}. 

Now we consider two cases. 

C A S E A: There are n G UJ, V G Fn such that for each m > n there is n o system 
(sv:r)ef)CK with: 

T C T P l , max(T) C ?xm, root(T) = ^, root(<s?7) = 77, pos(5r /) = SUCCT (rj), 
nor[sv] > (2 2 n + 2)(n + 3) and s^ G E ( ^ : p G fv) for some Tv C T P l . 

Since (if, E) is of the s U P t r e e - t y p e and 

{VVeTpi){v<r) =* n o r [ ^ ] > ( 2 2 n + 1 + 5 ) ( n + 3)), 

we find a condition q G Qiree(K", E) such tha t 

(<*) ^ < J <Z, 
(/?) Z d= {m > n : u m n dcl(T*) = 0} G [a;]", 
(7) (V77 G T « ) ( n o r [ ^ ] > m i n { n o r [ ^ ] i ^ p G F 1 } - (2 2 n + 2)(n + 3)), 
(6) (Vra G Z ) ( F m H T^ is a front of T 9 ) . 

Let m G Z (so then F m n T q is a front of Tq and % n ^ = 0) and let rjeFmnTq. 
By (7) and (2) above we know tha t 

(Vp G Tq)(V < p =» nor[t«] > ( 2 2 m + l ) ( m -f 3)). 

Consequently we may use 6.3.4.1 to conclude tha t q^ is m-special . It cannot be 
(X,ra) -specia l as then the condition p^ would be (X, ra)-special (compare the 
remark after the definition of special conditions) contradicting 77 ^ um. Thus g ^ 
is (CJ\X, m)-special . 

For m G Z and 77 G F m n T* fix a set C™ € V witnessing the fact tha t " qW is 
(UJ \ X, m)-special ". Let £ m = f| C ^ G P (for m G Z). 

Consider the following strategy for Player I in the game GsR(T>): 

at position number 0: 
Player I writes down to the side: mo = min Z, qo = q and he plays: Bm0. 

[Note tha t he is (trivially) sure tha t if (ZQ, ao) is an answer of Player II then he may 
find qi > 0 qo such tha t q\ lh ao C uo \ X and for some front F of gi, (Vp G F)(\/r] G 
T^)(p<V => <£ =««).] 
at position number k + 1: 
Player I looks at the last move (ik,ak) of his opponent. He chooses a condition 
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Qk+i >k Qk and a front F of Tqk+1 such tha t 

(V/9GF)(Vr7GT 9 f c + 1 ) (P<^ => t$k+1 = fy a n d qk+i ^ ak C UJ\X. 
Now he takes rrik+i G Z so large tha t rrik+i > rrik and the front Fmk+1 is "above" 
both F and F£+2(qk+i). Finally: 
Player I writes down to the side: m^+i , Qk-\-i a n d n e plays: Brnk+1. 
[After this move he is sure tha t if (zfc+i, &fc+i) is a legal answer of the second player 
then he may find a condition qk+2 >/c+i qk+i such tha t qk+2 ^ Gfc+i C. w\X and 
for some front F of T ^ + 2 , p < n => ^ f c + 2 = ^ whenever p G F, r\ E T9fc+2. Why? 
Remember the choice of Z, rrik+i, Bmk+1 and F m f e + 1 ; see 2.3.1, clearly ra/c+i > fc+1.] 

The strategy described above cannot be the winning one. Consequently there is a 
sequence ((io, ao), (^i, « i ) , • • . ) such tha t (in, an) are legitimative moves of Player II 
against the strategy and (J ak E V. But in this play, Player I constructs (on a side) 

keu 
a sequence p < q — qo <o (7i < i <Z2 <2 • • • of conditions such tha t qk lh a^ C CJ \ X . 
Take the limit condition q^ = l ima^; it forces tha t (J a^ C a i \ I , finishing the 

proof of the theorem in Case A. 

C A S E B: Not C A S E A. 

Thus for every v G F n , n G CJ we find m > n and (s^: n E T) C K such tha t : 

T C T P l , max(T) C wm , root(T) = v, root(s ry) = ry, pos(sr?) = SUCCT(^) , 
n o r [ s J > (2 2 n + 2)(n + 3) and s^ G E ( ^ : p E f^) for some 7^ C T P l . 

If (s^ : 77 G T ) , ?72 > n are as above then we will say tha t (sv : 77 G T) is (m, n)-good 
for v. For each n G a; and z/ G u n fix a set C™ E T> witnessing the fact tha t "the 
condition p^ is (X,n) - spec ia l " . Now consider the following strategy for Player I 
in the game GsR{V): 

at position number 0: 
For each v E F 0 , Player I chooses n{y) > 0 and (s^ : 77 G T^) C K which is 
(n(v), 0)-good. He builds a condition qo which star ts like these sequences. Thus q0 

is such tha t : 

(a) root(g0) = root(pi ) , 
(b) if 77 G TP1 is below the front F0 then rj E Tqo, tqo = t?1, 
(c) iirj ETU for some v E F0 then rj E Tqo, tqo = s£, 
(d) if 77 G T P l and there are v E Fo and p E max(T^) such tha t p < rj then 

77 eT*> , * * > = * * . 

Note tha t F0* d= (J max(T^) is a front of Tqo above F$(q0). 
ueF0 

Now, Player I writes down to the side: qo, F0* and he plays: 

A° = f]^C^ :veFo,ve m a x ( r , ) } . 

[Thus Player I knows tha t F0* is a front of Tqo above F^iqo), and for each v E F0* 
the condition p± = q$ is (X, l )-special and the set Ao witnesses this fact.] 

at the position number k + 1: 
Player I looks at the last move (ik,dk) of his opponent. He chooses a condition 
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6.3. PRESERVING ULTRAFILTERS 135 

Qk+i >fc Qk and a front i ^ + 1 of T9fc+1 such that qu+\ II- a^ C X, the front F£+ 1 is 
above F®+3(qk+i) and for each v G Ffc+i the condition q^+i = p\* is (X,/c + 2)-
special. How does he find qk+i and Fk+1? He has qk and F£ and he knows that 
Fj* is a front of T9fe above F®+2(qk) and for each z/ G F^, the condition gĵ  = p^ 
is (X, fc + l)-special and the set Ak (played by Player I before) witnesses this fact 
(this is our inductive hypothesis). Now, as a^ Q Ak, for each v G F£ the first 
player may choose a condition q£ >o % = Pi w m c n forces that ak C X and such 
that (Vr7 G T^) (nor [£^] > fc + 1) and for some front F+ of g+, if 77 < p G T P l , 
77 G F+ then p G F9^ , £^ = tv

p
x. We may assume that the fronts F+ are such 

that F+ C Fm+(V) for some m+(z/) > k -f 2 and F+ is above F®+3(q+). For each 
p G F+, v e F£ we may choose ra(p) > ra+(z/) and (s? : 77 G Tp) C X such that 
(s? : 7] e Tp) is (ra(p),ra+(z/))-good. Let 

n*+i = L K m a x ( r p ) : ^ 6 **)(" < p e *?)}• 
The condition ^ + i is such that: 

(a) below F£ it agrees with q^, 
(b) if v < 77 < p G F+, 1/ G F*, rj G T ^ then 77 G T^+S **fc+1 = tff, 
(c) if v < p < 77 G fp, veF*, pe F+ then 77 G T ^ 1 , ^fe+1 - sg, 
(d) if v < p < 770 < 7/!, 1/ G F*, p G F+, 7?0 G max(Tp), 771 G T?1 then 771 G T ^ 1 

and*£+1 =t%. 
Thusgfe+i >k Qk, F^ + 1 is a front of T 9 ^ 1 , and if v < p < 77 G F£+ 1 , v e F£, p e F+ 
then g |̂_1 = p^ is (X, m(p))-special, ra(p) > m+{v) > k -f 2 (so ra(p) > A; + 3). 
Now the first player writes down to the side qk+i-, F^ + 1 and he plays: 

Ak+1 = [){C?W : (3«/ € Ffc*)(p eF+ & v < p < r, e um(p))}. 

[Note that for each v G F£+ 1 , the set ^U+i witnesses that the condition q^li = Pi 
is (X,k + 2)-special; the front F^ + 1 is above F®+3(qk+i).] 

The strategy described above cannot be the winning one. Consequently, there 
is a play according to this strategy in which Player I loses. Thus we have moves 
(io, ao), (ii, a i ) , . . . of Player II (legal in this play) for which (J a^ G T>. But in the 

k£oJ 

course of the play the first player constructs conditions p\ < qo <o q\ <i #2 <2 • • • 
such that ĝ  lh 0^ C X. Then the limit condition q^ = lim g/c forces that (J a^ C 

X. This finishes the proof of the theorem. • 

DEFINITION 6.3.5. For n,k,m G u let Rn(k,m) be the smallest integer such 
that for every colouring / : [Rn(k,m)]—n —> k there is a G [Rn(k,m)]m homoge
neous for / (so this is the respective Ramsey number). 

THEOREM 6.3.6. Let T> be an almost Ramsey ultrafilter on j j {z} x (i 4- 1). 

Suppose that (K, E) is a finitary 2-big rich tree-creating pair such that 

I^Qtree(K,s) " *D generates an ultrafilter on \J {i} x (i + 1) ". 

Then If-Qtree^^) " the ultrafilter V generated by V is almost Ramsey ". 
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136 6. PLAYING W I T H ULTRAFILTERS 

P R O O F . Due to 3.1.1(1) we may apply 6.2.9 and get that 

ll~Qtree(K,E) " £> generates a semi-Ramsey ultrafilter on [j {i} x (i + 1) ". 

So, what we have to do is to show that, in vQiee(K^) ? the ultrafilter V generated by 
V has the colouring property of 6.2.5(5). Suppose that a condition p G Q^ee(K, E), 
n, L < UJ and a Q ^ i f , E)-name 99 are such that p Ih V : |J [{i} x (i + l ) ] n —> L". 

Note that if V is not interesting and it is witnessed by h G f] (i + 1) then the set 

{(z,/i(z)) : z G o;} is almost homogeneous for ip and it is in V. Consequently, we 
may assume that V is interesting. 

We say that a condition q G Q\ree(K, E) is m-beautiful (for m G UJ) if: 

there is a set C G D such that: 
for every i G UJ and a G [Cfl{i} x (i + l ) ] m there are a condition 
q' > q and a front F of T9 such that 

root(g) = root(</), (W G T9 ')(nor[t*'] > m + 1), 

g' ih "a is (^-homogeneous" and (W G T9 ') (V77 G F) (77 < 1/ => ^ = **'). 

Clearly, if g is m-beautiful and k < m then g is /c-beautiful. 
Let i?*(ra) = Rn(L,m) (see 6.3.5). 

CLAIM 6.3.6.1. Letm<uo, qe Q f ^ i ^ E ) . ^ss^me t/iat 

(Vi/ G T*)(nor[#] > ( ( ^ m ) ) + l)(m + 3)) 

and £/iere are fronts Fi of Tq (for i G UJ) such that conditions q^ (for v G Fi7 

i G UJ) decide the value of ip\[{i} x (i + l ) ] n . T/ien £/ie condition q is m-beautiful. 

Proof of the claim: Look at the following colouring / : (J [{i} x (z -f- l ) ] m —> 2: 

f(v) = 1 if and only if there are qf >o q and a front F of T9 such 
that 

q' ll-Qtree^^) uv is homogeneous for <£" and 

(Vi/ G TQ/)(VT7 G F)(T? < v => # ' = # ) & (Vi/ G T*')(nor[#'] > m + 1). 

Since P is almost Ramsey and interesting we find j < 2 and a set C G V such that 
for each i £ UJ: 

if CH{z} x (z + l ) ^ 0 
then | C n { z } x (i + l ) | >R*(m), f\[Cn{i}x (i + l ) ] m - j . 

If j = 1 then easily the condition q is m-beautiful. Thus we have to exclude the 
other possibility. So assume j = 0. Take i G UJ such that C H {i} x (i + 1) ^ 0 and 
choose v G [C D {i} x (i + l ) ]^*( m ) . For vx G [v]m put 

<4i,v = {v ^ Fi : 9 M IJ-Q^Ci^E) "^1 i s ^-homogeneous"}. 
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Note tha t , by the definition of R*(m), for each v G Fi we find v\ G [v]m such tha t 
v G uz

v v. Consequently we may apply the assumption tha t (if, X) is rich and we 
find vi G [v]m and (s+ : v G f + ) C K such tha t 

T+ C T*, max(T+) C u\^v, root (T+) = root(g), pos(s+) = succT+(z/), 
root(s+) = i/, nor[s+] > m + 1 and s+ G E ^ \r] efv) for some T„ C T 9 . 

[Exactly like in 6.3.4.1.] But with this in hands we easily conclude tha t f(v\) = 1, 
contradicting v\ G [C P\ {i} x (i -f l ) ] m and the choice of j , C. 

Choose a condition q > p such tha t for some fronts F m of Tq (for m G a;) we 
have 

1. ( V i / G F m + i ) ( 3 7 7 G F m ) ( ^ < i / ) , 
2- (Vi/ G Fm)(V77 G r^)(z/ < n => nor[**] > ( ( ^ m ) ) + l ) ( m + 3)), 
3. (Vi/ G F m ) (gM decides (pt[{m} x (m + l ) ] n ) 

(possible by 2.3.12 and 2.3.7(2)). By 6.3.6.1 we know tha t for each v G F m , m G u 
the condition q^ is m-beautiful . So for every m < LU and v G F m we may fix a set 
C™ G V witnessing "qM is m-beautiful" . 

Consider the following strategy of the first player in the game GsR{V)\ 

at position number 0: 
Player I writes down to the side qo = q, FQ = FO- He plays H i ^ S : v ^ ^o} £ 2X 

arriving at position k + 1: 
Player I has a condition q^ and a front F£ of Tqk such tha t q^ above F£ agrees with 
q. Moreover, the set played by him before witnesses tha t each qM is /c-beautiful 
(for v G F£). He looks at the last move {ik,a>k) of his opponent. For each v G F£ , 
Player I can find a condition qv >o q£ = # ^ such tha t 

(a) (V» ? eT«-) (nor[*9-]>fc + l ) , 
(b) for some fronts Fv of T9iy, qv above Fv agrees with q and 
(c) qv \\-qtree(K^uak is (^-homogeneous". 

We may think tha t for some m > ik the fronts Fv are contained in F m (for v G F£). 
Now let qk+i be such tha t 

(a) below F£ it agrees with #&, 
(/?) if 1/ < rj < p G F„, v G F£ , 77 G T«" then 77 G T ^ + S $ ° + 1 = t«", 
(7) if 1/ < p < 77 G T*", 1/ G F * , peFu then 77 G T ^ + S $ ° + 1 = **" = *«. 

Let F * + 1 - ( J ^ : v G Ffc*}. Clearly F * + 1 is a front of T^1 contained in F m , 
Qk+i >k qk and qk+i forces tha t a^ is (^-homogeneous. Now: 
Player I writes down to the side #/c+i, Fj*+1 and he plays the set 

f){C™:VeF£+1}eV. 

[Note tha t for every v G F ^ + 1 the condition q^+i — q^ is k -\- 1-beautiful and the 
set played by Player I witnesses it.] 

This strategy cannot be winning for the first player. Consequently he loses some 
play according to it. Let ((io, ao), ( i i , a i ) , . . . ) be the sequence of the respective 
moves of the second player (so | J a^ G V) and let #o> tfi? (?2> • • • be the sequence of 

k£u> 
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138 6. PLAYING W I T H ULTRAFILTERS 

conditions written down by the first player during the play. Let q^ be the limit 
condition lim q^. Then we have: 

(loo H"Qtree(K,£) (VA: G w)(ak is (^-homogeneous ). 
This finishes the proof of the theorem. • 

Let us finish this section with a theorem showing how several types of forcing 
notions built according to our scheme may preserve T-genericity in the context of 
ultrafilters. The proof of theorem 6.3.8 below resembles the proof that Blass-Shelah 
forcing notion preserves p-points (see [BsSh 242, 3.3]). 

DEFINITION 6.3.7. 1. A creating pair (if, E) is simple except omitting if it 
is omittory, |pos(/u,£)| > 1 whenever t G if, nor[t] > 0 and u G basis(£), 
and for every ( to, . . . ,£ n - i ) G PFC(if, E) and s G E(to, . . . ,£ n- i ) there is 
k <n such that s G E ( ^ f* [ ^ n ' m u P ) ) -

2. Suppose that (if, E) is an omittory creating pair, i = (tk : k < uo) G 
P C ^ i f , E) and W : UJ x ou x u& —> K is a ^-system. We say that W 
is omittory compatible if 

(a) k < £ < n < cu and s G E (^ I* [^dn>mdn)) imPly nw(s) — £ (where 
nw{s) is as in 5.3.1(lb,c)), and 

(/?) k < £ < (j, a : [m%n, m%) —> u imply 

THEOREM 6.3.8. Suppose that a creating pair (ifo,Eo) is simple except omit
ting, forgetful and monotonic. Lett € PCoc(if, E) and W be an omittory-compatible 
i-system. Assume that T C PCoo(ifo,Eo) is quasi-W-generic and generates an ul-
trafilter. 

1. If(Ko^Tio) is strongly finitary, (if, E) is afinitary, monotonic, omittory and 
omittory-big creating pair then the forcing notion Q*oc(i^, E) is T-genericity 
preserving. 

2. If (if, E) is a finitary creating pair which captures singletons then the forcing 
notion Q^00(if, E) is T-genericity preserving. 

3. If (if, E) is a finitary t-omittory tree creating pair then the forcing notion 
Qiree(if, E) is T-genericity preserving. 

PROOF. 1) We have to show that, in V Q ^ ^ ' E \ the demand 5.3.1(3b) is 
satisfied (as we know that Q*00(if, E) is proper). So suppose that fj is a Q*oc(if, E ) -
name for an element of UJ^ and p G Q*00(if, E). Since (ifo, So) is strongly finitary 
we may repeatedly use 2.2.6 and we get a condition q > p such that for each n < cu 
and v G pos(wq, £Q, . . . , ^ _ x ) the condition ( i > , ^ , ^ + 1 , . . . ) decides the value of 
W(m^n, m j j , 7)r[m^, m^,)), where t = (t0, tut2,...). Fix v G pos(i//*, tq

0,..., **_x), 
n < a; for a moment. For /c > n let vfe = v^O ti G pos(v,£^,... , £?) 

(remember that (if, E) is omittory). Note that, for each k > n, the condition 
( A ^ + 1 , t £ + 2 , . . . ) decides the value of W(m^\m%+\^\[m^\m%+1)). Thus 
we find a function 7/(v) G u;^ such that, for each £ < n, 

( « , # , # + 1 , . . . ) If- W ( n # n ) m % , r ) \ l r n l , < > ) ) = ^(m*'n,m&,r,{v)\[rr%n,m%)) 

and for each k > n the condition (vk, ^ + 1 , ^ + 2 ' • • •) f ° r c e s that 
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6.3. PRESERVING ULTRAFILTERS 139 

Since T is quasi-W-generic we find s = (sm : m < UJ) G T such that for every n < uo 
and v G pos(wq, £Q, . . . , £^_i) we have 

(V^mGcj)(smG W ( m ^ , m ^ , r / ( v ) r K - , m ^ ) ) ) 

(remember (r, ^ ) is directed countably closed). Next we choose inductively an 
increasing sequence £(0) < £(1) < £(2) < . . . < UJ such that 

if v G pos(w9,*o>--- , ^ _ i ) , m ^ p < m u p ° , n,ieuj 
then (Vm > (̂z + l ) ) (sm G ^ ( m ^ , m ^ , r / ( i ; ) f K , m ^ ) ) ) . 

For j < 4 let Y3 = \J [m^n
(4l+j),m^n

(4x+J+1)). Since T generates an ultrafilter, 

exactly one of these sets is in T>(T). Without loss of generality we may assume that 
Y2 G V(T) (otherwise start the sequence of the £(i)'s from £(1), or £(2) or £(3)). 
This means that we find s* = (s^ : m < UJ) G T such that s < s* and for sufficiently 
large m (say m > ra*), there are i = i(m) and k = A;(ra) such that 

^dn4i+2) < " # „ < m% < mT+3) and ^ € £(*fc r» K ™ , n 4 ) ) 
(remember (JFfo,£o) is simple-except-omitting and monotonic). Let x(i) G a; 
be such that rad^(l) = Tnd

e^4l+3) (for i £ UJ). NOW we define a condition q* — 

w«* = wq, t( = tq
m I* [£g{wq),m%Q)), and ^ = tq

x{x+1) f [m?P
(i),m?P

li+1)). 

Plainly, this defines a condition in Q*00(K, E) stronger than g. We claim that 

4* lh (Vm > m * ) « G ^ ( m ^ , m ^ , 7 ) r [ m ^ , m ^ ) ) ) . 

Assume not. Then we find q' > q* and m > m* such that 

q' Ih < i ^ ( m ^ , m ^ , r ) f [ m ^ , m u F ) ) ) . 

Of course we may assume that £g(wq ) > raUpm). Let fc°, &1, k2 be such that mj£ = 
m^(4i(m)+/) a n d j e t y = ^ ' ^ ^ O ^ C l e a r l y 

T - 9 * f q 4.Q +q fQ +Q + Q * 
i ( m ) . 6 ^ 0 . 6

f c l . L
k2 ^ Lk(m) . Lx(i(m)) i(m) 

mdn < m^p < mup < mu
fc

p < raup
l < raUp = raup , 

/ tq tq 

v G pos(wq,tq
),... , ^ 0 _ 1 ) (by smoothness) and u>g f[mdn°'mdn i (m))) = ^ (ky the 

definition of t?,s, remember (K,T,) is monotonic). Consequently for each k G 
[h°,x(i(m))) we have t>k < wq . Since fc° < fc(ra) < x(i(m)) we conclude that the 
condition q' forces 

" ^KrVur^rim^Vuro) = %^4(m^wf[4(mUp(m))) "• 
Since m^p0 < ms^4l{m)+1), for each i G [^(4i(m) + 2),£(4i(ra) + 3)) we have 5, G 
^(mdn> mup> (̂̂ O f Imdn' mup)) (remember that choice of the sequence of the ^(i)'s). 
Now look at the condition 5.3.1(lc). Since W is omittory-compatible we have 
nw{s*m) = k{m) G [A:2, x{i{m))) and therefore < G W(ma£, m^p1, r/(v) f [m^, mjy)). 
Hence, by 6.3.7(2/?), we easily get 

a contradiction. 
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2) Repeat the proof of 1) noting that we do not have to assume that (if0 ,£o) 
is strongly finitary as we use 2.1.12 instead of 2.2.6. (Defining vk we use fixed 
sequences un (for n G UJ) such that un G pos(w,£-Q for each u G basis(^).) 

3) Similarly (remember that (if, £) is finitary). • 

REMARK 6.3.9. In 6.3.8(3) we need the assumption that the tree creating pair 
(if, £) is finitary. The forcing notion D^ of [NeRo93], in which conditions are trees 
C uo<UJ such that each node has an extension which has all possible successors in 
the tree, adds a Cohen real (see [NeRo93, 2.1]). This forcing may be represented 
as Q\ree(K',*£') for some t-omittory (not finitary) tree creating pair ( i f ' ,£ ' ) . 

6.4. Examples 

EXAMPLE 6.4.1. Let H(ra) = 2 for m < cu. We construct a creating pair 
(^6.4.1^6.4.1) for H, t G PC00(i^6.4.1, £6.4.1) and f-systems W£ (for n,L < u) 
such that 

1. (ife.4.i, £6.4.1) is simple except omitting, finitary, forgetful, monotonic, inter
esting, condensed and generates an ultrafilter, the systems W£ are omittory-
compatible, 

2. if T C P^(£, (#6.4.i, £6.4.i)) i s quasi-W£-generic then V(T) is a filter on 
U W x (̂  + 1) such that for every colouring / : (J [{%} x (i + l ) ] n —> L 

there is a set A G T>(T) almost homogeneous for / , 
3. if T C P^( t , (if6.4.1, £6.4.1)) is ^-directed and countably closed and V(T) is 

a filter such that for every colouring / : (J [{i} x (i + l ) ] n —> L (n, L < UJ) 

there is a set A G T>{T) almost homogeneous for / then T is quasi-W^-generic 
for all n, L. 

CONSTRUCTION. A creature t G CR[H] is in if6.4.1 if f° r some non-empty 
subset at of [ ^ n ' m u p ) w e n a v e n o r M = log2(lat |) and 

valM = {(^ ,z ; )G2 m dnx2 m -P : (VnGK n ,mJ i p ) ) ( i ; (n) = l =» n G a,)}. 

We define £6.4.1 by: 
"" ™ " " ^ * W " ' l ip - "Mn if to,... , tn G if6.4.1 are such that m^ — m^1 (for £ < n) then 

£6.4.i(£o, • • • ,tn) = {s G if6.4.i : m^n = ms
dn & m ^ = ms

up & (3£ < n){as C a t J } . 

It should be clear that (if6.4.i, £6.4.1) is a finitary, forgetful, monotonic and simple 
except omitting creating pair. It is interesting as nor[£] > 0 implies \at\ > 1 
(for t G if6.4.i)- By the definition of £6.4.1, one easily shows that (if6.4.1, £6.4.1) is 
condensed and generates an ultrafilter. Moreover, (if6.4.1? £6.4.1) is strongly finitary 
modulo ~s 6 4 . i - Now, let i — (U : i < uo) G PCoo(if6.4.1, £6.4.1) be such that for 
i G u: 

i(z + l) t. (i + l)(z + 2) 
— m % = — 

2 ' u p 2 
aU = [™dn> m up) 

(so nor[ti] = log2(i + 1)). We will identify the interval [m^, m^p) with {i} x (i + 1) 
(for i G a;). Thus, if T C PJ0(f, (if6.4.1, £6.4.1)) is quasi-W-generic for some t-
system W, then we may think of V(T) as a filter on (J {i} x (i + 1). The filter 

T>(T) is interesting by 6.1.6(1). 
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Fix n, L < UJ. For each i E UJ choose a mapping 

^ : J m d n > m u P ) °J^{f : f i s a function from [ [ m ^ , m ^ ) ] n to L } . 

Next, for i < j < UJ and a : [ra^n, mUp) —> UJ define 

WL(mdn^m%^cr) = it e s 6 . 4 . i ( ^ , . . . ,£?) : if i < k < j , o f C aifc 

then at is homogeneous for ^ ( ^ [ r a ^ , m t p ) ) } 

(in all other instances we let W£(m'\m"\o~) = 0). 

C L A I M 6.4.1.1. W^ is an omittory-compatible t-system. 

Proof of the claim: The requirement 5.3.1 ( la) is immediate by the definition 
of W£. For 5.3.1(lb,c) remember the way we defined the composition operation 
£6.4.1: if s G £6.4.1 ( s o , . . . ' 5 / c ) then as C aSi for some 0 < £ < k. Finally note 
tha t if s G £6.4.1 (£fc» •• • , ̂ ) , k < £ < UJ, nor[s] > log 2 ( i2 n (L ,m)) (see 6.3.5) and 
cr : [ra^n ,ra*p) —> a; then there is £ G W^( ra^ n , r a* p , a ) such tha t t G £6.4.1(5) 
and nor[£] > log2(ra) (by the definition of Rn(L,m)). This gives the suitable for 
5.3.1 (Id) function G. Thus we have verified tha t W^ is a t-system. It should be 
clear tha t W is omit tory-compatible. 

Note tha t if V C P^(f , ( # 6 . 4 . i , £e.4.i)) is ^ -d i rec ted then V(T) is the filter 

generated by all sets A^ = [j aS n , for s = (sn : n < UJ) G V and N < UJ. 
N<n 

Therefore we easily check tha t the systems W£ (for n,L < UJ) are as required in 2, 
3 of 6.4.1, noting tha t each colouring / : (J [{i} x (z -f l ) ] n — • L corresponds via 

(i/ji : i < UJ) to some function r\ G u/^. D 

P R O P O S I T I O N 6.4.2. Assume CH. Then there exist T c P ^ t , ( # 6 . 4 . i , £ 6 . 4 . i ) ) 
which is quasi-W^-generic for all n, L < UJ and such that T>(T) is a semi-Ramsey 
ultrafilter on [j {i} x (i + 1). Consequently, V(T) is an interesting almost Ramsey 

ultrafilter on [j {i} x (i + 1). 

P R O O F . This is somewhat similar to 6.1.6(3) (and so to 5.3.4(2)), but we have 
to be more careful to ensure tha t T>(T) is semi-Ramsey. For this, as a basic step 
of the inductive construction of T, we use the following observation. 

C L A I M 6.4.2.1. Suppose that s G P ^ ( J , (#6.4.1, £6.4.1)), n,L < UJ, n e UJ^ 
and ip : UJ —> [ | J {?'} x (i + 1) ]^ . Then there exists s* = (s^ : m < UJ) G 

P ^ ( t , (#6.4.1, £6.4.1)) such that s < s* and 

1. (V°°m)(s*m G ^ K ^ < ? ^ r K ^ , m ^ ) ) ) , 
2. (Vra G u ) ( | a s * J < ra + 1), 

3. if i*m<uj (for m G UJ) are such that a s ^ C { i ^ } x (z^ + 1) = [m^™, raUpT) 
then 

either (3k G w)(Vm G u;)(as*i n <p(fc) = 0) or (Vra G u;)(a s^ 1 C ^ ( O ) . 

Proof of the claim: Let s = ( s m : m < UJ) and let zm be such tha t aSm C 
{^m} x (̂ m + 1) (remember f < s, see the definition of (#6.4.1, £6.4.i))- We know 
tha t lim \as \ = 00, so we may choose rao < rai < 1712 < . . . < CJ such tha t 

m—>oo m 
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142 6. PLAYING W I T H ULTRAFILTERS 

(Vfc G uj)(\aSrn | > Rn(L,k)) (see 6.3.5). Choose bk G [aSrn ] homogeneous for the 

colouring of [{̂ ™fc} x (̂ mfc 4- l ) ] n (with values in L) coded by rj\[m^™k ,mUpmfc). 

Next choose A;(0) < fc(l) < . . . < UJ and Q G [6fc(̂ )] ~̂  (f°r ^ < ^) such that 

either (3fc G a>)(W G O;)(Q ft <p(fc) = 0) or (Vm G U;)(Q+I C <p(imfcW)). 

Let 5Q G i^6.4.i be such that ms
d°n = m^°n, rriu0

p = mup
fe(0), as* = Co and let 

4 + 1 G AT6.4.i (for £ e UJ) be such that m^n
+1 = mupfc(£), mjp+1 = mlpfc( '+1) and 

as* = Q+i. Easily, the sequence s* = (s^ : n < UJ) is as required. 

Assume CH. Using 6.4.2.1, we may construct a sequence (sa : a < uj\) C 
P^( t , (if6.4.i, Se.4.i)) such that 

(a) a < P < uji =$> s a ^ s/3, 
(/?) for each n, L < uo we have 

(Vr? e a/")(3a < Wl)(V°°m)(SQ,m e ^ ( m ^ - . m ^ . ™ , r , \ [ m s £ m , m $ < " ) ) ) , 

(7) for each function <p : a; —• [ (J {z} x (i + 1)]^ there is a < uj\ such that 

if aSarn C {za,m} x (za>m + 1) (for m G a;) then 

either (3fc G w)(Vm G cj)(aSa m n <p(fc) = 0) or (Vm G u) (a S a m + 1 C </?(ia,m)). 

Like in 6.2.7 and 5.3.4(2) we check that T — {sa : a < uj\} is quasi-W£-generic for 
all n, L < a; and T>(T) is a semi-Ramsey ultrafilter o n ( J { 2 } x ( z + l) . D 

i Go; 

CONCLUSION 6.4.3. Assume CH. Let (-#6.4.1, £6.4.1), ^ ^ T be given by 6.4.1, 
and let T C P^(f, (^6.4.1, £6.4.1)) be quasi-W£-generic for all n,L < UJ such that 
P ( r ) is a semi-Ramsey ultrafilter on (J {i} x (i -f 1) (see 6.4.2). Suppose that <5 

is a limit ordinal and (P a , Qa : a < 6) is a countable support iteration of proper 
LO^-bounding forcing notions such that for each a < 6: 

lhpQ
 4T generates an interesting almost Ramsey ultrafilter". 

Then H-pg 'T generates an interesting almost Ramsey ultrafilter". 

P R O O F . By 6.4.1(3) we have 

lhpa 'T is quasi-W^-generic for all n,L < u;" 

(for each a < 6). Hence, by 6.1.7, we get 

lhp6 'T is quasi-W£-generic for each n,L < UJ and generates an ultrafilter". 

As ¥6 is ^ - b o u n d i n g (by [Sh:f, Ch VI, 2.3, 2.8]) we may apply 6.2.9 to conclude 
that 

lhp6
 UV(T) is a semi-Ramsey ultrafilter". 

Consequently, by 6.4.1(2), we have 

H-p6
 UV(T) is an interesting almost Ramsey ultrafilter". 

• 
EXAMPLE 6.4.4. Let ip G UJ^ be such that (Vrc G uj){^{n) > (n + l)2) . 

We build a tree creating pair (KQAA, ^6.4.4) which is: finitary, 2-big, rich (see 6.3.3) 
and of the sUP(P) t r e e- type (see 6.3.1) for every Ramsey ultrafilter T> on UJ. 
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6.4. EXAMPLES 143 

CONSTRUCTION. Let H(n) = [il>(ri)]n + ^. 
For v G n H(m) (n G a;) and 4̂ C (J {m} x ^(m) we will write A -< v if 

m<n m<u 

(Vm < n)(Vfc < t/j(ra))((m, A;) G A =» fc G i/(m)). 

Now we define (KQAA, Eg 4 4 ) . A tree-like creature t G TCRrJH] is in K$AA if: 
1. val[£] is finite and 
2. nor[£] = log2(min{|,4|: A C |J {m} x ^(m) & (W G pos(t))(A ^ z/)}). 

By the definition, KQAA is finitary. The tree composition Eg 4 4 is generated simi
larly to E t s u m of 4.2.6 but with norms as above. Thus, if (tu :uef)C K$AA is a 
system of tree-creatures such that T is a well founded quasi tree, root(tu) = v, and 
rng(val[tI/]) = SUCCT(^) (for v G T) then we define S*(t„ : v G T) as the unique 
creature t* in K$AA with rng(val[t*]) = max(T), dom(val[£*]) = {root(T)} and 
dis[t*] = (dis[tu] wet). Now we let 

^6.4 .4^ :vef) = {te KtAA : val[*] C val[S*(^ : 1/ G f)]}. 

Clearly, Eg 4 4 is a tree-composition on K$AA. Note that if t G KQAA then we may 
identify elements of Eg4A(t) with subsets of pos(t): for each non-empty u C pos(t), 
£u is the unique creature in KQAA with pos(£n) = u and root(tw) = root(t). More 
general, if p G Q j p e ( ^ 4 . 4 , ^.4.4)? F is a front of Tp , u C. F then there is a unique 
creature t(p,u) G K$AA such that 

pos(£(p, tz)) = it, root(£(p, w))= root(p) and t(p,u) G E g 4 4 ( ^ : (3nGF)(z/ < 77)). 

CLAIM 6.4.4.1. nor[5*(^ :u ef)}> min{nor[^] \v ef}. 

Proof of the claim: Suppose that m < 2min{nor^:»ef\ but there is a set A C 
\J {k} x ip(k) (where no = £g(root(T))) such that \A\ — m and A -fi v for each 

k>no 
v G max(T). Now we build inductively a bad v G max(T): since m < 2nor^root(T)l 
we find I/Q G pos(troot(T)) s u c n that A -< z/0. Next we look at A1 = An (J {&;} x 

fc>^(^o) 

ip(k). Since m < 2nortt^ol we find u± G pos(t^0) such that A1 < v\. Continuing in 
this fashion, after finitely many steps, we get v^ G max(T) such that A < z/̂ , a 
contradiction. 

CLAIM 6.4.4.2. (KI^J^AA) ™ 2 - % . 

Proof of the claim: Let t G K$AA, nor[t] > 0 and let pos(t) = UQ U U\. Take sets 
Ao,A\C {J {m} x ip(m) (where no = £g(root(t))) such that for i = 0,1: 

m>no 

(Vz/ G ̂ ) (A , ^ v) and log 2 ( |^ | ) = nor[tUi]. 

Look at A = Ao U ^4i. Clearly (W G pos(£))(.A ^ z/). Hence, for some i < 2: 

nor[t] < log2(|A|) < log 2 ( |^ | ) + 1 = nor[tUi] + 1. 

CLAIM 6.4.4.3. {Kl4A,^AA) is rich. 

Proof of the claim: Suppose that (su : v G T) C KQAA, n e OJ and u are such that 
1- T C (J J | H(m) is a well founded quasi tree, u C max(T), 

feGw m<k 
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144 6. PLAYING WITH ULTRAFILTERS 

2. root(sjy) = i/, pos(s^) = SUCCT(^), nor[s^] > n -f 3, 
3. there is no system (s* : z/ G T*) C i ^ 4 4 such that 

T* C r , max(T*) C u, root(T*) = root(T), pos(s*) = succT*(u) 
root(s*) = i/, nor[5*] > n -f 1, and 
K € E^.4.4(^ • T? € f^) for some Tv C T. 

Let £ = 5*(sz/ : 1/ G f). By 6.4.4.1 we have nor[t] > n + 3 (remember 2. above). 
But now, considering tu (defined as before) we note that necessarily nor [ f ] < 
n + 1 < nor[t] — 1. Let v = pos(£) \ w. By the bigness (see 6.4.4.3) we have 
nor[£v] > nor[t] — 1, finishing the claim (remember 6.4.4.1). 

CLAIM 6.4.4.4. Let V be a Ramsey ultrafilter on uo. Then ( i f g 4 4 , E g 4 4 ) is of 
the sUP(£>)tree-type. 

Proof of the claim: Assume that 1 < m < uo, p G Q^{KQAA, Eg 4 4 ) , nor[££] > ra-fl 
for each v £ Tp and F0 , F\,... are fronts of Tp such that 

(Vn G o;)(Vi/ G Fn + 1)(3n G Fn)(rj < 1/). 

Further suppose that i/,n C F n are such that there is no system (su : v G T) with 

pos(>S*(5„ : i / e f ) ) a n , root(T) = root(Tp), and n o r ^ ] > m. 

In particular, this means that nor[£(p, wn)] < m for each n £ uo (t(p,un) is as 
defined earlier). Thus, for each n G CJ, we find a set 

^ C (J {k} x ^(fc) 
fc>^(root(p)) 

such that 

K | = 2 m and ( V i / e w n ) ( A n ^ ^ ) . 
Now we use the assumption that V is Ramsey: we find sets Zo e V and A* C 
|J {i} x -0(i) such that 

(Vn0,ni G Z0)(n0 < n i => Ano H An i = A*). 

[How? Just consider the colouring / of [uo] such that f(no,rii) codes the trace 
of Ano on Ani (for no < ni , in the canonical enumerations of An 's) and take an 
/-homogeneous set.] Now choose Z C ZQ, Z e V such that if no < ni , no,ni G Z 
then 

min{i : (Ani \ A*) n {i} x -0(0 + 0} > max{^(i/) : 1/ G F n J . 

[How? Consider the following strategy for Player I in the game GR(D): 
at stage k + 1 of the game he looks at the last move i^ of the second player and he 
chooses TV such that if n > TV, n G Z$ then 

(An \ A*) H | J {{*} x ^(i) : i < max{^(i/) : v G Fifc}} = 0. 

Now he plays Z0 f! (iV, CJ). This strategy cannot be the winning one.] Using the set 
Z we build the suitable condition q G Q0 r e e(i^4.4 , ^6.4.4)* ^ w ^ ^ e constructed 
in such a way that p <J #, T9 C {root(^)} U (J F^ and each F^ D T9 will be a 

front of Tq (for £ G Z). Let 4 = minZ and vio = {̂  G i^0 : Aio -< v}. By 
the choice of AtQ we know that V£0 f) t^0 = 0. Let ^ootf \ — t(p,V£0). Note that 
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6.4. EXAMPLES 145 

2 n o r [ t ( p , ^ 0 ) ] jr2m > 2 nor [ t (p ,F € ( ) ) ] ? a n d h e n c e ? a g nor[*(p, i^ ) ] > 771+ 1 (see 6.4.4.1), 

we have 

nor[t(p,V£0)] > nor[t(p,Ft0)] — m > min{nor[££] : root(p) < v G Tp} — m. 

We put tq
voots x = t(p,V£0). Suppose that we have defined Tq up to the level of Ft, 

teZ (thus we know Tq r\F£ already). Let r] eTqC\F£ and let t! = min(Z\ (£+1)). 
By the first step of the construction we know that A* ~< rj. By the choice of Z we 
have that 

(Ae,\A*)n (J {z}x^(i) = 0. 
i<*9(v) 

We take vv^ = {y G Fg< : 77 < 1/ & A^ -< z/}. As before, t ^ ' fl ŵ / = 0 and 

nor [*(p w , iv / ) ] > nor[ t (p^,F £ o n T p N ) ] - m > min{nor[*£] : 77 < 1/ G Tp} - m 

(remember 6.4.4.1). 
Now we easily check that the condition g constructed above is as required by 

6.3.1 to show that (K$AA, E^ 4 4) is of the sUP(P) t r e e - type. • 

One easily checks that the forcing notion Q\ree(K$AA, Eg_4_4) is non-trivial 
(i.e. KQ 4 4 contains enough tree like creatures with arbitrarily large norms). Let us 
show another property of the tree creating pair {KQAA, Eg 4 4 ) . 

PROPOSITION 6.4.5. Let (KQAA, E^ A A ) be the tree creating pair of 6.44- Then: 

1. IK,t™, , (Vm G u)(W(m) G [ip(m)]m + X) and 
2. i/fe zs a partial function, dom(n) G [a;]^ and (Vm G dom(/i))(/i(m) < ip(m)) 

then 

lr-Qtree(K^ ^ ) (3°°ra G dom(/i))(ft(ra) G W"(m)) 

(where W is the generic real added by Q\ree(KQA_4, Eg'_4A), see 1.1.13). 

PROOF. 1) Should be clear. 
2) Let p G Qiree(Xg 4 4 ,Eg 44) and let h be as in the assumptions. We may 
assume that (VT? G Tp)(nor[t^] > 5). Let ra0 = min (dom(ft) \ £#(root(p))). Take 
a front F of T p such that (V77 G F)(£g(rj) > m0) and look at the set w = {77 G F : 
h(mo) G 77(7710)}. Plainly, nor[t(p, u)] > nor[t(p, F)] — 1 > 4. Let q be a condition 
in Q t r e ( i ^ 4 , ^ 4 . 4 ) s u c h t h a t root(<2) = root(p), T* C T*, ^ o o t ( g ) = *(p,u) and 
if 77 G ix, 77 < v G T p then 1/ G T9 , ££ = t£. Clearly g > p and g Ih /i(ra0) G W{m0). 
Now we may easily finish. D 

CONCLUSION 6.4.6. The following is consistent with ZFC: 
1. there is an almost Ramsey interesting ultrafilter on (J {i} x (i + 1) which 

is generated by Hi elements (so m.2 = A = Hi, see the introduction to this 
chapter) and 

2. mi = H2, and even more: for each function I/J G uo10 and a family T of Hi 
partial infinite functions h : dom(/i) —> a; such that 

(Vm G dom(ft))(ft(m) < ^(m)) 
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146 6. PLAYING W I T H ULTRAFILTERS 

there is W G H [^(rn)]m + 1 such that 
mGcu 

(Vfc G ^)(3°°m G dom(h)){h(m) G W(m)). 

PROOF. Start with V \= CH. By 6.4.2 we have an interesting almost Ram
sey ultrafilter V = T>(T) on (J {i} x (i + 1) generated by a quasi generic T C 

PJ0(t, (i^6.4.1,^6.4.1)) as there. Build a countable support iteration (P a ,Qa • ot < 
U2) and a list (ipa : a < UJ2) such that for each a < 0*2: 

1. ipa is a PQ-name for a function in UJU such that (Vn G o;)(^a(n) > (n+ l)2) , 
2. Q a is the P a-name for the forcing notion Q\Tee{K$m%A, ^6AA)I 

3. (ifip : (3 < LU2) lists with ^-repeti t ions all (canonical) PW2-names for func
tions ^ e / such that (Vn G o;)(^(n) > (n + l)2) . 

We claim that if G C PW2 is a generic filter over V, then, in V[G], the two sentences 
of the conclusion hold true. Why? One can inductively show that for each a < u '̂-

lhpQ
 4T generates an almost Ramsey interesting ultrafilter on M{&} x (i + 1)" 

i Go; 

(at successor stages use 6.3.4, 6.3.6 and 6.4.4; at limit stages use 6.4.3). Hence, in 
V[G], the ultrafilter T>(T) witnesses the first property. For the second assertion use 
6.4.5. • 
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CHAPTER 7 

Friends and relatives of P P 

In this chapter we answer a question of Balcerzak and Plewik, showing that the 
cardinal number KBP (see 7.1.1) may be smaller than the continuum (7.5.3) and 
that it may be larger than the dominating number (7.5.2). As this cardinal turns 
out to be bounded by a cardinal number related to the strong PP-property, we 
take this opportunity to have a look at several properties close to the PP-property. 

7.1. Balcerzak—Plewik number 

For an ideal J of subsets of 2^ it is natural to ask if it has the following 
property (P) : 
(P)j every perfect subset of 2U contains a perfect set from J. 

The property (P) has numerous consequences and applications (see e.g. Balcerzak 
[Ba91], some related results and references may be found in Balcerzak Roslanowski 
[BaRo95]) and it is usually easy to decide if (P)j holds. However, that was not 
clear for some of Mycielski's ideals M*2 JC-

Suppose that JC C [oof0 is a non-empty family such that 
(©) (\/x eJC){3X0,x1 eJC)(x0,x1 ex & x0r\X1 = H}). 

Let M*2 JC consist of these sets A C 2^ that 

(VX G JC)(3f : X —+ 2)(Vp € A)(-,f C g). 

It is easy to check that M2JC ls a ^"ideal of subsets of 210. These ideals are relatives 
of the ideals from Mycielski [My69] and were studied e.g. in Cichoh Roslanowski 
Steprans W§glorz [CRSW93] and [Ro94]. If the family JC is countable than easily 
the ideal M2 K determined by it has the property (P) . D§bski, Kleszcz and Plewik 
[DKP92] showed that the ideal Ml ]UJ does not satisfy (P) . Then Balcerzak and 
Plewik defined the following cardinal number ^ B P (see Balcerzak Plewik [BaP196]). 

DEFINITION 7.1.1. The Balcerzak-Plewik number KBP is the minimal size of a 
family JC C [UJ]1^ such that 

for some perfect set Q C 2U', for every perfect subset P of Q there is 
X G JC such that 

P\X d^ {fe2X: (3g G P)(f C g)} = 2X'. 

[Note that KBP is the minimal size of JC C [UJ]U satisfying (®) for which the ideal 
M% JC does not have the property (P).] 

They proved that D < KBP and asked if 
• it is consistent that Z^BP < c, 
• it is consistent that d < KBP-

147 
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148 7. FRIENDS AND RELATIVES OF P P 

A full answer to these questions will be given in the final part of this chapter. Now 
we want to give an upper bound to AVBP-

D E F I N I T I O N 7.1.2. Let X be the space of all sequences w = (wi : i G B) such 
tha t B G [u]" and (Vi G B)(w% G [oof). We define a relation RsPF C ^ x A ' b y 

(77, w) G RsPP if and only if ? / e / , w G A ' , and (Vi G dom(iD))(77(z) G W;). 

Note tha t the space X carries a natural Polish topology (inherited from the 
product space of all w = (wi : i < LU) such tha t for each i G a;, either u^ = 0 or 
| i ^ | = z). The relation RsPP describes the strong PP-p rope r ty of [Sh:f, Ch VI, 
2.12E]: a proper forcing notion P has the strong PP-p rope r ty if and only if it has 
the ii! s P P-localization property (see 0.2.2). 

T H E O R E M 7.1.3. ACBP < d(RsPP). 

P R O O F . Construct inductively a perfect tree T C 2 < C J and an increasing se
quence 0 = &o < fci < &2 < • • • < OJ such tha t for every i £ LU: 

(a) (Vi/ G T f l 2ki) (37/o,77i G T n 2fe*+i)(i/ < 770 & ^ < 771 & r/0 ^771), 
(/?) for each colouring f : T C\ 2^{ —> 2 there is n G [/ĉ , ki+i) such tha t 

( V ^ m 2 ^ ) W n ) = / ( r / f e ) ) . 
The construction is straightforward. It is not difficult to check tha t if P C [T] is a 
perfect set then there is X G [uj\u such tha t P\X = 2X (or see [ D K P 9 2 ] ) . 

Let D CX be such tha t \D\ = d(RsPP) and 

(V77 G ^ ) ( 3 t D G D)((ri,w) G i f P P ) . 

Let iV be an elementary submodel of H{x) such tha t D,T, (ki : i < cu) e N, D C N 
and |iV| = \D\. We are going to show tha t 

for each perfect set P C [T] there i s l G i V n [LJ]U such tha t P\X = 2X 

(what will finish the proof of the theorem). To this end suppose tha t T* C T is 
a perfect tree. Since N D LU10 is a dominating family (as the strong PP-p rope r ty 
implies UJ03-bounding) we may choose an increasing sequence (n^ : i < LO) G NDUJ^ 
such tha t 

(Vi G w)(\/v G f n 2kni)(\{rj G f f l 2fcn*+i : 1/ < T/}| > 2(i + 1)). 

As we may encode (in a canonical way) subsets of 2n as integers, we may use the 
choice of D and N and find a sequence (wi : i G B) £ N such tha t for each i £ B: 

(i) 0 < \wi\ <i, 
(h) oeti), =* a c r n 2 k ^ , 
(hi) r* n2fc^ ew, 

By shrinking each u>i if necessary, we may additionally demand tha t \a\ > 2-min(i3) 
for each a G wm[n(B) and if i < j bo th are from B, a G Wj then 

(iv) for each v G a the set {77 G a : v\kni — rj\kni} has at least 2j elements 

(remember the choice of the n^'s). Now, working in iV, we inductively build a perfect 

tree T + C T. First for each a G ^min(B) w e choose TJao^Vai ^ a s u c n tha t there 

are no repetitions in (77^ : a G ^min(JB)5 £ < 2) (possible as |wmin(B)l < min(B) 

and |a| > 2 • mm(B) for a G wmin(£))- We declare tha t 

T + O 2
fc"min(B) = { ^ • a G ^ m i n ( ^ ) 5 ^ < 2 } . 
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Suppose that we have defined T+ H 2^n*, i G B and j = mm(B \(i + 1)). For each 
v G T+ H 2kni and a G Wj we choose ^ ,o^a , i G r n 2 j s u c n t n a t 

1. there are no repetitions in {r]a,o,Va,i '• a ^ wj)i 
2. if a G Wj is such that (3rj G a)(*/ < 77) then rja,oiVa,i ^ a-

Again, the choice is possible by (iv). We declare that 

T + H 2knJ = {rfai : i / G T + n 2fcn*, aEWj, £< 2}. 

This fully describes the construction (in TV) of the tree T+ C T. Next, working 
still in AT, we choose integers rrij G [knj, knj+i) such that for each j G B: 

(+) z/ v G T+ n 2fc"*, i G J5 is such that j = min(£ \ (i + 1)) (or 1/ = () and 
j = min(jB)) and a G Wj and 77^ < 77 G T n 2 ^ + 1 *Aen rj(mj) = ^ 

(possible by (/?) of the choice of the tree T and the first demand of the choice of 
the < / s ) . Let X = {rrij : j G B} G [a;]**' n iV. Suppose / : X —• 2. By clause (iii) 

def h 

we know that for each j e B, bj — T* fi 2 nJ G Wj. Consequently we may build 
inductively an infinite branch 77 G [T*] such that ri\kn . , m = 77L ^ \ a n d 

J / L J /I "min(B) ' O m i n ( B ) , J ( ^ m i n ( B ) ) 

for each i G B, if j = min(JB \ (z + 1)), Vi = ryf/cni then 77fA:nj = 77̂  f(m.y It follows 
from ( + ) that / C rj. " ' D 

REMARK 7.1.4. Note that a sequence (wi : i £ B), where wi G [o;]z, may 
be interpreted as a sequence (vi : i G B), where \vi\ = i and members of vi 
are functions from the interval p ^ ' , ^+ Ka+ )) to uo. Consequently, considering 
suitable diagonals, we may use Bartoszyhski-Miller's characterization of non(AI) 
(see [BaJu95, 2.4.7]) and show that non(A4) < d(RsPP). As clearly d < d(RsPP) 
we conclude that cof(M) < d(RsPP) (by [BaJu95, 2.2.11]). On the other hand, 
it follows from Bartoszyhski's characterization of cof(AT) (see [BaJu95, 2.3.9]) 
that d(RsPP) < cof (A/") (just note that the Sacks property implies the strong P P -
property) . 

7.2. An iterable friend of the strong PP—property 

The PP-property is preserved in countably support iterations of proper forcing 
notions (see [Sh:f, Ch VI, 2.12]). However, it is not clear if the strong PP-property 
is preserved. Here, we introduce a property stronger then the strong PP which is 
preserved in countable support iterations. 

DEFINITION 7.2.1. Let V be a filter on a;, x G a/^ be a non-decreasing function 
and let T — (J7, <j?) be a partial order on T C uH. 

1. The filter V is weakly non-reducible if it is non-principal and for every par
tition (Xn : n < UJ) of cj into finite sets there exists a set Y G [uof0 such that 

U xnev. 
n€uj\Y 

If above we allow partitions into sets from the dual ideal Vc then we say 
that T> is non-reducible. 

2. The partial order T is PP-ok if it is dense, has no maximal and minimal 
elements, each member of T is non-decreasing, the identity function belongs 
to T and 
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150 7. FRIENDS AND RELATIVES OF P P 

(0) if fto, hi G T, ho <jr hi then (Vn G o;)(l < fto(n) < fti(n)) and 
lim ,1)n\ = oc and there is ft G .T7 such that 

( V » n 6 w ) ( A ( n ) < ^ ) . 
ZioW 

3. We say that a proper forcing notion P has the (D,x) -strong PP-property if 
Ihp " for every 77 G u;^ there are B G P f) V and (t^ : i £ B) £V such that 

(Vz G £ ) ( | ^ | <x ( i ) & 77(f) Git; ,)". 

4. A proper forcing notion P has the (V, f) -strong PP-property if it has the 
(£>, x)-strong PP-property for every x G T. 

REMARK 7.2.2. 1. Each non-principal ultrafilter on UJ is non-reducible. 
Clearly non-reducible filters are weakly non-reducible. 

2. One can easily construct a countable partial order f which is PP-ok and 
such that x G T for any pregiven non-decreasing unbounded function x G 

THEOREM 7.2.3. Suppose that V is a non-principal p-filter on uo (see 6.2.1(2)) 
and f — {T, <T) is a PP-ok partial order. Then: 

1. every proper forcing notion which has the (V, F)-strong PP-property has 
the strong PP-property, 

2. the (T>,F) -strong PP-property is preserved in countable support iterations 
of proper forcing notions. 

PROOF. 1) Should be clear. 
2) We will apply [Sh:f, Ch VI, 1.13A], so we will follow the terminology of [Sh:f, 
Ch VI, §1]. However, we will not quote the conditions which we have to check, as 
that was done in the proof of 5.2.9 (and the proof here is parallel to the one there). 
We will present the proof in a slightly more complicated way than needed, but later 
we will be able to refer to it in a bounded context (in 7.3.6). Moreover, in this way 
the analogy to 5.2.9 will be more clear. 

For each m > 1 we fix a function ipm : UJ ^-S [UJ]—m and for h G T we define 
i/jhiu" —> I ] H < W by ^h(v)(n) = iph(n)(r](n)). Further, for ft*, ft G T, B G V 

n£uj 

and w = (wi : i G B) such that ft* <jr ft and (Vi G B){wi G [ou]-^)) we put 

T^M* = {v G UJ<UJ : (Vi G B n % ) ) ( ^ W M i ) ) C w%)}. 

Each Tw,h* is a perfect subtree of UJ<UJ. Now we define: 
• Dvj is W(Ni)v , 
• for x,T e Dv jr we say that x R^j: T if and only if 

x = (ft*, ft) and T = T ^ * for some ft*, ft G T and w = (wi : i G B) G Dv ^ 
such that ft*<^ft, £ G D , and (\/i e B)(wl e [uj]^h^), 

• for (ft*, ft), (ft**, ft') G dom{Rv F) we say that (ft*, ft) <v f (ft**, ft') if and 
only if ft* = ft** <T ft <jr ft'. 

CLAIM 7.2,3.1. 1. {PVS^V.T) ^S a wea<k covering model in V. 
2. In any generic extension V* o / V m which {Dv <p, Rv<p) covers, a forcing 

notion P is {Dv j : , Rv <p) -preserving if and only if it has the (V, F) -strong 
PP-property. 

[Compare 5.2.9.1, 5.2.9.2.] 
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7.2. AN ITERABLE FRIEND OF THE STRONG PP PROPERTY 151 

Proof of the claim: 1) Check. 
2) Suppose tha t {DVjr,Rvjr) covers in V* and P G V* is a forcing notion with 
the (£>, . f )-strong PP-proper ty . Let (h*,h) G dom(RD^) and rj G ̂  H (V*) p . 
Choose ho, hi G T such tha t ho <F h\ and (\/°°n G uj)(hi(n) < h}?\) (possible by 
7.2.1(2)). Take w* = « : i e F ) e V * such tha t B* G £> fl V and 

(Vz G J B * ) « G M ^ f t o ^ ) & T?(Z) G vol). 

Let 77* G ^ f l V * be such tha t ^ M i ) ( * 7 * ( 0 ) = < (for z G £ * ) . Since [DvS,RvS) 
covers in V* and {ho, hi) G dom(D-pjr) , we find w = (wi : z G J3) G DVfr such 
tha t 77* G l i m ( T ^ 0 ) and (Vz G £ ) ( t ^ G [u]^ f t i (*)) . Let B+ = B f l F E D f l V , 
w+ = | J ij)h*^){k) for i e B+. Note tha t for sufficiently large z G £ + 

K + | < \wi\ - h*(i) < fti(i) • /i*(z) < /i(z) 

and we may assume tha t this holds for all i G B+. Letting u?+ = (w^~ : z G B + ) we 
will have (/z*, /z) Rv f T^+ h* and r\ G lim(T^+ ^*), and hence (Dv <p, Rv fr) covers 
i n ( V * ) p . 

The converse implication is even simpler. 

C L A I M 7.2.3.2. (Dv:p,Rv:p, <x>,jr) is a fine covering model 
[Compare 5.2.9.3.] 

Proof of the claim: Immediately by the definition of (Dv <p, Rv <p, <v,f") o n e s e e s 

tha t the demands ( a ) , (/?)(i)-(iii) of [Sh:f, Ch VI, 1.2(1)] are satisfied. To verify 
the condition (/?)(iv) of [Sh:f, Ch VI, 1.2(1)] suppose tha t (h*, h) <Vf (ft*, ft') and 
(ft*, ft) Rv^T^M,w£ = (wf :ie B£),B£ G V (for I = 1,2). Take n G LU such tha t 
(Vra > n)(2-ft(ra) < ti{m)) (possible by 7.2.1(2)) and let B = B1nB2n[n,Lj) G V. 
Pu t u^ = w\ Uwf for i e B and look at the tree T ^ * . Clearly (ft*, ft') R^^ T^^* 
and Tw±,h* U ^ 2 , / i * ^ ^ , / i * (so more than needed). 

Checking clauses (7) and (6) of [Sh:f, Ch VI, 1.2(1)] we restrict ourselves to 
the stronger condition (6). So suppose tha t V* is a generic extension (via a proper 
forcing notion) of V such tha t V* |= " ( D p ^ , RV<T) covers". 
(a) Assume tha t x , x + , x n G dom( i? x > ^) , Tn G Dv <p are such tha t for n G o> 

x n <X>,JF ^n+1 ^V.F x ^V,? X a n ( * ^™ ^V»,T -*n-

Let x = (ft*, ft), x n = (ft*, ftn), x + = (ft*, ft+) (so ft* <jr ftn <jr ftn+i <T ft+ <jr ft) 
and let wn = {w™ : i G Bn) G D ^ be such tha t T n = T^n.h* (so £ n G V fl V 
and |u?f| < hn(i)). Look at the sequence (I?n : n G a;) C P fl V . It does not 
have to belong to V , but it may be covered by a countable set from V (as V* is a 
proper forcing extension of V ) . Hence, as V is a p-filter, we find a set B G V such 
tha t (Vn G u)(\B \ Bn\ < UJ). Take ftg ,ftf G T such tha t ftg <? h~[ and (V°°n G 
cj)(ftj~(n) < 7-w^y) (remember ((g)) of 7.2.1(2)) and choose an increasing sequence 

ra0 < m i < ?7i2 < . . . < UJ such tha t (Vz > m 0 ) ( ^ ( i ) < ^ r ^ y ) , B \ B0 C mo and 
for n G CJ: 

B\Bmn C m n + i and (Vz > m n + i ) ( ( n + 2) • femn(i) < h+(i)). 

Let 77 Gcj^f lV* be such tha t if i G , B n [ m n , m n + i ) t h e n ^ + ^ ( r y ( z ) ) = ^2°U | J w™\ 
k<n 

and let //* G CJ^ fl V* be such tha t t/;ho ^(rj*(i)) = {rj(i)} for each z G a;. Since 
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152 7. FRIENDS AND RELATIVES OF PP 

( D p / , Rv,r) covers in V* we find T^_ h- G Dv ^ such tha t 77* G lim(T^_ ^ - ) and 

(h,Q ,h±) RT>,F T^_ h~. Let B* = B n dom(w~) \ m 0 G P . By the choice of 77, 

T^_ > h - and ftj" we find w* = « : i G B*) G D p , ^ such tha t |w*| < h±{i)-h+(i) < 

h(i) and w® U IJ IO™* C w* whenever z G 5 * D [ m n , m n + i ) , n G a;. Clearly 
fc<n 

Tw*,h* G £>£>,ĵ  and (h*,h) Rv p T^* ^*. Pu t W = {m 0 , m i , m 2 , . . . } and suppose 
tha t / ) G ^ n V * i s such tha t for every n Go;, p f m n + i G | J Tm/e U T0 . If i G 5 * , 

k<n 
mn < i < m n + i then, by the assumptions on p, i[jh*(l\p(i)) C w® U \J w™k C it;*. 

Hence p G lim(T^*,/l*) (remember B* C [mo,a;)). 
(b ) Assume tha t x = (/i*, h) G dom(i2p,^) , yn,V ^ ^ a r e such tha t 77 fn = ?7nfn 
for n G a;. Take h! ^ T such tha t /i* <jr /V <jr /i and choose an increasing sequence 
0 = mo < m i < m2 < . . . < uo such tha t for each n G to 

(Vm > m n + i ) ( ( n 4- 2) • h*(m) < ti{m)). 

Let 77* G CJ^ (in V*) be such tha t 

if m G [mn , m n + i ) , n G co>, 0 < k < n + 1 
then ^ ^ * ( m ) ( ^ m f c M ) C ^ , ( m ) ( ^ * M ) 

(remember the choice of the m n ' s ) . Since {DV^,RV^) covers in V* we find 
w = (wi : i G B) such tha t (/&', ft) Rv ^ Tw,h' ( s o in particular B £ D and 
l^il < h(i)) and 77* G l im(T^^/ ) . But now look at the tree T^/i* • Clearly it satisfies 
(ft*, ft) R-DF Tyj^h*- Moreover, one can inductively show tha t r]mri+1 G lim(T lD^*) 
for each n G UJ. [Why? Plainly for each m G B we have 7/^ ^ ( r | m i ( m ) ) C 

w m , so 77mi G l i m ( Z ^ * ) . Looking at rjmn+1, n > 0, note 
tha t r / m n + 1 f m n = 77mn | r a n and for each m > m n we have 7/^*(m)(r7mTi+1(m)) C 
iph ^m^(77*(m)).] Thus Tyj^h* is as required, finishing the proof of the claim. 

Finally, due to 7.2.3.1, 7.2.3.2 we may apply [Sh:f, Ch VI, 1.13A] to conclude 
the theorem. • 

T H E O R E M 7.2.4. Let V be a weakly non-reducible filter on uo, x G u/^ be an 
unbounded non-decreasing function. 

1. If (if, E) is a finitary t-omittory tree-creating pair then the forcing notion 
Q\ree(K,E) has the (V,x)-strong PP-property. 

2. If (K, E) is a finitary creating pair which captures singletons then the forcing 
notion Q^^K, E) has the (V, x) -strong PP-property. 

P R O O F . 1) Suppose tha t 77 is a Qi r e e(if , E ) -name for an element of u/^, 
p G Q\ree(K, E) . Choose a condition q > p and fronts Fn of Tq such tha t for each 
n G LO 

1. if v G Fn then the condition q^ decides the value of 77(77,), 
2. ( V i / € F n ) ( n o r [ * 9 ] > n + l ) , 
3. (Vi/ € F n + i ) ( 3 i / € F „ ) ( i / < 1/) 

(possible by 2.3.7(2), 2.3.5). Next choose an increasing sequence 0 = no < n\ < 
n-2 < . . . < u> such tha t for each k G u> 

\{J{posW) : v e Fnk}\ < x(nk+1). 
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7.3. BOUNDED RELATIVES O F P P 153 

Since D is weakly non-reducible we find Y G [ujf0 such that B = [J [n^, n/c+i) G 
keu\Y 

V. Now construct inductively a condition q* > q such that root(g*) = root(g) and 
(a) T^ C {root(g)} U |J{pos(#) : ^ G Fnfc & k G F } , 
(b) if v G T9* then pos(^*) C pos(^*) and nor[tf} > nor[^*] - 1 for some 

^ * £ U ^nfc. 

It should be clear that one can build such q* (remember (K, £) is t-omittory). Note 
that if fco, ki eY,ko< k\ and (&o, &i) C o;\ Y then for each n G (nfe0, n^J we have 

|dcl(:K) n F n | = |dcl(T^)nFn f c o + 1 | < | ( J{pos(#) : "ZFnk0}\ < x(nko+1) < x{n). 

For n G £ let wn = {m G uo : (3z/ G Fnndcl(Tg*))(gM Ih rj(n) = ra)}. By the above 
remark we have \wn\ < x(n) (for n G B) and clearly g* Ih (Vn G B){rj(n) G wn)« 

2) Similar. D 

7.3. Bounded relatives of P P 

In the following definition we introduce relations which determine localization 
properties (see 0.2.2(2)) close to the PP-property when restricted to functions from 
Y[ f{n). Not surprisingly they include (the relation responsible for) the (f,g)-

bounding property too. 

DEFINITION 7.3.1. Let / , g G LO^ be non-decreasing functions such that (Vn G 
LU)(0 < g(n) < f{n)). Define: 

1- S/,*= U[f(n)]^n\ Slg = Sf,gx [<*]<*, 

2- Rlg>R),g ^ n / ( " ) x Sf,g are given by 

n R"r A if and only if 
V ^ ft f(n)i A = (An:neuj) e Sf,g and (3°°n G ^)(n(n) G An), 

rj Fti A if and only if 
*? £ f l / W , A = (An:neou) E Sf,g and (V°°n G u){rj(n) G An), 

3. a relation R*j C fj /(ra) x {} / (n) is defined by 

770 R} m i f and only if 770,771 G [ ] / ( n ) a n d ( 3 °° n e v)(r)0(n) = r?i(n)), 

4. a relation R*j*g C J] / (n) x S*fg is such that 

r] R*f*g {A, K) if and only if 
V e U f(n), A = (An:n£Lu) e Sf,g, K = {k0,kuk2,...} € H w (the 

nGcj 
increasing enumeration) and (Vra G a;) (Bra G [fcm, fcm+i))(77(71) G An). 

REMARK 7.3.2. 1. The spaces Sf,g, S£^ and f] /(ra) carry natural (prod-

uct) Polish topologies. 
2. The relation RX corresponds to the (/, #)-bounding property, of course. 

The cardinal number d(RVf g) is the c(f,g) of [GoSh 448] (see there for 
various ZFC dependencies between the cardinals determined by different 
functions as well as for consistency results). 
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154 7. FRIENDS AND RELATIVES OF PP 

3. Note that the relation RV* (or actually the corresponding localization prop
erty) is really very close to the PP-property. The cardinal numbers Q(R*f) 
and fc(i2J*p) appear naturally in [BRSh 616]. 

4. There are other natural variants of relations introduced in 7.3.1. We will deal 
with them (and the corresponding cardinal invariants) in the continuation 
of this paper. 

Below we list some obvious relations between the localization properties intro
duced in 7.3.1 and the corresponding cardinal numbers. 

PROPOSITION 7.3.3. Let f,g,h G UJ^ be non-decreasing functions such that 
0 < g(n) < f(n) for each n G UJ. Then: 

1. The Fti -localization implies the R^ -localization and fl(i?l q) < t)(i?^ ). 
2. Suppose that for some increasing sequence rao < m\ < ni2 < . . . < UJ we 

have 

(Vn G uj)(g(n) < m n + 1 - mn & f(n) > J J fe(fc)). 
ke[mn,mn + i) 

Then the R"j -localization implies the R^-localization and U(i?£) < ^(-R/ g)-
3. The R*r-localization implies the R^g localization and D(R^ ) < D(Rf). 
4. The R^ -localization plus UJ10-bounding imply the RV -localization. The 

RV -localization implies the R^ -localization. Hence D(i?i ) < d(R*/ ) < 
max{D,D(ii^)}. 

5. If g is unbounded then the strong PP-property implies the R^ -localization, 
andd(R3

fg) <D{RsPP). 
6. Assume ground model reals are not meager. Then the extension has the 

R*r-localization property and thus ^(R%) < non(.M). 
7. The RV -localization implies that there is no Cohen real over the ground 

model, and thus cov(M) < Q(R*f* ) . 

For getting the RX -localization (i.e. (/, g)-bounding property) for forcing no
tions built according to our schema see 5.1. Let us note that the other properties 
appear naturally too. 

PROPOSITION 7.3.4. Let / , g G UJ^ . Suppose that P is a forcing notion one of 
the following type 

• Qg^jftT, £) for a finitary creating pair (K, E) which is either growing and 
big or omittory and omittory-big, 

• Qwoo(^> ^) for a finitary creating pair which captures singletons, 
• Qoree(if, E) for a finitary t-omittory tree-creating pair (K, E). 

Then P has the R*y -localization property. 
P R O O F . It should be clear, so we will sketch the proof for the first case only. Let 

fj be a Q*00(K, E)-name for a function in Yi f(n) and let p G Q*DO(i;C, E). Using 

2.2.3 or 2.2.6 construct a condition q G Q*oc(i;f, E), an enumeration {uk '• k G UJ) of 
|J pos(wq, ^Q, . . . , tq

l_1) and a sequence (rrik : k < UJ) such that 
n£u; 

1- P <o Q, mo < mi < ... < UJ, 
2. ifiik G pos(wq,tl,... ,tq

1_1) then the condition {uk,tq
l,tq

n+l,...) decides the 
value of r}(rrik). 
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Plainly the construction is possible and easily it finishes the proof. • 

It may be not clear how one can preserve (in countable support iterations) 
the localization properties introduced in 7.3.1. To deal with the R^ -localization 
property we may adopt the approach of 7.2.3. It slightly changes the meaning of 
this notion but the change is not serious and makes dealing with compositions much 
easier. 

DEFINITION 7.3.5. Let ho,hi,f G uo^ be non-decreasing unbounded functions, 
D b e a filter on UJ and f = {T, <F) be a partial order on T C JJ f(n)- We say 

n£uj 

that a proper forcing notion P: 
1. has the V-R^ ho h -localization property if 

lhP " for every n G U [f(n)]^h°(n) there a r e B G D f l V and (wi : i G B) G V 

such that (Vz G B)(\wt\ < h^i) & r](i) C Wi) 1\ 

2. has the (V, T) -i?i -localization property if it has the V-R^ h h -localization 
property for every ho, hi G T such that ho <T h\. 

PROPOSITION 7.3.6. Suppose that V is a non-principal p-filter on UJ, f G UJU 

is non-decreasing unbounded and f = [T", <jr) is a PP-ok partial order on T C 
n f(n) (see 7.2.1(2), except that it does not have to contain the identity function). 

Let (PcnQa • & < 8) be a countable support iteration such that for each a < S 

'hpQ '" Qa is a proper forcing notion which has 
the {V, F)-R^f-localization property77. 

Then the forcing notion Fa has the {V, f) -i?i -localization property. 

PROOF. Repeat the proof of 7.2.3 making suitable adjustments to the fact that 
we are "below the function / " . No real changes are required. • 

REMARK 7.3.7. Note that with no serious changes we may formulate and prove 
a variant of 7.3.6 which would be an exact reformulation of 5.2.9 for the current 
context. 

PROPOSITION 7.3.8. Let / , ho,h\ G u/^ be non-decreasing unbounded functions 
such that (Vn G u)( l < ho(n) < h\(n) < f(n)) and lim h

1)n\ — oo. Assume V 
is a non-reducible p-filter on UJ. Suppose that (K, E) is a finitary, omittory and 
omittory-big creating pair. Then the forcing notion Q^^K, E) has the V-R^ HQ h -
localization property. 

PROOF. Like 7.2.4 plus 7.3.4. • 

REMARK 7.3.9. Note that if x{n) < | ^ j for n G UJ then the (£>, x)-strong 
PP-property implies the V-Rjtho-hl-localization property. Consequently we may 
use 7.2.4 to get the conclusion of 7.3.8 for the two types of forcing notions specified 
in 7.2.4. 
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156 7. FRIENDS AND RELATIVES OF P P 

7.4. W e a k l y non-reduc ib le p-filters in i t erat ions 

One could get an impression tha t 7.2.3, 7.3.6 together with 7.2.4 and 7.3.8 are 
everything we need: the properties involved are iterable and we may get them for 
various forcing notions. However, to be able to make a real use of 7.2.4 or 7.3.8 
we have to know tha t if we start with a weakly non-reducible p-filter and then we 
iterate suitable forcing notions, the filter remains weakly non-reducible. One could 
start with a p-point and consider forcing notions which are p-point preserving only. 
However this is much too restrictive: we may iterate forcing notions mentioned in 
7.2.4 and 7.3.8 and the iterations will preserve the fact tha t the filter is weakly 
non-reducible. The first step in proving this is the following observation. 

P R O P O S I T I O N 7.4.1. Suppose that T> is a weakly non-reducible filter on uo. Let 
P be an almost UJ^ -bounding forcing notion. Then 

Ihp " (The filer generated by) V is weakly non-reducible ". 

[Note that this covers uJ^ -bounding forcing notions.] 

P R O O F . Suppose tha t (Xn : n G UJ) is a P -name for a parti t ion of u into finite 
sets. Let / be a P -name for a function in J^ such tha t 

lhP " (Vn G uj)(3m G uj)(Xm C [nj(n))) ". 

Suppose p G P. Since P is almost o/^-bounding we find an increasing function 
g G UJ10 such tha t 

(VA G [vf>)(3q > p)(q lhP " (3°°n G A)(f(n) < g(n)) " ) . 

Let 0 = no < ni < n2 < . . . < LO be such tha t g(rik) < ^fc+i- As the filter V is 

weakly non-reducible, we find Y € M w such tha t Z = \J [nk,nk+i) G V. Let 
keu\Y 

A = {nk : k GY}. By the choice of the function g, there is a condition q > p such 
tha t 

g l l - P " ( 3 0 0 n G A ) ( / ( n ) < ^ ( n ) ) " . 

Now look at the choice of / - necessarily 

g lh P " ( 3 ° ° m G a ; ) ( X m n Z = 0 ) " , 

which is enough to conclude the proposition. • 

Note tha t 7.4.1 captures almost all forcing notions mentioned in 7.2.4, 7.3.8. 
So what is needed more is tha t UT) is weakly non-reducible" is preserved at limit 
stages of countable support iterations of proper forcing notions. This is done like 
preserving unbounded families (i.e. by [Sh:f, Ch VI, §3]). 

T H E O R E M 7.4.2. Let V be a weakly non-reducible p-filter on uo. Suppose that 
(PcoQa : a < 8) is a countable support iteration of proper forcing notions such that 
8 is limit and for each a < 8 

\\-fa " (The filter generated by) V is weakly non-reducible ". 

Then W^6 " (The filter generated by) V is weakly non-reducible ". 
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PROOF. We will use [Sh:f, Ch VI, 3.13] and thus we will follow the notation 
there. Let F C uJ^ be the family of all increasing enumerations of elements of 
V (i.e. F = {fix : X £ V}, see 4.4.4). Let R be (a definition of) the following 
two-place relation on uo^ \ 

g R f if and only if (g, f G cu^ and) 
(3°°fc)([n2,ng+1) n rng( / ) = 0), where n9

0 = 0, n9
k+1 = n9

k+g(k) + 1 for k G u. 
As V is weakly non-reducible, the family F is i?-bounding (i.e. (Vg G u)u)(3f G 
F)fo/J/)). 

CLAIM 7.4.2.1. (F,i?) is S-nice (see [Sh:f, Ch VI, 3.2]; /iere 5 C [F]" is 
arbitrary). 

Proof of the claim: We have to show that for each N G S there is g G F such that 
for each mo G a; (the no of [Sh:f, Ch VI, 3.2.3(/?)] is irrelevant here) the second 
player has an absolute winning strategy in the following game. 

At the stage k of the game, Player I chooses /*. G UJ10 and gk £ F d N 
such that /fc fm^+i = ft fra^+i for all 0 < ^ < fc and fk R gu- Then 
Player II answers playing an integer m^+i > m^. 
Player II wins the game if ( (J /& fra^) i? g. 

But this is easy: let g G F be such that rng(#) C* rng(/) for all / G F fl AT 
(remember P is a p-filter). Then 

/*#<?* implies (3°°e G o;)([n{fc , n ^ ) fl rng(^) = 0). 

Thus, at stage fc of the game, the second player may choose rrik+i > rrik such that 
[n{h,n{Xi) Hrng(^) = 0 for some I G (mk,mk+i). 

As we iterate proper forcing notions, countable subsets of F from V P Q can be 
covered by countable subsets of F from V. By our assumptions, F is .R-bounding 
in each V P Q (for a < 6) and it is nice there (like in the claim above). Consequently 
we may apply [Sh:f, Ch VI, 3.13(3)] and we conclude that 

lh n " F i s ^-bounding ". 

But this is exactly what we need. • 

7.5. Examples 

EXAMPLE 7.5.1. Let P C 2W be a perfect set. We construct a finitary function 
H p , an Hp-fast function fp:oJxcu —> UJ and a 2-big trivially meagering simple 
creating pair (KP

51^P
51) for H p with the (weak) Halving Property such that 

"~Q* {Kp ,s^ ) " there is a perfect set Q C P such that 

(VKG [u;}UJnV)(Q\K^2K)\ 

CONSTRUCTION. The creating pair ( i T f 5 1 , S ^ 5 1 ) will be constructed in a way 
slightly similar to (X24 12? ^2 4 12)- For positive integers i ,m let #2(2, m) be the 

1—r 0 

minimal integer k such that for every function <p : J | [fc]z —> 2 there are sets 
Ki 

ao , . . . ,di-i G [k]m such that </?f[ao] x . . . x [a;_i]^ is constant. [Thus this is the 
Ramsey number for polarized partition relations; R\{2,m) is essentially #2(2, ra) 
of 6.3.5.1 
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Define inductively Z\{k) for keco by Z|(0)=i%(2,4), Zl
2(k+1) =^(2,2-Zj(fc)) , 

and for a finite set X let 

ffi(X) d= min{/c G a; : \X\ < Zj(fc)}. 

Let T C 2 < w be a perfect tree such that P = [T], Now construct inductively 
functions H p = H and fp — f and an increasing sequence n = (rti : i G a;) such 
that 

(i) /(0,*) = f + 1, f(k + M ) = 2 * H W + I . (/(fc,^) + ^ H M + 2) (compare 
1.1.12), 

(ii) no = 0, 77,i+i is the first such that for every v G T D 2Ui 

H2l({7]eTn2n^1 :u<rj}) >2f{hl\ 

(iii) H(i) is the family of all non-empty subsets of T fl 2n i+x . 
It should be clear that the clauses (i)-(iii) uniquely determine H, / and n. 

Call a sequence uG [ ] H(i) acceptable if for each io < i\ < m 

|u(0)| = 2, u(i0) = { ^ K + i : V e u(ii)}, and 
(Vi/ G u(io))(|{*7 € u(i0 + 1) : ^ < 7?}| = 2). 

Note that if W G J"! H(m) is such that each W \m is acceptable then the sequence 

W determines a perfect tree 

Tw def { u e T : ( 3 m e ^ ( ^ G w{m))[y <rj)}CT 

with the property that \TW n 2n*| = 2* and each node from T ^ D 2n* has a 
ramification below rii+i. 

A creature t G CR[H] is in Kf51 if m^p = m^n + 1 = i + 1 and 
• dis[t] = (m^n, (-B* : i/ G T fl 2rii),rt), where r* is a non-negative real and 

£* C {77 e T H 2n*+i : z/ < 77} (for all 1/ G T n 2n*; remember i = ra^J, 
• val[t] = {(u,v) G n H(fc) x Yl H(fc) : n < ?J both are acceptable and 

k<mK k<mt, 
an — an 

if r? G7j(m^n) then 77 G B * r n J , 
• nor[t] = max{0, mm{H^(Bl) : v G T fl 2n*} - r*}. 

The operation ££5#1 is defined by 
S&s.iW = {̂  € ^ 5 . ! : m*n = mSn & (Vi/ 6 T n 2n*)(B* C £«) & r s > r«}. 

It should be clear that (K^5 1? H^5 x) is a simple finitary creating pair and the 
forcing notion Qj(K^51,T,^5A) is not trivial. 

To check that (KF.s.i^f.s.i) IS 2-big suppose that t G K^51, nor[t] > I, u € 
basis(t) and c : pos(u,t) —> 2 (note that basis(£) = dom(val[£]) and pos(u,t) = 
{7; G rng(val[t]) : u < v}). Then u is acceptable and, if £g(u) > 0, |w(^(?t) — 1)| = 
2£s(u\ Let i = £g(u) = m^n. Let k = mm{H2i{Bt) : u e u(i - 1)}. By the 
definition of the norm of t we know that k > nor[t] -f- r* > 1, so necessarily k > 2. 
Note that under natural interpretation Yl [Bi] — P°s(^, t), so we may restrict 

u£u{i— 1) 
our colouring c to this set and use the definition of H2i (and the choice of k). Thus 
we find sets B* C B\, (for v G w(i — 1)) such that 

( V i / € w ( i - l ) ) ( | S * | = 2-Z|1(Jfe-2)) and cf( J J £*) is constant. 
v€iu(i — l) 
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Note that H2i{B*) > k - 1 > nor[t] - 1 + rl > rf. Let s G Kf51 be a creature 
determined by 

ms
dn = m^n, rs = r\ Bs

u = £* if ^ G w(i - 1), and ££ = £* otherwise. 

Clearly s G E£5#1(£), nor[s] > nor[£] — 1 and cfpos(7i, s) is constant. 
Plainly (Kf5 l5 S^ 5 x) is trivially meagering, as if x, y G X then 

ffi(X\{x,j/})>ffi(X)-l. 

Let half : KjbA —> Kf51 be such that if nor[t] > 2 then 

dis(half(t)) = (m^n, (B* : v G T, ^( i / ) = nm*a>, r* + ^nor[t]>, 

and half(t) = £ otherwise. Exactly like in 2.4.12 one checks that the function half 
witnesses the fact that (K^5 l5 S^5A) has the (weak) Halving Property. 

To show the last assertion of 7.5.1 we prove that 

" " Q J C ^ . s f . ^ ) " (VA- G [ < n V ) ( [ T ^ ^ 2K) ", 

where VF is the name for the generic real (see 1.1.13) and Tw is the tree defined 
before. To this end suppose that p G Qj(K^ 5 l5 E^ 5 x) and K G [UJ]U. We may 

assume that £g{wp) = j 0 > 0 and (Vz G w)(nor[^] > fp(0,rrqn) > 2). Choose 
j i G u; such that Wn^^n^) fl i^| > 2J0 and fix one-to-one mapping 

k : wp(jo - 1) —> [njo, nh) n if : v i-> fc(i/) 

(remember that wp is acceptable, so |wp(j0 - 1)1 = 2J° and wp( j0 - 1) Q Tn2 n Jo ) . 
Fix v G wp(jo — 1) for a moment. Let i(y) = i < j \ — jo be such that 

k(v) G [n j0+i, n J O + i+ i ) . For each 77 G TC\2nJQ+i such that ^ <3 77 choose Cj0+i(ri) G 2 
such that the set J5^ = {p G £7/ : p(k(u)) = cj0+i{v)} has at least ||<Br/ | elements 

tp 

(so then H2J0+i(B^) > H2jo+i(Br]
i) — 1). \i r\ — v then we finish the procedure. 

Otherwise, for each p G TD2n-?o+*-i such that ^ < p we choose Cj0+i_i(p) G 2 such 
H f tp tp 

that the set Bv
p = {77 G i^ 1 - 1 : Cj0+^_i(p) = Cj0+i(r/)} has at least \\Bp~1 | elements 

tp_ (and so H2J0+i-i {Bu
p) > H2j0+i-i (Bp

% 1) — 1). Continuing this procedure downward 
till we arrive to v we determine sets (B^ : v < 77 G T D 2nJ, j 0 < j < jo + i{y)) a n d 
Cj0(v) G 2 such that 

( a ) , if v < 77 G T n 2n^', jo < j < jo + * » 
then B^ C S^-J'° and ff2i(^) > H2J(B^-J0) - 1, 

(/?)i/ if ^ < r/ G T H 2^1 is such that (Vj G [j0, jo + i{u))){rf\nj+1 G B ^ . ) 
then ri(k(u)) = cjo(u). 

For each i < j \ — jo choose a creature Si G D^5 x(tp) such that rSi = r^ and 
for every 77 G T 0 2n^o+i 

if i(77fnJO) < z then B^' = B^nj°, otherwise B** = Brf. 
Clearly nor[5i] > nor[tP] — 1 and thus q = (wp, s 0 , . . . , Sj1-j0-i,tP

i_jo,...) is a 
condition in Q*fP(Kf3 l5 H^5>x) stronger than p. Let cr : K D [^jo^ji) —> 2 be 
such that a(k(i/)) — 1 — cj0(z/) for each 1/ G wp(jo — 1). Note that 

Z i G p O s ( ^ P , 5 0 , . . . , 5 ^ - J O - I ) ^ (V77 G Z/(jl - l ) ) ( 7 7 f ( K n [72^,77^) 7 ^ ^ ) ) , 

what finishes the proof. • 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470
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CONCLUSION 7.5.2. It is consistent that ^Bp = non(M) = d(RsPP) = c = H2 
and d = Hx. 

P R O O F . Start with a model for CH and build inductively (with a suitable 
bookkeeping) a countable support iteration ( P a , Q a : a < 002) and a sequence 
(Pa : a < U2) such that 

(a) {Pa : a < LO2) lists with ^-repeti t ions all FUJ2-names for perfect subsets of 
2U] each P a is a P a-name, 

(P) Qa is a P a-name for the forcing notion Q*Pa (K^ 1,^a
51). 

By 2.2.12 and 3.1.2 we know that each Qa is a (name for) proper o/^-bounding 
forcing notion and hence Ih^ "D = Hi". By 3.2.8(2) we easily conclude that Ihp^ 
unon(M) — H2" and finally we note that by the last property of Q% (Kf51, E£5-1) 
stated in 7.5.1, and by the choice of (Pa : a < c^), we have If-p̂  "KBP = H2". To 
finish remember 7.1.3. • 

CONCLUSION 7.5.3. It is consistent that ^Bp = Q(RsPP) = Hi and non(jV) = 
c = H2. 

P R O O F . Force over a model of CH with countable support iteration, LU2 in 
length, of forcing notions Q^oo0^5.4.3, £5.4.3)-

By 7.2.4(2) we know that the forcing notion Q^oo (^5.4-3» ^5.4.3) n a s the (^> x ) ' 
strong PP-property for any weakly non-reducible filter D o n w and an unbounded 
non-decreasing x G J^. Consequently, if (in V) we take a p-point V and a P P -
ok partial order T then the iteration will have the (D,.F)-strong PP-property, so 
in particular the strong PP-property (by 7.2.3; remember that by 7.4.1+7.4.2 the 
filter generated by T> in the intermediate universes is weakly non-reducible). Hence, 
in the resulting model we have d(RsPP) = Hi and thus /^BP = Hi (by 7.1.3). Finally, 
it follows from 5.4.4 that in this model non(jV) = c = H2. 

Note that one can use the forcing notion Qi ree (^5.4.5, £5.4.5) of 5.4.5 as well. • 

Let us recall the following notions from [Sh 326]. 

DEFINITION 7.5.4. Let T c uJ^ and g G u^. 

1. We say that the family T is g-closed if 

(V/ € f)(3f+J* € ^)(V°°n € w)(/(n)s(") < /*(„) & T ] (/(m) + 1) < /+(«)) . 

2. We say that a proper forcing notion P has the (.F, g)-bounding property if 
it has the (f,g£)-bounding property for each e > 0 and / G f . 

These notions are important when we want to iterate (/, g)-bounding forcing 
notions: if T is a ^-closed family then each countable support iteration of proper 
(T, g)-bounding forcing notions is (J7, g)-bounding (see [Sh 326, A2.5], compare 
to 5.2.9). 

PROPOSITION 7.5.5. Suppose that T C J^ is a g-closed family and if G UJ10 is 
an increasing function. Let g^ — g o <p and let T^ — {/ o cp : / G J-}. Then J7^ is 
g^p -closed. 

PROOF. Check. D 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:470



7.5. EXAMPLES 161 

CONCLUSION 7.5.6. Let g(ri) = nn for n G cu and let T C J^ be a countable 
g-closed family. Suppose that F G a;60' is an increasing function which dominates 
all elements of T (i.e. (V/ G ^)(V°°n G w)(/(n) < F(n))) and let H = H F , / = / F 

(and ipn) be as defined in 2.4.6 for F. Next, let foEJ7 and (m^ : k e UJ) C cu 
and /i G u;^ be such that mo = 0, m^+i = m^ + ^ H ( ^ ) V ? H ^ \ ^ is non-decreasing 
and /i(rafc+i) < /O(<£H(&)) (for k £ oo). Assume that FU2 is the countable support 
iteration of the forcing notions Q* (-K2.4.65 £2.4.6)- Then 

ll"P„2 " HR*H) = H2 & 0 = *{R%) = *(RlOVH.govJ = Hi ". 

P R O O F . We know that Jr
ipu = {f o <^H : / ' G J7} is g^-closed, where 

5W — 9 ° ^ H - By 5.4.6 and the choice of g, F we have that the forcing no
tion Qj(i^2.4.6, £2.4.6) is proper, J^-bounding, (JF^H,#^H)-bounding and so is the 
iteration. Hence, for each f± G T, lhF^ "D( i? / l O V H W H ) = d = Hi". Next note 
that for the function h defined in the assumptions and for sufficiently large k we 
have 

H h(n) < h{mk+ly»^ < ((/„ o <pH)(k))*»W < (/o ° Vn)(k), 

where f$ G ̂  is such that (V°°n G u;)(/0(n)s (n) < /0*(n))- U s e 7.3.3(2) to conclude 
that Ihp^ ud(R^) — Hi". Finally, note that if W is the name for the generic real 
then 

»-Q>(*2.4.s,Ea.4.e) (Vx € T ] H(n) n V)(V°°n e u , ) ( W » 7̂  *(n)) 

and therefore !hPw2
 uc)(i^) = H2". • 

CONCLUSION 7.5.7. It is consistent that non(M) = t) = H2 and COV(JM) = 
b = Hi = $(i?i ) for every non-decreasing unbounded g G CJ^ and any / G CJ^ 
such that lim ^ l = oc . 

PROOF. Start with a model of CH and iterate o;2 times with countable sup
port the Blass-Shelah forcing notion Qsoc (-̂ 2.4.5? £2.4.5)- By 4.4.1 we immediately 
conclude that the iteration forces "non(Ai) = c) = H2 & h = Hi". As each 
function in uo^ appears in an intermediate model we may restrict our attention to 
/ , g G oo^ fl V. By 7.3.8 and 7.3.6 we conclude that the iteration has the Rj -
localization property (just build a suitable PP-ok partial order T and take any 
p-point V G V; by 7.4.2, 7.4.1 and 4.4.1 we know that V generates a non-reducible 
p-filter in the intermediate universes). Hence we get that in the resulting model 
cov{M)=d{R3

fg) = X1. • 

EXAMPLE 7.5.8. We construct a finitary 2-big tree-creating pair (K7.5.8, £7.5.8) 
of the NMP- type (see 3.2.3(2)) such that the forcing notion Qfee(if7.5.8, £7.5.8) 
does not have the strong PP-property. 

CONSTRUCTION. This example is similar to that of 6.4.4 (what is not surprising 
if you notice some kind of duality between mi and d(RsPP)). 

Let H(n) = nn. Let A be the family of all pairs (n, x) such that x G [H(n)]n . 
For v G n H(fc), m0 < m and A C A we will write v -<^o A if 

k<m 

(3(n,x) G A)(mo < n < ra & v(n) G x). 
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Now we define (#7.5.8, £7.5.8). A tree-like creature t G TCR^fH] is taken to be in 
#7.5.8 i^ 

• val[t] is finite, and 
• nor[t] = log2(min{|A| :AQA & (Vi/ € rng(val[t]))(i/ -<Jp(r/) A)}). 

The tree composition £7.5.8 is defined like in 6.4.4: if {tv : v G T) C #7.5.8 is 
a system such tha t T is a well founded quasi tree, root(t^) = 1/, and rng(val[tzy]) = 
SUCCT(^) (for v G T) then we define S^{tu : 1/ G T) as the unique creature £* in #7.5.8 
with rng(val[t*]) = max(T) , dom(val[t*]) = {root(T)} and dis[t*] = (dis[£^] : v G 
T). Next we put 

£7.5.8 (U :vef) = {te #7.5.8 : val[*] C val[S*(t„ : 1/ G T)]}. 

It should be clear tha t (#7.5.8, £7.5.8) is a finitary tree-creating pair and the forcing 
notion Qi r e e(#7.5.8, £7.5.8) is non-trivial. 

C L A I M 7.5.8.1. (#7.5.8, £7.5.3) is 2-big. 

Proof of the claim: Let t G #7.5.8? nor[t] > 0 and suppose tha t pos(t) — u^U u\. 
Let S£ G £7.5.8 (t) be such tha t pos(s^) = U£ (for £ = 0,1). Take A^ C A such tha t 

\Ae\ = 2 n o r ^ ] and (Vi/ G pos(s£))(i/ < 0 A*), 

where m 0 = ^ ( roo t ( s£ ) ) = ^ ( r o o t ( t ) ) . Clearly (W G pos(£))(i/ -<^o A0 U Ai) and 
thus 

nor[t] < log2(|^40 | + |^4i|) < 1 + max{nor [ s 0 ] ,nor [ s 1 ]} . 

C L A I M 7.5.8.2. (#7.5.8, £7.5.8) is of the NMP-type (see 3.2.3(2)). 

Proof of the claim: Suppose tha t (tv : rj G T) G Q0 ree(#7.5.8, £7.5.8) is such tha t 
(V77 G T ) ( n o r [ ^ ] > 1) and F 0 , F i , F 2 , . . . are fronts of T such tha t 

Clearly these fronts are finite (as (#7.5.8, £7.5.8) is finitary). Further suppose tha t 
g : (J Fi —> (J Fi+\ is such tha t z/ < g(^) G F ; + i for 1/ G i^. 

Let r — m i n { 2 n o r ^ : rj G T } . Choose increasing sequences (rik : A: < r r + r ) , 
{ikijk : k < rr + r) such tha t for each A: < rr + r: 

(i) ik < jk < ik+i and if k G [r, r + r r ) then j f c = ifc + 1, 
(ii) if A; < r, 1/ G #;fc then \{p G FJfc : 1/ < p}\ > r , 

(hi) nk < mm{£g(u) : u e Flk} < m a x { ^ ( ^ ) : v e Fjk} < n f c + i . 

Choose a mapping TT : FJ-r_1 — • rr such tha t 

(*)0 if v < 7/o € F ^ , 1/ < 771 G F ^ , , v e FJk, k <r 
then7r(rjo)(k) =7r(rn){k), 

(*)i for each z/ G F i f e , k < r and ^ < r there is 77 G # / r _ 1 such tha t v <\ r] and 
7r(r?)(/c) = 1 

(It is easy to define such a mapping if you remember clause (ii) above.) Let 7r* : 
rr —> rr be the isomorphism of rr equipped with the lexicographical order and 
rr with the natural order of integers. Take a t ree-creature s G £7.5.8{tv : (3v G 
Fjrr+r_1)(rj <3 v)) such tha t 

rng(val[s]) = {1/ G Fjrr+r_1 : if ^ fm 0 G F 7 r _ 1 , m 0 G uo and A; = 7r*(7r(z/fmo)) 
and v\mi G Fir+k, mi e LU then #(z/frai) < 1/}. 
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(Note that we may find a suitable s by the definition of E7.5.8.) By the choice, this 
s satisfies the demand (/?)tree of 3.2.3(2). But why does it have large enough norm? 
Suppose that A C A is such that \A\ < r. Let ko < r be such that 

(n,x)eA => n£[nko,nko+i). 

Since \A\ < 2 n o r W for each 77 G T we may inductively build a sequence VQ G Fik 
such that 

(\f(n,x) eA)(£g(voot{T))<n<£g(u0) => i / 0 W ^ ) . 
Let do : &o —• r be such that ao(fc) is the value of 7r(rj)(k) for each 77 G Fjr_lJ 
vo <] rj. Take £ < r such that 

if a G r r , <70~W <! 0" 
then there is no (n,x) G A with n7r*(0.)+r < n < n7r*(cr)+r+i 

(remember the choice of 7r* and that \A\ < r) . Now take v\ G FJfc such that 
UQ < i^i a n d 

( V ^ i ^ i X " ! ^ =» 7r(i7)(fc0)=^) 
(possible by (*)o + (*)i). By the choice of &o we know that 

(V(n,x) G A)(^(root(T)) <n< £g{yx) => ^ ( n ) £ x) 
(look at (iii)). Next continue like at the beginning to get 77 G Fjr_1 such that v\ < 77 
and -1(77 -<£gfTOOtfT\) A). We are sure that <Jo^{£) < rr(rj) and therefore there is no 
(n, x) G A with n7r*(7r(r?))+r < n < 727r*(7r(r7))+r+i- Consequently we may continue 
the procedure applied to build 77 and we construct 77* G Fjrr+r_1 such that 

7] < 77*, if 77* fra G Fir+ff+(7r(r?)) then #(77* fra) < 77*, and (̂77 - ^ ( r o o t ( T ) ) A). 
Since, by its construction, the sequence 77* is in rng(val[s]), it exemplifies that A 
cannot witness the minimum in the definition of nor[s]. Consequently, nor[s] > 
log2(r) and thus the tree-creature s satisfies the demand (a) t r e e of 3.2.3(2). 

CLAIM 7.5.8.3. The forcing notion Q\Tee(.K7.5.8, £7.5.8) does not have the strong 
PP-property. 

Proof of the claim: We will show that the generic real W shows that the strong 
PP-property fails for Q^ree(.K7.5.8, E7.5.8). So suppose that (wi : i G B) is such that 
B G M ^ and (Vi G B)(wz G [a;]*) and let p G Qi ree (#7.5.8, £7.5.8). We may assume 
that nor[£P] > 1 for each 77 G Tp. Take io e B \ £g(root(p)) and build inductively 
a condition q > p such that for each 77 G Tq and v G pos(^) 

^ G £7.5.8^) and nor[*«] > nor[^] - 1 and (i0 < lg{y) => v{iQ) i wl0) 
(remember the definition of the norm of elements of K7.5.8). Now clearly q lh " 
W(io) £ Wi0 ", finishing the proof of the claim and the construction. • 

CONCLUSION 7.5.9. It is consistent that cof(M) < d(RsPP). 

PROOF. Start with a model of CH and force with countable support iteration of 
length UJ2 of forcing notions Qf66 (#7.5.8, £7.5.8). W e k n o w t h a t Qiree(^7.5.8, S7.5.8) 
is proper, cj^-bounding and Cohen-preserving (by 3.2.5 + 3.1.1). Consequently 
the iteration is of the same type (see [BaJu95, 6.3.21, 6.3.22]) and, by standard 
arguments, in the final model we have non(A/t) = D = Hi. But this implies that 
cof(M) = Ni too (see [BaJu95, 2.2.11]). Finally, as Qf66(if7.5.8, £7.5.8) does 
not have the strong PP-property we easily conclude that the iteration forces that 
D{RsFP) = K2. D 
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List of definitions 

1.1.1 weak creatures, WCR[H]; 
1.1.3 finitary H, finitary K\ 
1.1.4 sub-composition operation, weak creating pair, the relation ~ s ; 
1.1.6 basis basis(t), possibilities pos(w,S); 
1.1.7 forcing notion Qc(nor)(^ ^) (f°r a weak creating pair (K, E) and a norm 

condition C(nor)); 
1.1.10 mdn(^)> norm conditions and corresponding forcing notions Qsoo(X, E), 

Qoo(if,S), QWoo(K,E), Q/(K,E) , Q0(K,E); 
1.1.12 fast function, H-fast function / : uo x uo —> uo; 
1.1.13 name for the generic real W; 

1.2.1 ^dn ' muP> creatures, CR[H]; 
1.2.2 composition operation on K, creating pairs (K, E); 
1.2.4 finite candidates FC(K, E), pure finite candidates PFC(if, E), pure candi

dates PC(K, E), C(nor)-normed pure candidates PCc(nor){K,Tl) and par
tial orders on them; 

1.2.5 creating pairs which are: nice, smooth, forgetful, full; 
1.2.6 forcing notions Qc(nor)(^' ^) ^or c r e a^ing pairs (K, E); 
1.2.9 when a condition p essentially decides a name f, approximates f; 

1.2.11 partial orders < a p r , <s
n°°, <£>, <£«>, <£; 

1.3.1 quasi trees, well founded quasi trees, downward closure dcl(T), successors 
SUCCT (TJ) of rj in T, T ^ , split (T), max(T), T, lim(T), fronts of a quasi tree 
T] 

1.3.3 tree-creatures, TCR[H], tree-composition, bounded tree-composition; 
1.3.5 forcing notions Q f ^ i ^ E ) for e < 5, Q^ ree(X,E), condition pM for 

1.3.7 e-thick antichains in Tp for p e Qlree(K, E); 
1.3.10 partial orders <e

n (for e < 3); 
1.4.3 local weak creating pairs; 
2.1.1 creature t f* [mo, mi), for a creating pair (K, E) we say when it is omittory, 

growing; 
2.1.7 creating pairs which are: gluing, simple; 

2.1.10 creating pairs which capture singletons; 
2.2.1 big creating pairs; 
2.2.5 omittory-big creating pairs; 
2.2.7 Halving Property and weak Halving Property; 
2.3.2 big tree-creating pairs; 
2.3.4 t-omittory tree creating pairs; 
2.4.1 pre-norm on V(A), nice pre-norm; 
2.4.2 pre-norms d p \ dp^ (for i < 3, n G a;); 
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3.2.1 Cohen-preserving proper forcing notions; 
3.2.3 creating pairs of the NMP-type , tree creating pairs of the NMP t r e e - type; 
3.2.7 trivially meagering weak creating pairs; 
3.3.1 weak creating pairs of the NNP-type; 
3.3.2 gluing and weakly gluing tree creating pairs; 
3.3.4 strongly finitary creating pairs; 
3.4.1 when a weak creating pair (K, E) strongly refuses Sacks property; 
4.1.2 creating pairs which are: meagering, anti-big; 
4.2.1 E s u m ; 
4.2.3 (d,u)-sum£s

d™; 
4.2.4 when a creating pair is saturated with respect to a family of pre-norms; 
4.2.6 £ t s u m ; 
4.3.1 decision functions, creating pairs of the AB-type, condensed creating 

pairs; 
4.3.7 creating pairs of the AB + - type; 
5.1.1 essentially /-big weak creating pairs; 
5.1.6 reducible weak creating pairs; 
5.1.7 /i-limited weak creating pairs; 

5.1.11 (H, F)-fast function; 
5.2.1 Uh(t), V£(i), (t,/ii,/i2)-bounding forcing notions; 
5.2.3 creating pairs which are monotonic, strictly monotonic, spread; 
5.2.5 m-additivity add m ( t ) of a weak creature t, (g, /i)-additive weak creating 

pairs; 
5.2.8 t-good families of functions, (t, ^ -bound ing forcing notions; 
5.3.1 t-systems, regular t-systems, PJ(nor)(^' (^> ^)) an<^ ^he Par^ial order ^ 

on it, quasi-W-generic T; 
5.3.6 (r , W)-genericity preserving forcing notions; 
5.3.8 Cohen sensitive t-systems, directed t-systems; 

5.3.10 (to, hi, /i2)-coherent t-systems, (to, ̂ -coherent sequences of t-systems; 
6.1.1 creating pair which generates an ultrafilter; 
6.1.3 when T generates a filter (ultrafilter), V(T); 
6.1.5 interesting creating pair; 
6.2.1 Ramsey filter, p-point, q-point, weak q-point; 
6.2.5 interesting ultrafilters, games GsR(V), GaR(T>), semi-Ramsey ultrafilters, 

almost Ramsey ultrafilters; 
6.3.1 tree creating pairs of the UP(£>) t ree, sUP(£>) t ree -types; 
6.3.3 rich tree creating pairs; 
6.3.5 i?n(fc, m); 
6.3.7 simple except omitting creating pairs, omittory-compatible t-systems; 
7.1.1 KBp] 
7.1.2 RsPP; 
7.2.1 non-reducible filters, PP-ok partial orders, forcing notions with (D,x)-

strong PP-property, (P, ^*)-strong PP-property; 
7.J.1 KfglKfg, Kf, Kfg, 
7.3.5 (T>, ^-ii^-localization property. 
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