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Abstract

We prove in ZF+DC, e.g. that: if µ = |H(µ)| and µ > cf(µ) > ℵ0 then
µ+ is regular but non measurable. This is in contrast with the results on
measurability for µ = ℵω due to Apter and Magidor [ApMg].

∗Research supported by “The Israel Science Foundation” administered by The Israel
Academy of Sciences and Humanities. Publication no 497, done 11/92 – 1/93.

1

Paper Sh:497, version 1995-12-04 11. See https://shelah.logic.at/papers/497/ for possible updates.



Sh 497 October 5, 2020 2

Annotated Content
§0 Introduction

[In addition to presenting the results and history, we gave some
basic definitions and notation.]

§1 Exact upper bound

[We define some variants of least upper bound (lub, eub) in
((A∗)Ord, <D) for D a filter on A∗. We consider <D-increasing se-
quence indexed by ordinals δ or indexed by sufficiently directed par-
tial orders I, of members of (A∗)Ord or of members of (A∗)Ord/D
(and cases in the middle). We give sufficient conditions for existence
involving large cofinality (of δ or I) and some amount of choice.
Mostly we look at what the ZFC proof gives without choice. Note
in particular 1.8, which assumes only DC (ZF is not mentioned of
course), the filter is ℵ1-complete and cofinality of δ large and we find
an eub only after extending the filter.]

§2 hpp

[We look at various ways to measure the size of the set
∏
a∈A∗

f(a)/D,

like supremum length of <D-increasing sequence in
∏
a∈A∗

f(a) (called

ehppD), or in
∏
a∈A∗

f(a)/D (called hppD), or we can demand them

to be cofinal (getting epp or pp); when we let D vary on Γ we write
ehppΓ etc. So existence of <D −eub give downward results on pp.]

§3 Nice family of filters

[In this paper we can say little on products of countably many;
we can say something when we deal with ℵ1-complete filters. So as
in [Sh-g], V, we deal with family E of filters on A∗ which is nice.
Hence suitable ranks from function f from A∗ to ordinal and filter
D ∈ E are well defined (i.e. the values are ordinals not infinity).
The basic properties of those ranks are done here.

We then define some measures for the size of
∏
a∈A∗

f(a)/D (i.e.

Tw , Ts, T ), looking at subsets of
∏
a∈A∗

f(a) or of
∏
a∈A∗

f(a)/D which

are pairwise 6=D. In conclusion 3.12 we, under reasonable assump-
tion, prove that some such measures and sup{rk2

D(f) : D ∈ E} are
equal. In 3.14 we have a parallel of 1.8: sufficient condition for the
existence of eub when we allow to increase the filter. We end defining
normal filters and a generalization.

The basic point is that for every f ∈ (A∗)Ord (if E is nice) for
some D ∈ E we have rk2

D(f) < rk3
D(f) and in this case the rank

determine f/D, and order on rank the order among such f ; so we
can represent

∏
a∈A∗

f∗(a)/D as the union of ≤ |E| well ordered sets.]
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§4 Investigating strong limit singular

[We deal with ⊗α,R, which means that we can regard R ∩ α as
a substitute of the family of regulars (not just individually) i.e. we
can find 〈e(i) : i < α〉, e(i) is an unbounded subset of i of order type
which belongs to R. We give the basic properties in 4.2, then move
up from µ to rk2

D(µ) with appropriate choice of R. With this we have
a parallel of Galvin–Hajnal theorem (4.5). Here comes the main
theorem (4.6) assuming DC, µ singular of uncountable cofinality
(and E a set of filters on cf(µ) which is nice), if µ = |H(µ)| (kind
of strong limit) then set theory “behave nicely” up to 2µ: 2µ is an
aleph, there is no measurable ≤ 2µ and µ+ is regular.

We end defining some natural ideals in this context of ⊗µ,R.]

§5 The successor of a singular of uncountable cofinality

[Here we prove our second main theorem: if 〈λi : i < κ〉 is
increasing continuous (E a nice family of filters on κ) then for at most
one λ, for stationarily many i < κ, the cardinal λ+

i has cofinality λ.]

§6 Nice E exists

[The theorems so far have as a major assumption the existence
of a nice E. Using inner models we show that as in the situation
with choice, if there is no nice E then the universe is similar enough
to some inner model to answer our questions on the exponentiation
and cofinality.]

0 Introduction

Originally I disliked choiceless set theory but ([Sh 176]) discovering (the first
modern asymmetry of measure/category: a difference in consistency strength
and)

[ZF +DC]
if there is a set of ℵ1 reals then there is a Lebesgue non-measurable set

I have softened. Recently Gitik suggested to me to generalize the pcf theory
to the set theory without choice, or more exactly with limited choice. E.g.: is
there a restriction on 〈cf(ℵn) : n < ω〉? By Gitik [Gi] ZF+ “every aleph has
cofinality ℵ0” is consistent.

It is known that if ZF + DC + AD then there is a very specific pattern of
cofinality, but we have no flexibility. So we do not know e.g. if

“ZF +DC + (∀δ)[cf(δ) ≤ ℵα] + (∀β < α)(ℵβ+1 is regular)”

is consistent for α = 1, or α = 2 etc. The general question is what are the
restrictions on the cofinality function.
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Apter repeated the question above and told me of Apter and Magidor [ApMg]
in which the consistency of ZF +DCℵω + |H(ℵω)| = ℵω +“ℵω+1 is measurable”
was proved (for an earlier weaker result see Kafkoulis [Kf ]) and was quite
confident that a parallel theorem can be similarly proved for ℵω1

.
My feeling was that while the inner model theory and the descriptive set

theory are not destroyed by dropping AC, modern combinatorial set theory
says essentially nothing in this case, and it will be nice to have such a theory.

Our results may form a modest step in this direction. The main result is
stated in the abstract.

Theorem 0.1 (ZF +DC) If µ is singular of uncountable cofinality and is
strong limit in the sense that H(µ) has cardinality µ then µ+ is regular and
non measurable.

Note that this work stress the difference between “bounds for cardinal arith-
metic for singulars with uncountable cofinality” and the same for countable
cofinality.

Another theorem (see section 5) says

Theorem 0.2 OB If 〈µi : i ≤ κ〉 is an increasing continuous sequence of alephs
> κ, then for at most one λ, {i : cf(µ+

i ) = λ} is a stationary subset of κ (see
3.17 (3)).

We were motivated by a parallel question in ZFC, asked by Magidor and
to which we do not know the answer: can ℵω1

be strong limit and for ` ∈ {1, 2}
there is a stationary set S` ⊆ ω1 such that

∏
δ∈S1

ℵδ+2/J
bd
S has true cofinality

ℵω1+`?
It was known that “there are two successive singulars” has large consistency

strength.
We do not succeed to solve Woodin’s problem (show consistency of “ZF +

DCω+ every aleph has cardinality ℵ0 or ℵ1”), and Specker’s problem (show con-
sistency of “ZF+ every P(κ) is the union of countably many sets of cardinality
≤ κ”). For me the real problems are:

(a) (ZF ) Is there an aleph κ (i.e. suitable definition) such that DCκ implies
that the class of regular alephs is unbounded?

(b) For which κ < λ, does DC<κ implies λ is regular?

(c) (ZF ) Is there κ such that DCκ implies that for every µ for a class of alephs
λ, the set P(λ) is not the union of ≤ µ sets each of cardinality λ and
cf(λ) ≥ κ ?

We try to assume only standard knowledge in set theory but we start by
discussing what part of pcf theory survives (see [Sh-g] and history there) so
knowledge of it will be helpful; in particular section 6 imitates [Sh-g, V, §1]
so it also uses a theorem of Dodd and Jensen [DJ]. On set theory without full
choice see [J1], on cardinal arithmetic and its history [Sh-g]. Lately Apter and
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Magidor got consistency results complementary to ours and we intend to return
to the problems here in [Sh 589, §5].

Definition 0.3 A cardinality is called an aleph if there is an ordinal with that
cardinality, or just the cardinality of a set which can be well ordered and then it
is identified with the least ordinal of that cardinality.

Notation 0.4 α, β, γ, ε, ζ, ξ, i, j are ordinals; δ a limit ordinal; λ, µ, κ, χ, θ, σ are
cardinals (not necessarily alephs),

Reg is the class of regular alephs (see Definition 1.1(7)),
D a filter on the set Dom(D),
A = ∅ modD means Dom(D) \A ∈ D,
D+ = {A : A ⊆ Dom(D), and A 6= ∅ modD},
D +A = {X ⊆ Dom(D) : X ∪ (Dom(D) \A) ∈ D}.
For a filter D, θD = min{κ : there is no function h : Dom(D) −→ κ such

that for every i < κ we have h−1(i) 6= ∅ modD}.
I,J denote ideals on the set Dom(I),Dom(J ) respectively; definitions given

for filters D apply also to the dual ideal {Dom(D) \ A : A ∈ D} but I + A =
{B ⊆ Dom(I) : B \ A ∈ I}.

I, J are directed partial orders or just index sets.
A cone of a partial order I is a subset of the form {a ∈ I : I |= a0 ≤ a} for

some a0 ∈ I.
For a set A let θ(A) be

sup{α : α is an ordinal and there is a function from A onto α or α is finite}.

Note that if |A| is an aleph then θ(A) = |A|+. Also θ(A) is an aleph. If
g : A −→ δ has unbounded range then cf(δ) ≤ θ(A) (and |Rang(y)| is an aleph
≤ θ(A)) see Definition 1.1(7).

Let θ−(A) be

min{α : α an ordinal and there is no one to one function from α into A};

clearly θ−(A∗) is an aleph and θ−(A) ≤ θ(A).
For a directed partial order I, J bd

I is the ideal of bounded subsets of I and
Dbd
I is the dual filter (usually I is a regular aleph).

If f, g : A∗ −→ Ord and D is a filter on A∗ then

f ≤D g means {a ∈ A∗ : f(a) ≤ g(a)} ∈ D,

similarly for other relations (<D,=D, 6=D). Note: ≤D is a quasi order (as maybe
f0 ≤D f1 ≤D f0, f0 6= f1) but 〈(A∗)Ord/D,<D〉 is a partial order and 6=D is
not the negation of =D.

Definition 0.5 Let |A| ≤∗ |B| mean that there is a function from B onto A
(so |A| ≤ |B| ⇒ |A| ≤∗ |B| but not necessarily the converse). (Note: for well
ordered sets ≤, <∗ are equal, in fact “B is well ordered” is enough.)
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Definition 0.6

1. ACλ,µ̄ is the axiom of choice for every family {At : t ∈ I} of sets, |At| ≤
µt, where µ̄ = 〈µt : t ∈ I〉, I a set of cardinality ≤ λ. If µt = µ for
all t ∈ I then we write ACλ,µ. We may write ACI,µ, ACI,Ā instead,
similarly below.

2. If in part (1), I is a well ordering (e.g. an ordinal) then DCI,µ̄ is the
dependent choice version.

DCI,µ is DCI,µ̄ where (∀t ∈ I)µt = µ.

3. Let ACλ mean ∀µACα,µ; and AC<λ ≡ (∀µ < λ) ACµ; and ACλ,<µ,
AC<λ,µ, AC<λ,<µ, ACλ,µ̄, AC<λ,µ̄, AC<λ,<µ̄, have the natural mean-
ings.

4. DCα means ∀µ DCα,µ, and DC<α, DCα,<µ, DC<α,µ and DC<α,<µ have
the natural meanings. DC is DCℵ0 .

1 Exact upper bound

Definition 1.1

1. A partial order I is (≤ λ)-directed (or (< λ)-directed) if for every A ⊆ I
of cardinality ≤ λ (of cardinality < λ) there is an upper bound. If λ = 2
we omit it. Note that 2-directed is equivalent to (< ℵ0)-directed.

2. We say that J is cofinal in I if J ⊆ I and (∀s ∈ I)(∃t ∈ J)[I � s ≤ t].

3. I is endless if (∀s ∈ I)(∃t ∈ I)[I � s < t].

4. We say λ ≥ cf(I) if there is a cofinal J ⊆ I of cardinality ≤ λ and
λ = cf(I) if λ is the smallest such λ i.e. (∀λ1)(λ1 ≥ cf(I)→ λ1 ≥ λ) (it
does not necessarily exist, but is unique by the Cantor-Bernstein theorem).

5. Let F be a set of functions from A∗ to ordinals, D a filter on A∗. We say
g : A∗ → Ord is a <D −eub (exact upper bound) of F if:

(i) f ∈ F ⇒ f ≤D g

(ii) If h : A∗ → Ord, h < max{g, 1}
then for some f ∈ F we have h <D max{f, 1} (where f∗ = max{f, 1}
means f∗ is a function, Dom(f∗) = Dom(f) and for every x ∈
Dom(f∗) we have f∗(x) = max{f(x), 1}).

6. Let I be (≤ λ)
∗
-directed if in (1) we ask |A|≤∗λ. We define similarly

“cf∗(I) ≤ λ”, and also “I is (< λ)
∗
- directed”, “cf∗(I) < λ”, “cf∗(I) =

λ” (e.g. cf∗(I) = λ means (∀λ1)[λ1 ≥ cf∗(I) → λ ≤∗ λ1]), so actually
we should say cf∗(I) = λ/≡∗ where λ1≡∗λ2 iff λ1 ≤∗ λ2 ≤∗ λ1. Instead
“(≤ λ)∗-” we may write “(≤∗ λ)-”.
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7. The ordinal δ is regular if δ = cf(δ) where

cf(α) = min{otp(A) : A ⊆ α is unbounded}.

Clearly if I is well ordered then cf(I) is a regular ordinal, and a regular
ordinal is a cardinal.

8. We say A is unbounded in I if A ⊆ I and for no t ∈ I \ A do we have
(∀s ∈ A)(s ≤I t).

9. cf−(I) ≤ λ if there is an unbounded A ⊆ I, |A| ≤ λ; similarly cf∗−(I) < λ,
cf∗−(I) = λ.

10. hcf−(I) ≤ λ (the hereditary cf−(I) is ≤ λ) if for every J ⊆ I, cf−(J) ≤ λ;
similarly hcf∗−(I) < λ, hcf∗−(I) = λ.

Definition 1.2 Let I be a (< ℵ0)-directed (equivalently a directed) partial order
(often I will be a limit ordinal δ with its standard order, then we write just δ).

1. F̄ = 〈Ft : t ∈ I〉 is <D-increasing (or ≤D-increasing) if:

(a)
⋃
t∈I

Ft ⊆ Dom(D)Ord and Ft 6= ∅,

(b) if fe ∈ Fte , (for e < 2) and t0 <I t1 then f0/D < f1/D (or f0/D ≤
f1/D).

2. F̄ /D is smooth (or F̄ is D-smooth) if:

(a)
⋃
t∈I

Ft ⊆ Dom(D)Ord and Ft 6= ∅,

(c) f1, f2 ∈ Ft ⇒ f1/D = f2/D.

3. Let F̄ = 〈Ft : t ∈ I〉, we say F̄ /D is semi-smooth (or F̄ is semi-D-smooth)
if:

(a)
⋃
t∈I

Ft ⊆ Dom(D)Ord and Ft 6= ∅,

(c)′ if I |= “t0 < t1 < t2 < t3” and fl ∈ Ftl for l < 4 then

{a ∈ Dom(D) : f1(a) < f2(a)} ⊆ {a ∈ Dom(D) : f0(a) < f3(a)} modD,

4. F̄ is almost D-smooth (or F̄ /D is almost smooth) is defined similarly but

(c)′′ if I |= t0 < t1 and f0, f
′
0 ∈ Ft0 , and f1, f

′
1 ∈ Ft1 then

{a ∈ Dom(D) : f0(a) < f1(a)} = {a ∈ Dom(D) : f ′0(a) < f ′1(a)} modD,

5. f ∈ Dom(D)Ord is a lub (least upper bound) of F̄ /D (or <D −lub of F̄ ) if:

(a) f ∈
⋃
t∈I

Ft ⇒ f ≤D g,

(b) if g′ ∈ Dom(D)Ord satisfies (a) too then g ≤D g′.
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6. g ∈ Dom(D)Ord is the eub of F̄ /D (or <D −eub of F̄ ) if

(a) f ∈
⋃
t∈I

Ft ⇒ f <D g,

(b) if f∗ <D max{g,1A∗}, then f∗ <D max{f,1A∗}; note that if for some
g ∈ F we have g 6=D 0A∗ then this is equivalent to: if f∗ <D g then

(∃f ∈
⋃
t∈I

Ft)(f
∗ <D f)

(note: if ¬(g 6=D 0A∗) this holds vacuously).

Observation 1.3 1. We have cf(0) = 0, cf(α + 1) = 1. For a limit ordinal
δ, cf(δ) = cf∗(δ) is regular and infinite; each regular ordinal is an aleph.
For a linear order I, cf∗(I) ≤ λ iff I is not (≤ λ)∗-directed. For a limit
ordinal δ we have: cf(δ) ≤∗ |A| iff cf(δ) < θ(A).

2. If F̄ is <D-increasing then it is semi-D-smooth.

3. If F̄ is <D-increasing then it is almost D-smooth.

4. If I is a partial order, |I| an aleph, then there is J ⊆ I, linearly and well
ordered by <I with no upper bound in I \ J .

5. We are assuming that each Ft is a set; if we consider classes, intersect
them with H(χ) for χ large enough.

6. If Ȳ = 〈Yα : α < δ〉 is a sequence of subsets of A and α < β < δ implies
Yα ⊆ Yβ and cf(δ) ≥ θ(A) then Ȳ is eventually constant i.e.

(∃α < δ)(∀β)(α ≤ β < δ → Yβ = Yα)

7. If F̄ = 〈Fα : α < δ〉 is ≤D-increasing, A∗ = Dom(D) and θ(P(A∗)/D) ≤
cf(δ), then we can define, in a uniform way, from F̄ a club C of δ and
Y/D ∈ P(A∗)/D such that:

(a) F̄ � C is <D+Y –increasing,

(b) f1, f2 ∈
⋃
t∈C

Ft ⇒ f1 =D+(A∗\Y ) f2.

8. If 〈Fα : α < δ〉 is <D-increasing, f is a ≤D −lub of
⋃
α<δ

Fα

then {a ∈ A∗ : f(a) a limit ordinal} ∈ D.

Remark: Not θ(P(A∗)) ≥ θ(P(A∗)/D) as |P(A∗)|∗ ≥ |P(A∗)/D|.

Proof: (1)–(6), (8) Check.
(7) For α < β < δ let

E1
α,β = {Y/D : Y ⊆ A∗ and: Y = ∅ mod D or Y ∈ D+

and for some f1 ∈ Fα and f2 ∈ Fβ we have f1 <D+Y f2}
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E0
α,β = {Y/D : Y ⊆ A∗, Y = ∅ mod D or Y ∈ D+

and for every f1 ∈ Fα, f2 ∈ Fβ we have f1 <D+Y f2}

Clearly

(∗)1 E1
α,β ⊆ P(A∗)/D, ∅/D ∈ E0

α,β ⊆ E1
α,β , and α1 ≤ α2 < β2 ≤ β1 ⇒

E`α2,β2
⊆ E`α1,β1

and

(∗)2 if α1 < α2 < β2 < β1 then E1
α2,β2

⊆ E0
α1,β1

.

As cf(δ) ≥ θ(P(A∗)/D), for ` ∈ {0, 1} and α < δ the sequence 〈E`α,β : β ∈ [α, δ)〉
is eventually constant (by 1.3(6)), so let γ`α ∈ (α, δ) be minimal such that
γ`α ≤ γ < δ ⇒ E`α,γ = E`α,γ`α

.

Let E`α = E`α,γ`α
. Clearly

(∗)3 E0
α ⊆ E1

α,

(∗)4 ` < 2 & α < β ⇒ E`α ⊆ E`β ⊆ P(A∗)/D,

(∗)5 α < β ⇒ E1
α ⊆ E0

β ⊆ P(A∗)/D.

Applying again 1.3(6), by (∗)4, we find that for some α(∗) < δ we have α(∗) ≤
α < δ ⇒ E0

α = E0
α(∗) so by (∗)3+(∗)5 we get α(∗) ≤ α < δ ⇒ E0

α = E1
α = E1

α(∗).

Choose by induction on ε an ordinal βε < δ: for ε = 0 let βε = α(∗), for
ε = ζ + 1 let βε = max{γ0

βε
, γ1
βε
} < δ and for ε limit βε =

⋃
ζ<ε

βζ . So for some

limit ordinal ε(∗) we have: βε is defined iff ε < ε(∗), and 〈βε : ε < ε(∗)〉 is
strictly increasing with limit δ.

Choose f∗ ∈ Fβ0
, f∗ ∈ Fβ1

and let Y ∗ = {x ∈ A∗ : f∗(x) < f∗∗(x)}. Clearly
Y ∗ ∈ E1

β0,β1
= E1

β0
= E1

α(∗) = E0
α(∗) hence

f ′ ∈ Fβ0
& f ′′ ∈ Fβ1

⇒ f ′ <D+Y ∗ f
′′.

So clearly Y ∗/D does not depend on the choice of f∗, f∗∗, i.e. f ′ ∈ Fβ0
& f ′′ ∈

Fβ1
⇒ {x ∈ A∗ : f ′(x) < f ′′(x)} = Y ∗ mod D.

In fact we can replace (β0, β1) by any (βε0 , βε1) with ε0 < ε1 < ε(∗). So
clearly the conclusion holds with Y = A∗ \ Y ∗. 1.3

Claim 1.4

1. If 〈fβ : β < δ〉 is such that: fβ : A∗ → Ord and1

δ ≥ θ−(
⋃

α<θ(A∗)

P(A∗ × α))

then for some β < γ < δ we have fβ ≤ fγ .

1see 4.5 below
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2. [ACλ,|I|] If I is (≤ λ)∗-directed, H an increasing function from I to
J, |J | ≤ λ (I, J partial orders), then H is constant on a cone of I.

3. If I is (< θ(J))-directed, |I| an aleph, H an increasing function from I to
J and θ(J) ≤ λ then H is constant on a cone of I.

4. [ACλ,|I|, ACA,B ] If I is (≤∗ λ)-directed, H an increasing function from
I to J = AB, B partially ordered set, hcf∗−(B) ≤ λ (J ordered by: f ≤
g ⇐⇒ (∀a ∈ A)(f(a) ≤ g(a))), and |A| ≤ λ then H is constant on a
cone.

5. In part (2), instead of |J | ≤ λ, actually hcf∗−(J) ≤ λ suffices (see Defini-
tion 1.1(10)).

6. [ACℵ0 ] If D is an ℵ1-complete filter on A∗ and F̄ = 〈Fα : α < δ〉 is almost
D-smooth, and δ ≥ θ−(

⋃
{α(P(A∗)/D) : α < θ(P/A∗)/D or α < ω})

then for some β < γ < δ, fβ ∈ Fβ, fγ ∈ Fγ we have fβ ≤D fγ .

Proof: 1) Assume not. For each β < δ choose by induction on i,
α(β, i) = αβ,i as the first ordinal α such that:

(∗) α < β and for every j < i, αβ,j < α and for a ∈ A∗

[fα(β,j)(a) > fβ(a) ⇐⇒ fα(β,j)(a) > fα(a)].

So αβ,i is strictly increasing with i and is < β, hence αβ,i is defined iff i < iβ
for some iβ ≤ β. The sequence 〈〈αβ,i : i < iβ〉 : β < δ〉 exists. Now for β < δ,
i < j < iβ let uβ,i,j =: {a ∈ A∗ : fα(β,i)(a) > fα(β,j)(a)}. For each a ∈ A∗ and
β < δ we have:

vβ(a) =: {i < iβ : fα(β,i)(a) > fβ(a)} is a subset of iβ and

〈fα(β,i)(a) : i ∈ vβ(a)〉

is a strictly decreasing sequence of ordinals; hence vβ(a) is finite.

Now iβ =
⋃

a∈A∗
vβ(a) (as if j ∈ iβ \

⋃
a∈A∗

vβ(a) then αβ,j , β are as required). So

we have a function vβ from A∗ onto {vβ(a) : a ∈ A∗}, a set of finite subsets of
iβ whose union is iβ . Now this set is well ordered of cardinality |iβ | (or both
are finite), so iβ < θ(A∗).

Let Aβ,i =: {a ∈ A∗ : i ∈ vβ(a)} = {a ∈ A∗ : fα(β,i)(a) > fβ(a)}; also for no
β1 6= β2 < δ do we have 〈αβ1,i, Aβ1,i : i < iβ1

〉 = 〈αβ2,i, Aβ2,i : i < iβ2
〉: as by

symmetry we may assume β1 < β2; now β1 is a good candidate for being αβ2,iβ2
so αβ2,iβ2

is well defined and ≤ β1, contradicting the definition of iβ2 . Similarly

β1 < β2 < δ, ∀i < iβ2
[i < αβ1

& αβ2,i = αβ1,i & Aβ2,i = Aβ1,i]

is impossible. Clearly if j < iγ , β = αγ,j then 〈αβ,i : i < iβ〉 = 〈αγ,i : i < j〉.
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Now for every β < δ let us define cβ = {αβ,i : i < iβ}. So |cβ | < θ(A∗).
Let Xβ = {(i, a) : i < iβ and a ∈ Aβ,i} so Xβ ⊆ iβ × A∗ and iβ < θ(A∗). It
is also clear that for β1 6= β2 (< δ), Xβ1

6= Xβ2
. (Just let f be a one-to-one

order preserving function from cβ1
onto cβ2

, let α ∈ cβ1
be minimal such that

f(α) 6= α and we get a contradiction to the previous paragraph.)
So there is a one-to-one function from δ into

⋃
{P(A∗ × α) : α < θ(A∗)}.

But δ ≥ θ−(
⋃

α<θ(A∗)

P(A∗ × α)). So we are done.

2) Let for t ∈ J , It = {s ∈ I : H(s) = t}. So {It : t ∈ J, It 6= ∅} is
an indexed family of ≤ |J | nonempty subsets of I, |It| ≤ |I|, so by assumption
there is a choice function F for this family. Let A = {F (It) : t ∈ J, It 6= ∅},
so |A|≤∗|J |, so as I is (≤ λ)∗-directed and |J | ≤ λ there is s(∗) ∈ I such that
(∀t ∈ J)(F (It)≤Is(∗)).

Thus H(s(∗)) is the largest element in the range of H. As H is increasing
it must be constant on the cone {s : s(∗) ≤I s}.

3) Like part (2) (with F (It) being the first member of It for some fixed
well ordering of I).

4) By the proof of part (5) below it suffices to prove cf∗−(AB � Y,≤) ≤ λ;
where Y = Rang(H) ⊆ AB, clearly Y is (≤∗ λ)-directed (proved as in the proof
of (2)). Also ACλ,|Y | holds as |Y | ≤∗ |I|. Let for (a, b) ∈ A×B,

Y(a,b) = {h : h ∈ Y and B |= b = h(a)}.

Let for each a ∈ A, Ba = {b ∈ B : for some h ∈ Y we have h(a) = b} ⊆ B.
Case 1 for some a ∈ A, Ba is a non empty subset of A with no last element.

Ba has an unbounded subset B∗, |B∗| ≤∗ λ as Y is (≤∗ λ)-directed, to get
contradiction we need a choice function for {Y(a,b) : b ∈ B∗}; by ACλ,|Y | one
exists.

Case 2 not case 1.
Let h∗ ∈ AB be h(a) = the maximal element of Ba. If h∗ is in Y then it is the
maximal member of Y ; so cf∗−(AB � Y,≤) = 1 ≤ λ. If not to get contradiction
it suffices to have a choice function for {Ya,h∗(a) : a ∈ A} which again exists.

5) Like the proof of part (2). Let J1 = Rang(H) and J2 ⊆ J1 be unbounded
in J1, |J2| ≤ λ and choose F as a choice function for {It : t ∈ J2, It 6= ∅}.

6) Let for β < γ < δ, Yβ,γ ∈ P(A∗)/D be such that : for every fβ ∈ Fβ and
fγ ∈ Fγ we have Yβ,γ =: {a ∈ A∗ : fβ(a) > fγ(a)}/D. We can assume toward
contradiction that the conclusion fails, so β < γ < δ ⇒ Yβ,γ 6= ∅/D. For each
β < δ we define by induction on i an ordinal αβ,i = α(β, i) as the first α such
that:

(∀j < i)(αβ,j < α < β) and (∀j < i)(Yαβ,i,α = Yαβ,i,β).

So clearly αβ,i increase with i and is <β, hence for some iβ ≤ β we have αβ,i
is defined iff i < iβ , and 〈〈αβ,i : i < iβ〉 : β < δ〉 exists. Clearly for i < j < iβ ,
Yαβ,i,αβ,j = Yαβ,i,β . If for some β and Y the set {i < iβ : Yαβ,i,β = Y } is infinite,
let jn the n-th member. By ACℵ0 we can find 〈fjn : n < ω〉 with fjn ∈ Fjn , so
Yαβ,jn ,αβ,jn+1

= Y , so

An = {a ∈ A∗ : fαβ,jn (a) > fαβ,jn+1
(a)} ∈ Yαβ,jn ,αβ,jn+1

= Y.
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Hence
⋂
n<ω

An 6= ∅ (as D+A0 is a proper ℵ1-complete filter remembering Yβ,γ 6=

∅/D) and we get a strictly decreasing sequence of length ω of ordinals 〈fαβ,jn (a) :
n < ω〉 for a ∈

⋂
n<ω

An, a contradiction. So iβ < θ(P(A∗)/D). (In fact let

bβ = {i < iβ : Yαβ,i,β /∈ {Yαβ,j ,β : j < i}}, then |bβ | = |iβ | or both are finite, and
clearly otp(bβ) < θ−(P(A∗)/D), but θ−(P(A∗)/D) is an aleph or finite number,
hence in < ω ∨ in < θ−(P(A∗)/D)). So β 7→ 〈Yαβ,i : i < iβ〉 is a one-to-one
function from δ to

⋃
α<θ(P(A∗)/D)

α(P(A∗)/D) [why? because if β1 6= β2 have the

same image, without loss of generality β1 < β2 and β1 could have served as
αβ1,iβ2

, contradiction so the mapping is really one-to-one]. 1.4

Claim 1.5 [DCκ, κ an aleph > |P(A∗)| and: ACP(A∗) or |I| is an aleph]
Assume:

(i) D is a filter on the set A∗

(ii) I is a (≤ |P(A∗)|)∗-directed partial order
(e.g. an ordinal δ, cf(δ) ≥ θ(P(A∗)))

(iii) F = {ft : t ∈ I} is ≤D-increasing, ft : A∗ → Ord

Then F has a ≤D −eub

Proof: Let β∗ = sup
⋃
t∈I

Rang(ft), it is an ordinal, and let X = A∗(β∗).

By DCκ as |P(A∗)| < κ, so without loss of generality κ = |P(A∗)|+, |P(A∗)| an
aleph.

We can try to choose by induction on α < κ functions gα ∈ X such that:

(a) (∀β < α)(¬gβ ≤D gα)

(b) (∀t ∈ I)(ft ≤D gα)

(c) g0(a) = sup{ft(a) : t ∈ I}

By 1.4(1) the construction cannot continue for κ steps; so as DCκ holds, for
some α = α(∗) < κ we have 〈gα : α < α(∗)〉 and we cannot choose gα(∗). By
clause (c) clearly α(∗) > 0. Let Ba =: {gβ(a) : β < α(∗)} so Ba is a set of
ordinals, |Ba| ≤ |α(∗)| (as |α(∗)| is an aleph) and 〈Ba : a ∈ A∗〉 exists.

Define H : I →
∏
a∈A∗

Ba as follows:

H(t)(a) = min(Ba\ft(a)) (well defined as g0(a) ∈ Ba).

Clearly |Rang(H)| ≤ |P(A∗)||A∗| = |P(A∗)| (as |A∗| is an infinite aleph hence
|A∗×A∗| = |A∗|) and I � s ≤ t⇒ H(g) ≤ H(s) mod D. As I is (≤ |P(A∗)|)∗-
directed, by 1.4(2) if ACP(A∗) and 1.4(3) if |I| is an aleph we know that H is
constant on some cone {t ∈ I : s∗ ≤ t}. Now consider H(s∗) as a candidate
for gα(∗): it satisfies clause (b), clause (c) is irrelevant so clause (a) necessarily
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fails, i.e. for some β < α∗, gβ≤DH(s∗) so necessarily α(∗) = β+ 1, and so gβ is
as required. 1.5

Discussion 1.5A: In 1.5 the demand DCκ is quite strong, implying P(A∗) is
well ordered. Clearly we need slightly less than DCκ - only DCα(∗) but α(∗) is
not given a priori so what we need is more than DC|P(A∗)|. Restricting ourselves
to ℵ1- complete filters we shall do better (see 1.7).

Claim 1.6 (1) [AC|P(A∗)|,|I|] If (i), (ii), (iii) of 1.5 hold, and g is a ≤D-lub
of F then

(a) g is a ≤D-eub of F

(1A) [ACP(A∗×A∗),I +ACA∗ ] Assume in addition

(ii)+ I is (≤ |P(A∗ ×A∗)|)∗-directed partial order

Then

(b) for some A ⊆ A∗ and t ∈ I we have:

(α) A ∈ D+ & t ≤I s⇒ fs � A = g � A modD,

(β) a ∈ A ⇐⇒ [cf(g(a)) ≥ θ(P(A∗)) ∨ g(a) = ft(a)],

(γ) if A 6∈ D+, without loss of generality A = ∅, (changing g)

(2) If (i), (ii), (iii) of 1.5 hold, |I| an aleph, g a ≤D-lub of F then (a) above
holds and if ACA∗ also (b) above holds.

(3) Assume:

(i) D is a filter on A∗

(ii) I is a partial order, θ(P(A∗)/D)-directed

(iii) F̄ = 〈Ft : t ∈ I〉 is <D-increasing

(iv) |I| is an aleph

(v) g a <D-lub of F

Then (a) above holds. If ACA∗ then also (b) holds.
Even waving ACA∗ (but assuming (i)-(v)) we have

(b)′ for some A ⊆ A∗ and t(∗)
(α) if A ∈ D+ and t(∗) ≤ t ∈ I and f ∈ Ft then

f � A = g � A modD

(β) assume (ii)+; for no C ⊆ Ord such that |C| < θ(P(A)) and
{a ∈ A∗ \A : g(a) = sup(C ∩ g(a))} 6= ∅ modD.

Remark: In 1.6(1A) instead A∗ × A∗ we can use A∗ × ζ for every ζ <
θ(P(A∗)/D)

Proof: 1) (a) Let f ∈ A∗Ord, f < max{g,1A∗}. We define a function
H : I −→ P(A) by H(t) = {a ∈ A∗ : f(a) ≥ max{ft(a),1}}. By 1.4(2) we
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know that H is constant on a cone of I, more exactly H ′, H ′(t) = H(t)/D is
increasing and is constant by the proof of 1.4(2). Let t ∈ I be in the cone. If
H(t) = ∅ modD we are done, otherwise define f∗ to be equal to g on A∗ \H(t)
and equal to f on H(t). Now f∗ contradicts the fact that g is a <D −lub. Now
check.

1 A) (b) for A ⊆ A∗ let IA = {t ∈ I : A = {a ∈ A∗ : ft(a) = g(a)}} if not
empty, and I otherwise. Let us apply ACP(A∗),I to {IA : A ∈ P(A∗)} getting
{tA : A ∈ P(A)}. Let t(∗) ∈ I be an upper bound of {tA : A ∈ P(A)} (exists
by assumption (ii)). Let

A0 =: {a ∈ A∗ : ft(∗)(a) 6= g(a)}

and
A1 = {a ∈ A0 : g(a) is a limit ordinal}

and lastly
A′ =: {a ∈ A1 : cf(g(a)) < θ(P(A∗))}.

Now clearly t(∗) ≤I s ∈ I ⇒ fs < g mod (D + A0) and A0 = A1 mod D.
If A′ = ∅ mod D we are done, so assume A′ ∈ D+. By ACA∗ we can find
〈Ca : a ∈ A∗〉, such that for a ∈ A′ we have: Ca an unbounded subset of g(a)
of order type cf[g(a)]. Let for a ∈ A∗ \A′, Ca = {0}, and for h ∈

∏
a∈A∗

Ca let

I∗h =: {t ∈ I : h <D max{ft,1A∗}}. Now the assumption of 1.6(1A) implies
that of 1.6(1), hence clause (a) holds, and hence I∗h is not empty. As we have
ACA∗ clearly |A∗| is an aleph, and θ(P(A∗)) is an aleph with cofinality > |A∗|,
hence {otp(Ca) : a ∈ A∗} is a bounded subset of θ(P(A∗)), so we can find a
function h∗ from P(A∗) onto ζ∗ = sup{otp(Ca) : a ∈ A∗}. Let ha be the unique
one-to-one order preserving function from otp(Ca) onto Ca, so 〈ha : a ∈ A∗〉
exists. For h ∈

∏
a∈A∗

Ca let

Xh =: {(a, b) : a ∈ A∗ and h−1
a ◦ h(a) = h∗(b)} ⊆ A∗ ×A∗.

Clearly the mapping h 7→ Xh is one-to-one from
∏
a∈A∗

Ca into P(A∗×A∗). Hence

by ACP(A∗),I

|
∏
a∈A∗

Ca| ≤ |P(A∗ ×A∗)| = |P(A∗)|,

so we can find a function G, Dom(G) =
∏
a∈A∗

Ca, G(h) ∈ I∗h. By (ii) we get that

Rang(G) has an ≤I -upper bound t(∗∗), and we can get a contradiction.
2) Follows by (3) (with Ft =: {ft})
3) (a) Let <∗ be a well ordering of I. Let f ∈ (A∗)Ord, f < max{g,1A∗}.

For every A ∈ D+ let tA/D be the <∗-first t ∈ I such that for some ft ∈ Ft we
have {a ∈ A∗ : ft(a) ≥ f(a)} = A modD. Now A 7→ tA/D is a mapping (maybe
partial) from P(A∗)/D into I and |I| is an aleph, so

|{tA/D : A ∈ D+}| < θ(P(A∗)/D) (≤ θ(P(A∗))).
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But I is θ(P(A∗)/D)-directed so there is t(∗) ∈ I such that

(∀A ∈ D+)(tA/D ≤I t(∗).

Any ft(∗) ∈ Ft(∗) satisfies f < max{ft(∗),1A∗}.
(b) + (b)′ For each A ∈ D+, let tA/D be the <∗-first t ∈ I such that

A ⊆ {a ∈ A∗ : ft(a) = g(a)} modD

if there is one. So clearly

{tA/D : A ∈ D+ and tA/D is well defined}

is a set of <∗-order type < θ(P(A∗)/D), hence there is t(∗) ∈ I such that

A ∈ D+ & tA/D well defined ⇒ tA/D ≤I t(∗).

Let
A0 =: {a ∈ A∗ : ft(∗)(a) 6= g(a)}

A1 =: {a ∈ A0 : f(a) a limit ordinal}

and
A′ =: {a ∈ A1 : cf(g(a)) < θ(P(A∗))},

as in the proof of 1.6(1A) we have for A = A0, clause (α) of (b) and of (b)′

holds, and A1 = A0 mod D, and if A′ = ∅ mod D we are done. As for clause
(b)(β) by ACA∗ , if it fails then (β) of (b)′ fails, so it suffices to prove (b)′. Now
clause (α) holds, and we prove (β) as in 1.6 (1A). 1.6

Claim 1.7 [DCℵ0 +ACP(A∗)] Assume:

(i) D is an ℵ1-complete filter on a set A∗,

(ii) I is a (≤ |P(A∗)|)∗-directed partial order,

(iii) F = {ft : t ∈ I} is ≤D-increasing, ft : A∗ → Ord.

Then F has a ≤D −eub

Remark 1.7A:

1. Given F̄ = 〈Ft : t ∈ I〉 is <D-increasing (i.e. [I |= s < t & f ∈ Is & g ∈
It ⇒ f <D g]) we can use J = (

⋃
t∈I

Ft, <D) as the partial order instead I

with fg = g for g ∈
⋃
t∈I

Ft, so claim 1.7 applies to F̄ = 〈Ft : t ∈ I〉 too;

similarly for 1.5 . Note that if I is (≤ λ)∗-directed so is J . Also 1.6 (1) (in
the proof replace H by H ′ : H ′(t) = H(t)/D), concerning 1.6 (1A) check,
and lastly for 1.6 (2) see 1.6 (3))

2. If we want to demand only ACP(A∗),λ, then λ =
∏

α∈A∗
βa is large enough.
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3. Note ACP(A∗) can be replaced by ACP(A∗)/D.

Proof: By 1.6(1) it suffices to find a ≤D-lub. Let for a ∈ A∗,

βa =: sup{ft(a) : t ∈ I}+ 1 ∈ Ord.

For every A ∈ D+, there is no decreasing ω-sequence in (
∏
a∈A∗

βa, <D+A); hence

by DCℵ0 there is a function g ∈
∏
a∈A∗

βa satisfying:

(i)A (∀t ∈ I)[ft ≤D+A g]

(ii)A if g′ satisfies (i) then ¬(g′ <D+A g).

By ACP(A∗) we can find 〈gA : A ∈ D+〉 with gA ∈
∏
a∈A

βa that satisfies (i)A +

(ii)A. Let Ba = {gA(a) : A ∈ D+} ∪ {βa} so |Ba| ≤ |D+| ≤ |P(A∗)|
Let H : I −→ B∗ =

∏
{Ba : a ∈ A∗} be H(t)(a) = min

(
Ba\ft(a)

)
. Clearly

H is an order preserving mapping from (I,≤I) to (B∗/D,≤D). Also

|B∗/D| ≤∗ |B∗| ≤∗
∏
a∈A∗

|D+| = |D+||A
∗| ≤ |P(A∗)||A

∗|.

But as ACP(A∗) holds clearly A∗ is well ordered, hence |A∗|×|A∗| = |A∗|, hence

|P(A∗)||A∗| = |P(A∗)|.
By 1.4(2) we know that H is constant on a cone, say {t : s(∗) ≤I t}.
Assume g∗ =: H(s(∗)) is not a ≤D-lub , so some g′ exemplifies it. Let

A = {a ∈ A∗ : g′(a) < g∗(a)}, so A ∈ D+ and gA is well defined.
By the choice of gA and g′ clearly ¬(g′ <D+A gA) hence

A1 = {a ∈ A∗ : g′(a) ≥ gA(a)} 6= ∅ modD +A

So A2 = A1∩A ∈ D+; and gA ≤D+A2
g′. But by the choice of g∗ = H(s(∗))

(as (∀a)(gA(a) ∈ Ba)) clearly g∗ ≤D+A gA. Together we get g∗ ≤D+A2
g′, but

this contradicts the definition of A as A2 ⊆ A. 1.7

Claim 1.8 [DCℵ0 ] Consider the conditions:

(i) D is an ℵ1-complete filter on A∗,

(ii) I is a (≤ |P(A∗)/D|)∗-directed partial order,

(iii) F̄ = 〈Ft : t ∈ I〉 is ≤D-increasing, so f : A∗ → Ord for f ∈
⋃
t∈I

Ft,

(iv) g : A∗ → Ord and (∀t ∈ I)(∀f ∈ Ft)(f ≤D g),

(v) no g′ <D g satisfies (iv).

Then the following implications hold:

Paper Sh:497, version 1995-12-04 11. See https://shelah.logic.at/papers/497/ for possible updates.



Sh 497 October 5, 2020 17

(1) If (i), (iii) then some g satisfies (iv).

(2) If (i), (iii), (iv) then some g∗ ≤ g satisfies clauses (iv), (v); if for g clauses
(i), (iii), (iv), ¬(v) hold, we can ask also g∗ <D g.

(3) [ACP(A∗)/D,I ] If (i)-(v), and F̄ is D–smooth then there is D∗, such that

(a) D∗ an ℵ1-complete filter extending D,

(b) g is <D∗ −lub of F̄ .

(4) In (3) we can omit smoothness.

(5) If (i)-(v) and |I| is an aleph then for some D∗ clauses (a), (b) of (3) hold
(i.e. we can drop AC in part (3)).

Proof: (1), (2) are contained in the proof of 1.7
(3) Let D∗ = {A ⊆ A∗ : for D+ (A∗\A), clause (v) fails}. Clearly D∗ is ℵ1-

complete filter and ∅ /∈ D∗. Clearly F̄ is ≤D∗ -increasing and g is a ≤D∗ -upper
bound of F̄ . If g is not a ≤D∗ -lub, there is g′ ∈ (A∗)Ord, a ≤D∗ -upper bound of
F̄ such that ¬[g ≤D∗ g′], so

A′ =: {a ∈ A∗ : g′(a) < g(a)} 6= ∅ modD∗.

For each t ∈ I, for every ft ∈ Ft let

Yt =: {a ∈ A∗ : ft(a) > g′(a)}/D ∈ D∗/D

(well defined as F̄ is D-smooth), and t 7→ Yt is an increasing function from I to
(D∗/D,≤D), by 1.4(2) we get a contradiction.

(4) Use 1.9(3) below to regain smoothness.
(5) Left to the reader (just use 1.4(3) instead 1.4(2)). 1.8

We have used

Observation 1.9 1. [ACP(A∗)/D,I or |I| is an aleph] If F̄ = 〈Ft :
t ∈ I〉 is <D-increasing (where ft : A∗ =: Dom(D) −→ Ord), I is
(≤ |P(A)/D|)∗-directed then for every g : A∗ −→ Ord for some t∗ ∈ I
and A ⊆ A∗, for all f ∈

⋃
t∗≤t∈I

Ft

{a ∈ A∗ : f(a) > g(a)} = A modD.

Similarly for f(a) = g(a), f(a) < g(a).

2. In (1) in the case |I| is an aleph, “I is (< θ(P(A)/D))∗- directed” suffices.

3. [ACℵ0 ] Assume F̄ = 〈Ft : t ∈ I〉 is <D-increasing. Let I be a partial order
(≤ ℵ0)∗- directed,

I0 = {〈tn : n < ω〉 : tn ∈ I and tn ≤I tn+1 for n < ω},
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t̄0 ≤I0 t̄1 ⇐⇒ [(∀n < ω)(∃m < ω)(t0n ≤I t1m)],

t̄0 <I t̄
1 if t̄0 ≤I t̄1&¬(t̄1 ≤I t̄0).

Let F ∗t̄ = {supn<ω fn : 〈fn : n < ω〉 ∈
∏
n<ω

Ftn} and F̄ ∗ = 〈F ∗t̄ : t̄ ∈ I〉

where of course (sup
n<ω

fn)(a) = sup
n<ω

fn(a). Then

(a) F̄ ∗ is ≤D-increasing and smooth

(b) g is a ≤D-lub of F̄ iff g is a ≤D-lub of F̄ ∗

(c) g is a ≤D-eub of F̄ iff g is a ≤D-eub of F̄ ∗

(d) I, J are equi-directed, what means: there is an embedding H of I into
J (a partial order) such that its range is a cofinal subset of J [use
H(t) = 〈t : n < ω〉].

4. [ACℵ0 ] Assume I = δ where δ is a limit ordinal of cofinality > ℵ0, and
let F̄ = 〈Fα : α < δ〉 be <D-increasing (where each Fα ⊆ (A∗)Ord is not
empty). Let J = {α < δ : cf(α) = ℵ0}, and for α ∈ J let

F ∗ =: {sup
n
fn : for some strictly increasing sequence 〈αn : n < ω〉

of ordinals < α we have α =
⋃
n<ω

αn, and fn ∈ Fαn}.

Then F̄ ∗ = 〈F ∗α : α ∈ J〉 satisfies clauses (a)-(d) from part (3), and of
course J is well ordering.

Proof: Check.

2 hpp

Definition 2.1

1. Let Γ be a set of filters on A∗ = A∗Γ = Dom(Γ). For an ordinal α, we let
hppΓ(α) be the supremum of the ordinals β+1 for which there is a witness
(F̄ ,D), which means:

(i) D ∈ Γ,

(ii) F = 〈Fγ : γ < β〉, with Fγ 6= ∅,
(iii)

⋃
γ<β

Fγ ⊆ (A∗)α,

(iv) F̄ is <D-increasing.

2. ehppΓ(α) is defined similarly, but each Fγ a singleton; the definition of
shppΓ(α) is similar too, but F̄ is smooth. We can replace α by f ∈ (A∗)Ord
in all these cases here (i.e. F ⊆

∏
a∈A∗

f(a)). If Fα = {fα} we may write

F = 〈fα : α < β〉 instead of F̄ .
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3. If Γ = {D} then we write D instead of Γ. We say that Γ is ℵ1-complete
if each D ∈ Γ is ℵ1-complete, and similarly for other properties.

4. We define ppΓ(α) as in (1) but add to (i)-(iv) also

(v) there exists 〈αa : a ∈ Dom(D)〉 such that:

(α) θ(A∗) ≤ αa < α,

(β) cfD(〈αa : a ∈ A∗〉) = α (see below), each αa a limit ordinal,

(γ) for every g ∈
∏
a∈A∗

αa there is f ∈
⋃
γ<β

Fγ such that g ≤D f .

5. eppΓ(α), sppΓ(α) are defined similarly.

6. For a filter D with the domain A∗,

cfD(〈αa : a ∈ A∗〉)
= inf{otp(C) : C ⊆

⋃
a∈A∗

αa and {a ∈ A∗ : αa = sup(C ∩ αa)} ∈ D},

lim sup
D

(〈αa : a ∈ A∗〉) = min{α : {a ∈ A∗ : αa ≤ α} ∈ D}.

Remark: 1) Note that in 2.1(4) clause (β) (i.e. cfD(〈αa : a ∈ A∗〉) = α) is a
replacement to “〈αa : a ∈ A∗〉 is a sequence of limit ordinals with tlim〈cf(αa) :
a ∈ A∗〉 = α”.

2) Note pp stands for pseudo power, h for hereditary, s for smooth, e for
element (rather than set).

Observation 2.2 1. hppΓ(α), ehppΓ(α) and shppΓ(α) increase with α and
Γ; and ppΓ(α), eppΓ(α) and sppΓ(α) increase with Γ.

2. ehppΓ(α) ≤ shppΓ(α) ≤ hppΓ(α) ≤ θ(A
∗
α) and eppΓ(α) ≤ ppΓ(α) ≤

θ((A∗)α), and eppΓ(α) ≤ ehppΓ(α) and ppΓ(α) ≤ hppΓ(α).

3. xΓ(α) = sup{xD(α) : D ∈ Γ} for x ∈ {pp, epp, hpp, ehpp, spp, shpp}.

4. xD(α) = sup{xD(β) : θ(Dom(D)) ≤ β < α} for x ∈ {hpp, ehpp, shpp} if
θ(Dom(D)) ≤ cf(α).

5. If a 6= b⇒ αa 6= αb then cfD(〈αa : a ∈ A∗〉) ≥ minA∈D |A|.

Remark 2.2A:
If hppΓ(α) > β, and cf(β) ≥ θ(P(Dom(D)) and relevant criterion for exis-

tence of <D −eub holds for D ∈ Γ then for some α′ ≤ α we have ppΓ(α′) > β.
See below.

Proof: Easy, e.g.
5) let C ⊆

⋃
a∈A∗

αa exemplify cfD(〈αa : a ∈ A∗〉) = otp(C). Let

A′ = {a ∈ A∗ : Ca 6= a} where
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Ca = {β ∈ C : β ≤ αa but for no b ∈ A∗ do we have β ≤ αb < αa}.

So there is a one-to-one function from A′ into C and

otp{αa : a ∈ A′} < otp{αa : a ∈ A′}+ ω,

so we can finish.

Definition 2.3

1. I has the true cofinality δ, δ an ordinal if there is a cofinal J ⊆ I and a
function h from J onto δ such that h(f1) < h(f2)⇒ f1 <I f2.

2. I has strict cofinality δ, δ an ordinal if the function h above is one-to-one.

Claim 2.4 1. If I has the strict cofinality δ then I has the true cofinality δ
and cf(I) ≤ δ.

2. If I has the true (strict) cofinality δ then I has the true (strict) cofinality
cf(δ) (which is regular).

3. If F̄ = 〈Fα : α < δ〉,
⋃
α<δ

Fα ⊆ (A∗)Ord, F̄ is <D-increasing and F̄ has

<D-eub 〈αa : a ∈ A∗〉 then
∏
a∈A∗

αa/D has the true cofinality cf(δ).

4. If I has the true cofinality δ1 and δ2 then cf(δ1) = cf(δ2).

Remark 2.4A: We did not say “I has the true cofinality λ ⇒ cf(I) ≤ λ”.
But it is true that: I has true cofinality λ implies cf∗(I) ≤∗ λ.

Claim 2.5 Let Γ, A∗ be as in 2.1(1).

1. [|A∗| an aleph, DC|A∗|+ ] Assume δ < hppΓ(α), δ a cardinal and cf(δ) ≥
θ(P(A∗)). Then for some D ∈ Γ and ᾱ = 〈αa : a ∈ A∗〉, with each αa
being a limit ordinal ≤ α we have,

∏
a∈A∗

αa/D has the true cofinality δ.

2. [ACA∗ ] If
∏
a∈A∗

αa/D has the true cofinality µ then
∏
a∈A∗

cf(αa)/D also

has the true cofinality µ.

3. [|A∗| an aleph and DC|A∗|+ ] Assume ω ≤ α < ℵα and ℵα > θ(P(A∗)). If

ℵγ ≤ hppD(ℵα) then (A∗)α can be mapped onto γ. Similarly for ℵα0+γ ≤
ppD(ℵα0+α).

4. Similar claims hold for pp, shpp, spp, ehpp and epp.

Proof: 1) By the definition of hppΓ(α) we can find D ∈ Γ and a <D-
increasing sequence F̄ = 〈Fα : α < δ〉, with Fα ⊆ (A∗)α non empty.
If g ∈ (A∗)(α+ 1) is a <D −eub of F̄ then by 2.4(3), αa =: g(a) for a ∈ A∗ are
as required. Now such g exists by 1.5 which is applicable by 1.7A(1).
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2) Let F̄ = 〈Fα : α < µ〉 exemplify that
∏
a∈A∗

αa has true cofinality µ. By

ACA∗ we can find 〈Ca : a ∈ A∗〉 ∈ V, Ca a club of αa of order type cf(αa). For
f ∈

∏
a∈A∗

αa let f⊗ ∈
∏
a∈A∗

Ca be f⊗(a) = min(Ca \ f(a)), so f ≤ f⊗ ∈
∏
a∈A∗

Ca

and f1 ≤D f2 ⇒ f⊗1 ≤D f⊗2 . Now apply 1.3(7) to 〈{f⊗ : f ∈ Fα} : α < µ〉.
3) It is enough to map (A∗)α onto (γ − 1) \α. We define a function H from

(A∗)α into γ \α. For f ∈ (A∗)α, if (
∏
a∈A∗

ℵf(a), <D) has true cofinality ℵβ+1 ≥ ℵγ

then let H(f) = β. By ACA∗ and 2.5 (2) it is enough for every β such that
ℵα < ℵβ+1 < ℵγ to find f ∈ (A∗)(ℵα) such that (

∏
a∈A∗

f(a), <D) has the true

cofinality ℵβ+1. Now we use part (1) of 2.5.
4) By 2.2 or repeating the proofs. 2.5

Claim 2.6 [DCℵ0 + (∀D ∈ Γ)ACP(Dom(D))] In 2.5(1), if Γ is ℵ1- complete
then the conclusion holds.

Proof: We can use 1.7 instead of 1.5.

Definition 2.7

pcfΓ{αa : a ∈ A∗} =: {λ : λ is the true cofinality of
∏
αa/D

for some filter D on A∗ which belongs to Γ}.

Remark 2.7A: We could phrase 2.5 for pcfΓ.

Claim 2.8 1. If λ is an aleph, µ < λ < eppD(µ) and θ(Dom(D)) < λ then
λ is not measurable

2. If λ is an aleph, µ < λ < eppD(λ),
then there is no (≤ |Dom(D)|+ µ)-complete uniform ultrafilter on λ.

Proof: 1. Let (F̄ ,D) witness λ < eppD(µ), so f ∈ F ⇒ Dom(f) = A∗,
where A∗ =: Dom(D); so let F = {fα : α < λ}, where Fα = {fα}. Assume D∗

is a λ-complete ultrafilter on λ. For each a ∈ A∗, we have a function ga : λ→ µ,
defined by ga(α) = fα(a). So ga is a one-to-one map

from s′ =: {α < λ : (∀β < α)(ga(β) 6= ga(α))} onto Rang(ga) ⊆ µ,

so |Rang(ga)| is an aleph ≤ µ (or finite). Hence |Rang(ga)| < λ. By the choice
of D∗ for some unique γa we have Ba =: {α < λ : fα(a) = γa} ∈ D∗, as
〈fα : α < λ〉 exists also 〈γa : a ∈ A∗〉 exists as well as 〈Ba : a ∈ A∗〉. Clearly
|{γa : a ∈ A∗}| < θ(A∗). As D∗ is (≤ |A∗|)-complete, B∗ =:

⋂
a∈A∗

Ba ∈ D∗, but

[α, β ∈ B∗ ⇒ fα = fβ ], a contradiction.
2. Same proof. 2.8

Remark 2.8A: You can also phrase the theorem in terms of λ-complete filters
on λ which are weakly κ-saturated (i.e. for every h : λ −→ λ′ < λ, for some
C ⊆ λ′ of cardinality ≤ κ, {α < λ : h(α) ∈ C} ∈ D). Here instead of |A∗| < λ
we need: D is uniform and ¬(λ ≤ |(A∗)κ|).
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Definition 2.9 Let E be a set of filters on a set A∗.

1. E has the I-lub property (I a directed set) if:
for every D0 ∈ E and F = {ft : t ∈ I} ⊆ (A∗)Ord such that {ft : t ∈ I} is
<D0-increasing,
there is D, D0 ⊆ D ∈ E such that there is a <D-lub for F .

2. “E has the I-eub property” is defined similarly. The I-∗eub is defined
similarly for <D-increasing F̄ = 〈Ft : t ∈ I〉. Similarly I-∗lub.

3. If E = {D} we shall say D has this property.

3 Nice families of filters

Hypothesis 3.0: E is a family of ℵ1-complete filters on A∗ = Dom(E), such
that (for simplicity) D ∈ E & A ∈ D+ ⇒ D + A ∈ E. Our main interest is in
nice E (defined below).

Definition 3.1 We call E nice if

⊕E (∀f : A∗ → Ord)(∀D ∈ E)(rk2
D(f) <∞)

(see below). Let ⊕A∗ mean ⊕E for some E, with A∗ = Dom(E) and ⊕κ[E] =
⊕E with A∗ = κ.

Let E[D0] = {D : D0 ⊆ D ∈ E}.

Definition 3.2

1. The truth value of rk2
D(f,E) ≤ α (for α an ordinal f : A∗ → Ord, E

usually omitted):

rk2
D(f) ≤ α if for every A ∈ D+ and f1 <D+A f (and f1 : A∗ → Ord)

there is D1, D +A ⊆ D1 ∈ E and β < α such that rk2
D1

(f1) ≤ β.

(So f =D 0A∗ implies rk2(f) ≤ 0)

2. rk2
D(f) = α if rk2

D(f) ≤ α and ¬[rk2
d(f) ≤ β] for β < α

rk2
D(f) =∞ if rk2

D(f) ≤ α for no α
rk3
D(f) = min{rk2

D1
(f) : D ⊆ D1 ∈ E}

(really we should have written rk2
D(f,E) etc.).

Remark: Why start with rk2? To be consistent with [Sh-g] Ch.V.

Convention 3.3 Let f, g vary on (A∗)Ord and D ∈ E and A,B ⊆ A∗.

Claim 3.4 1. rk2
D(f) ≤ β, β ≤ α implies rk2

D(f) ≤ α; so rk2
D(f) is well

defined as an ordinal or ∞ (ZF is enough for the definition).

2. If f ≤ g or just f ≤D g and l = 2, 3 then rklD(f) ≤ rklD(g) (so f =D g
implies rklD(f) = rklD(g)).

Paper Sh:497, version 1995-12-04 11. See https://shelah.logic.at/papers/497/ for possible updates.



Sh 497 October 5, 2020 23

3. In 3.2(1) we can demand in addition f1 ≤ f .

4. rk3
D(f) ≤ rk2

D(f).

5. If D1 ⊆ D2 then rk3
D1

(f) ≤ rk3
D2

(f).

6. For every f,D, for some D1 such that D ⊆ D1 ∈ E we have

rk3
D(f) = rk2

D1
(f) = rk3

D1
(f).

7. rk2
D(f) = sup{rk3

D+A(g) + 1 : A ∈ D+ and g <D+A f}.

8. If A ∈ D+ then rk3
D(f) ≤ rk3

D+A(f) ≤ rk2
D+A(f) ≤ rk2

D(f).
[Why? By parts (5), (4), (7)+(4) respectively.]

9. If rk2
D(f) = rk3

D(f) then for every A ∈ D+

rk2
D+A(f) = rk3

D+A(f) = rk2
D(f) = rk3

D(f).

10. If f <D g then rk3
D(f) < rk3

D(g) or both are ∞.
[Why? Apply part (6) to g, D and get D1. Now

rk3
D(f) ≤ rk3

D1
(f) < rk3

D(f) + 1

≤ sup{rk3
D1+A(h) + 1 : h <D1+A g and A ∈ D+

1 }
= rk2

D1
(g) = rk3

D1
(g).

(Why the inequalities? by D ⊆ D1, using part (5); trivially; as f <D1 g
hence f <D g; by definition of rk2; and by the choice of D1 respectively.)]

11. ‖f‖D ≤ rk3
D(f) (‖.‖D – the Galvin–Hajnal rank which is defined by:

‖f‖D = sup{‖g‖D + 1 : g <D f}).
[Why? part (10).]

12. If for l = 1, 2, rk2
D(fl) = rk3

D(fl) = αl and α1 < α2 then f1 <D f2.
[Why? If not then for some A ∈ D+ we have f2 ≤D+A f1, so by part (2)
we have rk2

D+A(f2) ≤ rk2
D+A(f1), but by part (1) rk2

D+A(f2) = α2 > α1 =

rk2
D+A(f1), a contradiction.]

13. If for l = 1, 2 rk2
d(fl) = rk3(fl) = αl and α1 = α2 then f1 =D f2.

[Why? If not then by symmetry for some A ∈ D+ we have f1 <D+A f2,
so by part (10) we have rk3

D+A < rk3
D+A(f2) and by part (9) we get a

contradiction.]

14. If rk2
D0

(f) < ∞ and ¬(g ≥D0
f) then for some D1 ∈ E[D0], rk2

D1
(g) <

rk2
D0

(f) <∞.
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15. If {At : t ∈ I} ⊆ D+ and (∀D1)(D ⊆ D1 ∈ E → (∃t ∈ I)(At ∈ D+
1 )) (e.g.

I finite,
⋃
t∈I

At ∈ D) then

rk2
(f) = sup{rk2

D+At(f) : t ∈ I} and rk3
D(f) = min{rk3

D+At(f) : t ∈ I}

[Why? The inequality ≥ by part (8), the other by the definition (or part
(7) and part (9)).]

Observation 3.5 1. (a) If f = g + 1, D ∈ E then rk2
D(f) ≤ rk2

D(g) + 1; if
in addition rk3

D(g) = rk2
D(g) then rk2

D(f) = rk3
D(g) + 1.

(b) If every f(a) is a limit ordinal then rk3
D(f) is a limit ordinal.

(c) f =D 0A∗ iff rk2
D(f) = 0.

(d) rk3
D(f) = 0 iff ¬(0A∗ <D f).

2. If f = g + 1 then:

(a) rk2
D(f) ∈ {rk2

D(g), rk2
D(g) + 1},

(b) if rk2
D(f) = rk2

D(g) < ∞ then rk2
D(g) is a limit ordinal of cofinality

< θ(P(A∗)) and even < θ(P(A∗)/D).

3. If Rang(f) is a set of limit ordinals, F ⊆
∏
a∈A∗

f(a) is such that

[g < f ⇒ (∃h ∈ F )(g ≤ h)]

then rk2
D(f) = sup{rk3

D+A(h) : h ∈ F,A ∈ D+}.

4. If δ = rk2
D(f), cf(δ) ≥ θ(E) then2 for some D1, D ⊆ D1 ∈ E,

∏
a∈A∗

f(a)/D1

has true cofinality δ (moreover by a smooth sequence 〈Fα : α < cf(δ)〉)

5. If rk2
D(f) = α < ∞ then for every β < α there are D, g such that

D ⊆ D1 ∈ E, g <D1
f and rk2

D1
(g) = rk3

D1
(g) = β.

Proof: 1)(a) By 3.4(7), 3.4(2), 3.4(8) and common sense respectively

rk2
D(f) = sup{rk3

D+A(g′) + 1 : A ∈ D+ and g′ <D+A f}
≤ sup{rk3

D+A(g) + 1 : A ∈ D+}
≤ sup{rk2

D(g) + 1} = rk2
D(g) + 1

and by 3.4(4) and 3.4(10) respectively

rk2
D(f) ≥ rk3

D(f) ≥ rk3(g) + 1.

Together we have finished.
(b) By part (c) proved below, rk3

D(f) > 0, so assume toward contradiction
that rk3

D(f) = α + 1, so (by 3.4(6)) for some D1 we have D ⊆ D1 (∈ E) and

2 we can use this to prove a result parallel to 2.5 (3)
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rk3
D(f) = rk2

D1
(f) = rk3

D1
(f). By 3.4(7) for some A ∈ D+ and g <D1+A f we

have rk2
D1+A(g) = α. By 3.4(10), 3.4(10), 3.4(9) and the choice of α respectively

rk3
D1+A(g) < rk3

D1+A(g + 1) < rk3
D1+A(f) = rk3

D(f) = α+ 1.

So rk3
D1+A(g) < α contradicting the choice of A, and g.

(c) If f =D 0A∗ then the supremum in 3.4(7) (or the definition) is taken on an
empty set so rk2

D(f) = 0. If ¬(f =D 0A∗) then A =: {a ∈ A∗ : f(a) > 0} and
g ∈ (A∗)Ord, g(a) = 0 appears in the supremum in 3.4(7) (or the definition) so
rk2
D(f) ≥ 0 + 1 = 1 > 0.

(d) By (c) and the definition of rk3.

2) By 3.4(2), 3.5(a) respectively we have

rk2
D(g) ≤ rk2

D(f) ≤ rk2
D(g) + 1.

Thus clause (a) holds. For clause (b) assume rk2
D(f) = rk2

D(g), and call this
ordinal α. If α = 0 we get contradiction by 3.5(1)(c) as rk2

D(f) = α, f = g + 1.
If α = β + 1 then for some A ∈ D+ and g1 <D+A g we have rk3

D+A(g1) = β so
by 3.4(7), 3.4(10), and the choice of g1, A, and the choice of β respectively:

rk2
D(f) ≥ rk3

D+A(g) + 1 > rk3
D+A(g1) + 1 = β + 1 = α;

contradiction. So α is a limit ordinal and {rk3
D+A(g) : A ∈ D+} is an unbounded

subset of α hence cf(α) < θ(P(A∗)) (in fact cf(α) < θ(P(A∗)/D)).

3) By 3.4(7) and 3.4(2).

4) By 3.4(7), and rk2
D(f) being a limit ordinal

δ = rk2
D(f) = sup{rk3

D+A(g) + 1 : A ∈ D+ and g <D+A f}
= sup{rk3

D+A(g) : A ∈ D+ and g <D+A f and g ≤ f}
= sup{rk3

D1
(g) : for some A ∈ D+, g <D+A f and g ≤ f

and D +A ⊆ D1 ∈ E and

rk3
D1

(g) = rk2
D1

(g) < δ}
= sup{rk3

D1
(g) : D ⊆ D1 ∈ E, g <D1 f and g ≤ f

and rk3
D1

(g) = rk2
D1

(g) < δ}
= sup
D1∈E,D1⊇D

sup{rk3
D1

(g) : g <D1
f and g ≤ f

and rk3
D1

(g) = rk2
D1

(g) < δ}.

As cf(δ) ≥ θ(E) necessarily for some D1 we have D ⊆ D1 ∈ E and

δ = sup{rk3
D1

(g) : g <D1 f and g ≤ f and rk3
D1

(g) = rk2
D1

(g) < δ}.

For α < δ let

Fα = {g : g ≤ f, g <D1
f, and α = rk3

D1
(g) = rk2

D1
(g)}

and S = {α < δ : Fα 6= ∅}, it is necessarily unbounded in δ. Now by 3.4(12),
(13), F̄ = 〈Fα : α ∈ S〉 is <D1-increasing and smooth.
5) Suppose β < α, f , D form a counterexample. Then we prove by induction
on γ ≥ β that
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(∗)γ if g ∈ (A∗)Ord, and D ⊆ D1 ∈ E and g <D1 f and rk3
D1

(g) ≥ β then

rk3
D(g) ≥ γ.

For γ = β clearly (∗)γ holds trivially.
For γ > β, we can find D2 such that D1 ⊆ D2 ∈ E and rk3

D1
(g) = rk2

D2
(g) =

rk3
D2

(g), but β ≤ rk3
D1

(g) by assumption, so as β, α, f , D form a counterexample

β < rk3
D1

(g) so by 3.4(7) applied to rk2
D2

(g) we can find A ∈ D+
2 and g1 <D2+A g

such that rk3
D2+A(g1) ≥ β, so by the induction hypothesis rk3

D1+A(g1) ≥
⋃
{γ1 :

β ≤ γ1 < γ}. Now by 3.4(9) we know rk3
D2+A(g) = rk3

D2
(g). Together we

get the required conclusion in (∗). So rk2
D(f) = sup{rk3

D+A(g) + 1 : A ∈
D+ and g <D+A f} is α hence > β so for some A ∈ D+ and g <D+A f we have
rk3
D+A(g) ≥ β hence by (∗) it is > α, contradiction. 3.5

Definition 3.6 For D a filter on A∗ and f : A∗ → Ord let

TsD(f) = {F : F ⊆
∏
i∈A∗

f(i) satisfies f1 ∈ F & f2 ∈ F & f1 6= f2 ⇒ f1 6=D f2}

TwD(f) =
{

(F, e) : F ⊆
∏
i∈A∗

f(i), e is an equivalence relation on F ,

¬f1 e f2 ⇒ f1 6=D f2

}
,

TD(f) = {(F, e) ∈ TwD(f) : e is =D� F},

TsD(f) = sup{|F | : F ∈ TsD(f)},

TwD(f) = sup{|F/e| : F/e ∈ TwD(f)},

TD(f) = sup{|F/e| : (F, e) ∈ TD(f)}

(it is a kind of cardinality; of course the sup do not necessarily exist). We
may write F/e ∈ TwD(f) instead of (F, e) ∈ TwD(f) and also may write
F̄ = 〈Ft : t ∈ I〉 for (F, e) if F =

⋃
t
Ft, and feg ↔ (∃t)[{f, g} ⊆ Ft] and so the

Ft’s are pairwise disjoint.

Observation 3.7 1. F ∈ TsD(f) ⇒ (F,=) ∈ TwD(f).

2. TsD(f) ≤ TwD(f).

3. If F̄ = 〈Fα : α < α∗〉 is <D-increasing,
⋃
Fα ⊆

∏
a∈A∗

f∗(a) then rk3
D(f∗) ≥

α∗; so hppD(f∗) ≤ rk3
D(f∗); also 〈Fα : α < α∗〉 ∈ TwD(f) hence |α∗| ∈

TwD(f).

4. [ACA∗ ] If f, g ∈ A∗Ord and D is a filter on A∗ and {a ∈ A∗ : f(a) =
g(a)} ∈ D and X ∈ {Ts, Tw, T} then XD(f) = XD(g).

Claim 3.8 1. [E is nice] Assume F ⊆ (A∗)Ord. We can find 〈(FD, hD) :
D ∈ E〉 such that:
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(a) F =
⋃
D∈E

FD

(b) hD : FD → Ord

(c) if f1, f2 ∈ FD then hD(f1) ≤ hD(f2) ⇐⇒ f1 ≤D f2 and hence

hD(f1) = hD(f2) ⇐⇒ f1 =D f2, so

hD(f1) < hD(f2) ⇐⇒ f1 <D f2

(d) if F ⊆
∏
i∈A∗

f(i) then (FD,=D) ∈ Tw(f).

2. Instead of “E is nice” it suffices that F ⊆
∏
a∈A∗

f∗(a), rk2
D(f∗) <∞.

Proof: 1) Let FD =: {f ∈ F : rk2
D(f) = rk3

D(f)(<∞)}, hD(f) = rk2
D(f).

Now clause (a) holds by 3.4 (6), clause (b) holds as E is nice (see 3.1). For (c):
it holds by 3.4(12), 3.4(13). Lastly clause (d) follows from (c).

2) Similar (see 3.4 (14)). 3.8

Conclusion 3.9 Let D0 ∈ E.

1. [ E is nice ] Assume F ⊆
∏
a∈A∗

f∗(a) is in TsD0
(f∗).

(a) If |E| is an aleph then so is |F |.
(b) F can be represented as

⋃
{FD : D0 ⊆ D ∈ E} such that FD’s

cardinality is an aleph < ehppE(f∗).

(c) |F | ≤∗ |E| × ehppE(f∗)

2. [ E is nice ] Assume (F, e) is in TwD0
(f∗)

(any (F,=D) will do for F ⊆ (A∗)Ord).

(a) If |E| is an aleph then so is |F/e|.
(b) F/e can be represented as

⋃
{FD/e : D0 ⊆ D ∈ E} such that |F/e|

is an aleph ≤ hpp(f∗).

(c) |F/e| ≤∗ |E| × hppE(f∗)

3. Instead of “E is nice”, “rk2
D0

(f∗) <∞” suffices.

Proof: 1) It follows from 2) as in this case e is the equality.
2) For D ∈ E[D0], let

FD =
{
f ∈ F : rk2

D(f) = rk3
D(f) and: if f1 ∈ f/e and rk2

D(f1) = rk3
D(f1)

then rk2
D(f1) ≥ rk2

D(f)}.

Let hD : FD → Ord be hD(f) = rk2
D(f). So (for f1, f2 ∈ FD):

hD(f1) = hD(f2) iff f1/e = f2/e.
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Also F/e =
⋃
{FD/e : D ∈ E}. So clause (b) holds, for clause (c) let G(D,α)

be y iff y has the form f/e where f ∈ FD, hD(f) = α; so G is a partial function
from |E| × hppE(f∗) onto F/e. Note that clause (a) follows as |X| ≤ |Y |, |Y |
is an aleph implies |X| is an aleph. (We can choose a well ordering < of E, we
can let F ′D = {f : f ∈ FD and letting f ∈ Ft, for no f ′ ∈ f/e and D′ < D do
we have f ′ ∈ FD′}. Let

⋃
{hD � F ′D : D ∈ E} so letting h(f/e) = hD(f) for

f ∈ F ′D, clearly h is one-to-one function from F onto a set of ordinals.)
3) Similar proof (remember 3.4 (13)). 3.9

Claim 3.10 1. If F is in TsD(f) and rk3
D(f) = α <∞ then |F | ≤∗ |α|×|E|.

2. Assume (F, e) ∈ TwD(f) and rk3
D(f) = α <∞. Then |F/e| ≤∗ |α|× |E|.

Proof: Included in the proof of 3.9.

Claim 3.11 If α = rk2
D0

(f∗), D0 ∈ E then we can find 〈AD : D ∈ E[D0]〉,
α =

⋃
{AD : D ∈ E[D0]}, and 〈(FD, hD) : D ∈ E[D0]〉 with (FD, hD) as in 3.8,

FD ⊆
∏
a∈A∗

f∗(a) with Rang(hD) = AD and

hD(f) = α ⇒ rk2
D(f) = rk3

D(f) = α.

Proof: Because there is “no hole in the possible ranks”. I.e. we apply 3.8
to F =

∏
a∈A∗

(f∗(a) + 1), and get 〈(FD, hD) : D ∈ E[D0]〉. Our main problem is

that some β < α is not in
⋃

D∈E[D0]

Rang(hD). Then use 3.5(5). 3.11

Conclusion 3.12 Assume E is nice and for simplicity |E| is an aleph,
f ∈ (A∗)Ord and (∀a ∈ Dom(E)) (f(a) ≥ |E|).

1. Then the cardinals

sup
D∈E[D0]

|rk2
D(f)|, sup

D∈E[D0]

(TD(f)), sup
D∈E[D0]

(TwD(f)) and sup
D∈E[D0]

{hppD(f)}

are equal.

2. Assume ACA∗ . If f1, f2 are as in the assumption and {a ∈ A∗ : |f1(a)| =
|f2(a)|} ∈ D then

sup
D∈E[D0]

|rk2
D(f1)| = sup

D∈ED0

|rk2
D(f2)|

have the same cardinality.

3. rk2
D0

(f+) ≤ sup
D∈E[D0]

|rk2
D(f)|+ where f+ ∈ (A∗)Ord is f+(a) =: |f(a)|+

Proof: 1)
Step A
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(∗) sup
D∈E[D0]

(rk2
D(f) + 1) ≥ hppE[D0]

(f)

If β < hppE[D0]
(f) then we can find D ∈ E[D0] and F̄ = 〈Fα : α < β〉 such

that Fα ⊆
∏
a∈A∗

f(a) non empty and F̄ is <D-increasing. We can prove using

3.4(9) by induction on α < β that

(∗∗) g ∈ Fα ⇒ rk3
D(f) ≤ α.

Now by 3.4(7) we have rk2
D(f) > α and α < β so rk2

D(f) ≥ β.
Step B

rk2
D(f) can be represented as the union of E sets each of order type <

hppE[D0]
(f).

By 3.10.
Step C

sup
D∈E[D0]

|rk2
D(f)| = hppE[D0]

(f).

Why? By steps A, B as |E| is an aleph and f(a) ≥ |E| for every a.
Step D

hppE[D0]
(f) ≤ TD(f) ≤ TwD(f).

By definition (true for each D separately).
Step E

sup
D∈E[D0]

TD(f) ≤ sup
D∈E[D0]

rk2
D(f).

Why? By 3.8
2) By part (1) and 3.7(4).
3) By part (2) and the definition of rk2

D0
. 3.12

Remark 3.12A: If we waive “|E| is an aleph” but still assume f(a) ≥ θ(E) we
get that those three cardinals are not too far.

Claim 3.13 Assume

(A) λ is an aleph, 〈λi : i < δ〉 is a strictly increasing continuous sequence of
alephs with limit λ,

(B) there is G∗ =
⋃
i<δ

Gi, Gi a one-to-one function from
∏
j<i

λj into some

λ∗i < λi+1 ( so if ACδ, we need just that each Gi exists, i.e. |
∏
j<i

λj | <

λi+1).

Then there is F ∈ TsDbdδ (〈λ∗i : i < δ〉), and |F | =
∏
i<δ

λi.

(Dbd
δ is the filter generated by the cobounded sets of δ).

Remark: This goes back to Galvin, Hajnal [GH], see [Sh 386, 5.2A(1)].
Proof: Define a function G :

∏
i<δ

λi −→
∏
i<δ

λ∗i by

G(f)(i) = Gi(f � i) and let F = Rang(G) 3.13
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Claim 3.14 Assume that D0 ∈ E and fα ∈ (A∗)Ord for α < α∗.

1. [ E is nice ] There are g ∈ (A∗)Ord and D such that:

(a) D0 ⊆ D ∈ E,

(b) rk2
D(g) = rk3

D(g),

(c) g is a <D-lub of {fα : α < α∗}, i.e. :

(i) α < α∗ ⇒ fα ≤D g

(ii) if g′ ∈ (A∗)Ord and fα ≤D g′ for all α < α∗ then g ≤D g′.

(d) Moreover for every A ∈ D+, g is also a <D+A-lub of {fα : α < α∗}.

2. If fα ≤D0
f∗ for α < α∗, rk2

D0
(fα) < ∞ then there are g ∈ (A∗)Ord, D

satisfying (a)-(d) and we can add

(e) g ≤ f∗.

Proof: 1) Follows by (2), just let f∗(a) = supα<α∗ fα(a).
2) Clearly the set

K = {(D, g) : D0 ⊆ D ∈ E & (∀α < α∗)(fα ≤D g), rk2
D(g) <∞ and g ≤ f∗}

is not empty (because the pair (D0, f
∗) is in it ). Choose among those pairs one

(D1, g) with rk3
D(g) minimal. So for some D, D1 ⊆ D ∈ E we have rk3

D1
(g) =

rk2
D(g) = rk3

D(g) (see 3.4(6)), so also (D, g) ∈ K. Clearly (D, g) satisfies (a),
(b), (e) and (c)(i). If (c)(ii) fails then let g′ exemplify it and so

A = {a ∈ κ : g′(a) < g(a)} 6= ∅ modD.

But clearly also (D +A, g′) is in the family and (see 3.4(10) and 3.4(9) respec-
tively):

rk3
D+A(g′) < rk3

D+A(g) = rk3
D(g)

- a contradiction.
Clause (d) follows from 3.4(9) replacing D by D +A. 3.14

Definition 3.15 1. Let E be as in 3.0, κ an aleph and κ = cf(κ) > ℵ0,
and D⊕ a filter on κ. We say that E is [weakly] D⊕-normal if there is a
function ι witnessing it which means:

ι is a function from A∗ = Dom(E) to κ such that

(a) for every D ∈ E

i(D) =: {A ⊆ κ : ι−1(A) ∈ D}

is a filter on κ extending D⊕,

(b) every D ∈ E is [weakly] ι-normal, which means: if f : A∗ −→ κ
is ι-pressing down (i.e. f(a) < 1 + ι(a) for a ∈ A∗) then on some
A ∈ D+, the function f is constant [bounded].
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2. We say that E is [weakly] κ-normal if this holds for some κ as above, filter
D⊕ over κ and function ι.

3. We say that E is [weakly] (κ, S)-normal, where S ⊆ κ, if this holds for
some filter D⊕ over κ such that S ∈ D⊕.

4. We say that D is κ-normal (with ι witnessing it) if E := {D+A : A ∈ D+}
is, with ι witnessing it.
If Dom(E) = κ, ι the identity we omit it.
Omitting D from “D-normal” means omitting clause (a).

Remark 3.16 1. Note: for a filter D on κ the normality is also defined as
the closure under diagonal intersection; this is equivalent. But it is not
enough that the diagonal intersection of clubs is a club, we need that the
diagonal intersection of sets including clubs includes a club.

2. The club filter Dcl
κ on a regular κ > ℵ0 is not necessarily normal, but there

is a minimal normal filter on it, D⊗κ , but possibly ∅ ∈ D⊗κ , see below.

Definition 3.17 1. For an ordinal δ

Dcl
δ = {A ⊆ δ : A contains a club of δ}.

2. For P ⊆ P(δ) we define Dnor
δ,ζ [P] by induction on ζ as follows:

ζ = 0 Dnor
δ,ζ [P] is the filter of subsets of δ generated by P ∪Dcl

δ .

ζ > 0 limit Dnor
δ,ζ [P] =

⋃
ξ<ζ

Dnor
δ,ξ [P].

ζ = ξ + 1 Dnor
δ,ζ [P] = {δ \ B : there is a function with domain B,

regressive (i.e. f(α) < 1 + α), such that for every β < δ the set
{α ∈ δ \B : f(α) = β} = ∅ modDnor

δ,ξ [P]}
Dnor
δ [P] =

⋃
ζ

Dnor
δ,ζ [P]

Above we replace nor by wnr if for ζ = ξ + 1 we replace f(α) = β by
f(α) ≤ β

If P = ∅ we omit it.

3. We call A ⊆ κ stationary if A 6= ∅ modDnor
κ .

Claim 3.18 1. Dnor
δ,ζ [P] increases with ζ and is constant for ζ ≥ θ(P(δ))

(so Dnor
δ [P] = Dnor

δ,θ(P(δ))[P]), moreover it is constant for ζ ≥ ζnor
δ for

some ζnor
δ < θ(P(δ)). Note that we get Dcl

δ ⊆ Dnor
δ,1 [P] even if we redefine

Dnor
δ,0 [P] as the filter generated by P∪Dbd

δ . Clearly Dnor
δ [P] is the minimal

normal filter on δ which includes P.

Paper Sh:497, version 1995-12-04 11. See https://shelah.logic.at/papers/497/ for possible updates.



Sh 497 October 5, 2020 32

2. Dwnr
δ,ζ [P] increases with ζ and it is constant for ζ ≥ θ(P(δ)) (consequently

Dwnr
δ [P] = Dwnr

δ,θ(P(δ))[P] and Dwnr
δ,ζ [P] ⊆ Dnor

δ,ζ [P]), moreover for ζ ≥ ζwnr
δ

for some ζwnr
δ < θ(P(δ)). Also we get Dcl

δ ⊆ Dwnr
δ,1 even if we redefine

Dwnr
δ,0 [P] as the filter generated by P∪Dbd

δ . Clearly Dwnr
δ [P] is the minimal

weakly-normal filter on δ which includes P

3. In 1), 2) if cf(δ) = δ1, the filters Dwnr
δ , Dwnr

δ1
(and also Dwnr

δ,ζ , Dwnr
δ1,ζ

) are
essentially the same. I.e. let h: δ1 −→ δ (strictly) increases continuously
with unbounded range, then

if A ⊆ δ, A1 ⊆ δ1, A ∩ Rang(h) = h′′(A1)
then A ∈ Dwnr

δ,ζ [P] ⇐⇒ A1 ∈ Dwnr
δ1,ζ

[P].

4. If δ is not a regular uncountable cardinal then Dnor
δ = P(δ).

5. [ACδ,P(δ) + DC] If δ regular uncountable, then in 1), 2) we can replace

θ(P(δ)) by (2cf(δ))+ and we have ∅ /∈ Dnor
δ . Moreover for every regular

σ < δ,
{α < δ: cf(α) = σ} 6= ∅ modDnor

δ .

Proof: 1) - 4) Check.
5) We use the variant of the definition starting with Dbd

δ . We choose by induc-
tion on n < ω, an equivalence relation En on δ such that:

(i) E0 is the equality on δ,

(ii) En+1 refine En,

(iii) the function fn is regressive where

fn(α) = otp{β : βEnα but β < α & ¬βEn+1α and β = min(β/En+1)}

(so it is definable from En, En+1),

(iv) for each α < δ and n < ω

ζn+1
α =: min{ζ : α/En+1 ∈ Dnor

δ,ζ } < ζnα =: min{ζ : α/En ∈ Dnor
δ,ζ }

or both are zero.

We can carry the induction by DC. For n = 0 use clause (i) to define E0.
For the choice of En+1, for each α < δ, fn � (α/En) as required exists by the
inductive definition of Dnor

δ,ζ (does not matter if we let Dnor
δ,0 be Dcl

δ or Dbd
δ ), but

we have to choose

〈fn � (α/En) : α < δ, α = min(α/En)〉;

so we have to make ≤ |δ| choices, each among the family of regressive function
on δ. But as we have a pairing function on δ, this is equivalent to a choice of a
subset of δ, so ACδ,P(δ) which we assume is enough.

Now by DC we can choose by induction on n < ω, an ordinal αn < δ such
that

Paper Sh:497, version 1995-12-04 11. See https://shelah.logic.at/papers/497/ for possible updates.



Sh 497 October 5, 2020 33

(∗) if β ≤ αn, m < ω and ζβm = 0 then sup(β/Em) < αn+1 (note β/Em is
bounded in δ).

(Not hard to show that αn+1 exists.) Now letting α(∗) =
⋃
n<ω

αn < δ, we get

easy contradiction as 〈ζα(∗)
n : n < ω〉 is eventually zero. 3.18

4 Investigating strong limit singular µ

Definition 4.1

1. ⊗α,R means: there is a function e exemplifying it which means:

⊗α,R[e] e is a function, Dom(e) = {δ : δ < α a limit ordinal } and for
every limit δ < α, e(δ) is an unbounded subset of δ such that it is of
order type from R. (It follows that R ⊇ α ∩ Reg).

2. If R ∩ α is the set of infinite regular cardinals ≤ α we omit it (then
otp(e(δ)) = cf(δ)).
If R is the set of regular cardinals < α union with σ (not {σ}!) we write
σ instead of R.

3. Let ⊗∗α,R means ⊗α,R∪(α∩Reg).

Observation 4.2

1. If ⊗α,R, σ ∈ R is not regular and R′ = R \ {σ} then ⊗α,R′ .

2. If there is e satisfying ⊗′α,R[e] below then ⊗α,R holds (for another e)

⊗′α,R[e] e is a function, Dom(e) = {δ : δ < α a limit ordinal, δ /∈ R}
and for every limit δ ∈ Dom(e), e(δ) is an unbounded subset of δ, of
order type < δ.

3. Also the converse of (2) is true.

4. If ⊗α2,α1∪R1 and ⊗α1,α0∪R0 then ⊗α2,α0∪R0∪R1 .

5. For any ordinal α letting j|α| be 1 if |α| is regular and zero otherwise we
have ⊗α,|α|+j, hence if ⊗α,β then ⊗α,|β|+jβ .

6. If ⊗∗α,ζ then we can define 〈fβ : β ∈ [ζ, α]〉, fβ a one-to-one function from
β onto |β|.

7. If ⊗α,R then we can define f̄ = 〈fβ : β < α〉, fβ a one-to-one function
from β onto sup(β ∩R).

8. If ⊗α,σ and σ < λ+ ≤ α (so λ+ is a successor) then λ+ is regular.

9. If we have: R ⊆ α closed, f̄ = 〈fβ : β < α〉, fβ a function from sup(R∩β)
onto β then ⊗α,R.
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10. If ⊗α,R and β < γ < α and [β, γ] ∩R = ∅ then |β| = |γ|.

Proof: 1) By part 2) it suffices to have ⊗′α,R′ [e]. Now there is e satisfying
⊗α,R[e]. We define a function e′ ⊇ e � (α \R) such that Dom(e′) = α \R′: just
choose for e′(σ) a club of σ of order type cf(σ).

2) We are given e such that ⊗′α,R[e]. We define e′(δ) for δ ∈ α limit by
induction on δ such that ⊗α,R[e′] holds.

Case 1: δ ∈ R
We let e′(δ) = δ.

case 2: δ /∈ R
We let γδ = otp(e(δ)) so γδ < δ. Let gδ be the unique order preserving
function from γδ onto e(δ). Necessarily γδ is a limit ordinal (as e(δ) has
no last element), and hence e′(γδ) is a well defined unbounded subset of
γδ of the order type from R. Let

e′(δ) =: {gδ(β) : β ∈ e′(γδ)}.

3) Straightforward.
4) Let e′l exemplify ⊗′αl+1,αl∪Rl (see (3)), then e′0 ∪ e′1 exemplifies

⊗′α2,α0∪R0∪R1
and by part 2) we can finish.

5) Let f be a one-to-one function from α onto |α|. Define a function e′,
Dom(e′) = {δ : |α|+j|α| ≤ δ < α, δ a limit ordinal} which will satisfy ⊗′α,|α|+j|α|
(enough by part 2)).

If δ = |α| choose e′(δ) as an unbounded subset of |α| of order type cf(|α|). If
δ > |α|, let ξδ = min{β : δ = sup{f(γ) : γ < β}}, necessarily it is a limit ordinal.
Now, if ξδ < |α| we let e(δ) = {f(γ) : γ < ξδ}. We are left with the case ξδ = |α|.
In this case define by induction on i < |α|, the ordinal βi = sup{g(γ) : γ < i}.
As ξδ = |α| clearly (∀i < |α|)(βi < δ), also clearly (∀j < i)(βi ≤ βj). Hence
{βi : i < |α|} has order type ≤ |α|; as δ = sup{g(γ) : γ < |α|}, clearly

δ =
⋃

i<|α|
βi, so e′(δ)

def
= {βi : i < |α|} is as required. Hence we have finished

defining e′ and the proof is completed.
6) Let ⊗∗α,ζ [e]; by 4.2(4), 4.2(5) w.l.o.g ζ = |ζ|. We define fβ by the

induction on β:

If β = γ + 1 let fβ(γ) = 0, fβ(ε) = 1 + fγ(ε) for ε < γ.
If β is a limit ordinal, first define gβ :

gβ(γ) = (otp(γ ∩ e(β)), fmin(e(β)\(γ+1))(γ)).

So gβ is a one-to-one function from β into otp(e(β))× supγ<β |γ|. As usual we
can well order this set by (<lx is the lexicographic order):

(i1, i2) <∗β (i2, j2) ⇐⇒ (max{i1, i2}, i1, i2) <lx (max{j1, j2}, j1, j2).

Let hβ be the one-to-one order preserving function from (Rang(gβ), <∗β) onto
some ordinal γβ . Let fβ = hβ ◦ gβ ; check that γβ is a cardinal.
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7) Similar proof. (We use the fact that there is a definable function giving
for any infinite ordinal α a one-to-one function from α × α into α: just let
βα ≤ α be the maximal limit ordinal such that (∀γ)(γ < β → γ× γ < β), so for
some n, βn > n, and as above we can define a one-to-one function from α into
β × . . .× β︸ ︷︷ ︸

n times

and from it into β).

8) Included in the proof of (6).
9) Like the proof of part (5).
10) By (7). 4.2

Lemma 4.3 Assume ⊗µ,R and µ ≥ θ(E × E × P(A)) and

α∗ = sup{rk2
D(µA∗ , E) : D ∈ E} <∞,

and E, A∗ are as in hypothesis 3.0 and µA∗ stands for the constant function with
domain A∗ and value µ. Then ⊗α∗,R∗ , where R ⊆ R∗ ⊆ R ∪ [µ, α∗) and there
is a 〈Yσ : σ ∈ R∗ \ R〉 (note that σ ∈ R∗ \ R is just an ordinal not necessarily
an aleph) such that:

(a) Yσ is a non empty set of pairs (D, δ̄) such that

D ∈ E, δ̄ = 〈δa : a ∈ A∗〉, δa ∈ R

and
∏
a∈A∗

δa/D has the true cofinality σ (see Def 2.3(1)).

(b) The Yσ’s are pairwise disjoint. Moreover if (D`, δ̄
`) ∈ Yσ` for ` = 1, 2 and

D1 = D2 then δ̄1 6=D1
δ̄2.

Remark: Instead of rk2
D(µA∗ , E) <∞ for every D ∈ E it is enough to assume

rk2
D(µ,E) <∞ for some D ∈ E with

α∗ = sup{r2
D(µA∗ , D) : D ∈ E and rk2

D(µA∗ , D) <∞}.

Proof: For α < α∗ and D ∈ E let

FDα = {f ∈ A∗µ : rk2
D(f) = rk3

D(f) = α} and AD = {α < α∗ : FDα 6= ∅}.

So (see 3.8):

(a) (α,D) 7→ FDα and D 7→ AD are well defined (so there are such functions),

(b) α∗ =
⋃
D∈E

AD,

(c) if f1, f2 ∈ FDα then f1/D = f2/D,

(d) if fe ∈ FDαe for e = 1, 2 and α1 < α2 then f1/D < f2/D.
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By 4.2(2)+(1) it suffices to prove ⊗′α∗,R∗∪(µ+1). Let e be such that ⊗µ,R[e]

holds. For δ ∈ (µ, α∗), we try to define the truth value of δ ∈ R∗ and e′(δ)
such that ⊗′α∗,R∗∪(µ+1)[e

′] holds. We make three tries; an easier case is when

the definition gives an unbounded subset of δ of order type < δ: decide δ /∈ R∗
and choose this set as e′(δ). If not, we assume we fail and continue, and if we
fail in all three of them then we decide δ ∈ R, and choose Yδ.

First try: e1(δ)
def
= {sup(δ ∩AD) : D ∈ E and sup(δ ∩AD) < δ}.

Clearly this set has cardinality < θ(E) ≤ µ ≤ |δ|. So the problem is that it may
be bounded in δ. In this case, by (b) above, for some D ∈ E, δ = sup(δ∩AD).

Second try: Let Eδ = {D : δ = sup(AD ∩ δ)}.
So we can assume Eδ 6= ∅. For each D0 ∈ Eδ let

Eδ(D0) = {D ∈ E : D0 ⊆ D and there is f ∈ (A∗)µ such that f/D is

≤D −lub of {g/D : g ∈ FD0

β , for some β ∈ AD0 ∩ δ}}.

For D ∈ Eδ(D0) let

F
(D0,D)
δ = {f : f/D is ≤D −lub of {g/D : g ∈ FD0

β for some β ∈ AD0
∩ δ}}.

For f ∈ F (D0,D)
δ , let B(f) = {a ∈ A∗ : f(a) a limit ordinal}. Now B(f) ∈ D by

1.3(8) because of the assumptions f is a ≤D −lub and AD0
∩ δ is unbounded in

δ and let

H(f) = {g ∈ A∗µ : (∀a∈B(f))(g(a)∈ e(f(a))) & (∀a∈A∗ \B(f))(g(a) = 0)}.

(remember e is a witness for ⊗µ,R). Note that

(e) for D0 ∈ Eδ, Eδ(D0) is not empty [by 3.14(1)],

(f) if D0 ∈ Eδ, D ∈ Eδ(D0) then F
(D0,D)
δ 6= ∅,

(g) if f1, f2 ∈ F (D0,D)
δ then f1/D = f2/D

(as <D-lub is unique modD) hence

(g)′ HD(f1) = HD(f2) where HD(f) = {g/D : g ∈ H(f)},

(h) if D0 ∈ Eδ and f ∈ F (D0,D)
δ and g ∈ H(f) then g <D f ,

(i) if f ∈ F (D0,D)
δ then |H(f)| ≤

∏
i∈B2(f)

e(f(i)).

We now define, for f∗ ∈ F (D0,D)
δ a function h = hδ,f∗,D0,D from H(f∗) to δ:

h(g) = min{α < δ : α ∈ AD0
and there is f ∈ FD0

α such that ¬(f <D g)}.

(by the way, equivalently for every f ∈ FD0
α ). Now

(j) h(g) is well defined.
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[Why? As otherwise g exemplify f∗ is not a <D-lub of
⋃
{FD0

α : α ∈ AD0 ∩ δ}
(g is a smaller <D0

-upper bound).]
Also

(k) Rang(hδ,f∗,D0,D) is unbounded below δ.

[Why? For every α < δ there is β ∈ AD0 ∩ (α, δ). Choose f ∈ FD0

β , and

define g ∈ (A∗)Ord by g(a) = min(e(f∗(a)) \ (f(a) + 1)). Now g ∈ H(f∗) and
h(g) > β > α.]

(l) Rang(hδ,f∗,D0,D) does not depend on f∗, i.e. is the same for all f∗ ∈
F

(D0,D)
α , [by (g)], and we denote it by tδ(D0, D).

(m) h is a nondecreasing function from (H(f∗),≤D) to δ.

If |E| is an aleph, choose a fixed well ordering <∗E of E and if for our δ for some
pair (D0, D) we have otp(tδ(D0, D)) < δ, choose e(δ) = tδ(D0, D) for the first
such pair; but this assumption on |E| is not really necessary:

If for some D0 ∈ Eδ, D ∈ Eδ(D0) we consider (i.e. if this set is O.K., we
choose it; easily it is an unbounded subset of δ):

{tδ(D0, D) : D0 ∈ Eδ, D ∈ Eδ(D0) and for any other such (D′0, D
′)

we have otp(tδ(D0, D)) ≤ otp(tδ(D
′
0, D

′))}.

This is an indexed family of unbounded subsets of δ, indexed by a subset of
E ×E, all of the same order type, which we call β∗. As we know θ(E ×E) is a
cardinal ≤ δ. By observation 4.3A below it is enough to have β∗ < |δ|.

Observation 4.3A: 1) If B = {Bc : c ∈ C}, Bc ⊆ δ = sup(Bc), δ a limit
ordinal, sup

c∈C
otp(Bc) < |δ| and θ(C) ≤ δ then we can define (uniformly) from δ,

B an unbounded subset B of δ such that otp(B) < δ.
2) If in part (1) we omit the assumption δ = sup(Bc), the conclusion still holds
provided that ¬(∗) where

(∗) for every α∗ < δ we have δ = sup
⋃
{Bc : α∗ < sup(Bc) ≤ δ}.

Proof: For each i < δ =: sup
c∈C

otp(Bc) define

B∗i = {γ : for some c ∈ C the ordinal γ is the i-th member of Bc}.

So there is a partial function from C onto B∗i , hence otp(B∗i ) < θ(C) ≤ δ. So
if for some i, the set B∗i is unbounded in δ then let B be B∗i for the minimal
such i. If there is no such i then let γ∗ = sup{otp(Bc) : c ∈ C}. By assumption
γ∗ < |δ|, let

B =: {sup(B∗i ) : i < γ∗},

so B ⊆ δ, and |B| ≤∗ |γ∗| hence |B| ≤ |γ| hence otp(B) < |δ| ≤ δ and for every
β < δ for some c ∈ C there is γ ∈ Bc \β, so for i = otp(Bc∩γ) we have: γ ∈ B∗i
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hence γ ≤ sup(B∗i ) ≤ sup(B), so sup(B) = δ. So B is an unbounded subset of
δ of order type < δ.
2) Clearly

B = {sup(Bc) : c ∈ C and sup(Bc) < δ}
has order type < θ(C) ≤ δ, so if δ = sup(B) we are done; if not let α∗ =
sup(B) < δ and C ′ = {c ∈ C : δ = sup(B)}, B′ =: {Bc : c ∈ C ′} are as in the
assumption of 4.3A(1). 4.3A

Continuation of the proof 4.3:
Third try: We are left with the case that every tδ(D0, D), when well defined,

has order type δ. Continue with our f∗ ∈ F (D0,D)
δ , h = hδ,f∗,D0,D. For each g ∈

H(f∗), we know that there are A ∈ D+ and f ∈ FD0

h(g) such that g � A ≤ f � A.

Now turn the table: for A ∈ D+ let

H(f∗, A) = {g ∈ H(f∗) : for some (=all) f ∈ FD0

h(g) we have g≤Af}

(clearly the choice of f is immaterial : some, all are the same). Now:
(H(f∗, A),≤D+A) is mapped by h into tδ(D0, D) ⊆ δ; moreover for g′,g′′ ∈
H(f∗, A) we have: h(g′) < h(g′′) ⇒ g′ <D+A g′′ (otherwise the minimal-
ity of h(g′′) is contradicted). So (H(f∗, A),≤D+A) has the true cofinality
otp(t1δ(D0, D,A)), where t1δ(D0, D,A) =: (Rang(h � H(f∗, A))). Now by ob-
servation 4.3A if we do not succeed, for some β∗ < δ we have

(∗) if (D0, D,A) above and t1δ(Dδ, D,A) 6⊆ β∗ then otp(t1δ(D0, D,A)) = δ.

So we assume that for some β∗ < δ we have (∗). Without loss of generality
β∗ is minimal. Consider such a triple (D0, D,A) and the appropriate f∗ = f∗δ .
Notice that H(f∗, A) is cofinal in (H(f∗), <D+A), (we use clause (d) of 3.14).
Now consider whether the quadruple

x̄ = (D0, D,A, 〈otp(e(f∗δ (a))) : a ∈ A∗〉/(D +A))

was considered by some earlier δ⊗, if so, choose minimal δ⊗, and we shall finish
by the observation 4.3B below. To stress the dependency on δ we may write
Hδ(f

∗
δ , A), and define Colα for α < µ such that α ∈ Dom(e) onto e(α) as the

unique order preserving function from otp(e(α)) onto e(α). Let us define for g ∈
H(f∗δ , A), the function Colg with domain A∗, Colg(a) being otp(e(f∗δ (a))∩g(a))
if f∗δ (a) is a limit ordinal, zero otherwise. Of course Colg depends on the choice
of f∗δ but Colg/D does not, and let Hδ(f

∗
δ , A) = {Colg : g ∈ H(f∗δ , A)}, so

Hδ(A) =: (Hδ(f
∗
δ , A)/(D+A), <D+A) has order type δ and Hδ(A) is cofinal in∏

a∈A∗
otpf∗δ (a)/(D+A), and H and Hδ(A) were definable from δ, (D0, D,A) in

a fixed way.
Similarly for Hδ⊗(A). So observation 4.3B below give us a definition of an

unbounded subset Z0(D0, D,A, δ, δ
⊗) of Hδ(A) of order type δ⊗, hence also of

otp(Hδ(A), <D) = δ which we call Z(D0, D,A, δ, δ
⊗). So

{Z(D0, D,A, δ, δ
⊗) : (D0, D,A) = x̄ � 3 for some x̄ ∈ C}
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is a family of unbounded subsets of δ of order type δ⊗ so by observation 4.3A
we are done.
Fourth try:

All previous ones failed, in particular there is no δ⊗ as above. We put δ in
R∗, and let Yδ be the set of quadruple 〈D0, D,A, 〈otp(e(f∗δ (a)) : a ∈ A∗〉/D〉 as
above (the last one is uniquely determined by the earlier ones).

Observation 4.3 B If for l = 1, 2 we have Yl ⊆ (A∗)µ is cofinal in
∏
a∈A∗

αla/D

and [g1, g2 ∈ Y` ⇒ (g1 =D g2) ∨ (g1 <D g2) ∨ (g2 <D g1)] and (Y`/D,<D) is
well ordered of order type δ` and δ1 < δ2 and {a ∈ A∗ : α1

a = α2
a} ∈ D (and

α`a > 0 for simplicity) then from the parameters D, Y`/d, 〈α`a : a ∈ A∗〉/D for
` = 1, 2 we can (uniformly) define one of the following:

(a) Y ⊆ Y1/D cofinal in
∏
a∈A∗

α1
a/D and a function h from Y into δ2, <D-

increasing such that δ2 = sup Rang(h � Y ).

(b) cofinal X ⊆ δ2 of order type < θ(P(A∗)).

Proof: For g1 ∈ Y1 let

K(g1) =: {g1 ∈ Y : g1 ≤D g2 and there is no g′2 ∈ Y2 such that
g′2 <D g2 and g1 ≤D g′2},

KD(g1) =: {g2/D : g2 ∈ K(g1)},

K ′D(g1/D) =
⋃
{KD(g′1) : g′1 ∈ Y1 and g′1 =D g1}.

k(g1/D) is (if exists) the ≤D-minimal g2/D ∈ Y2 such that

g′2/D ∈ K ′D(g1/D)⇒ g′2/D ≤D g2/D.

Now K(g1) is a subset of Y2, KD(g1) is a subset of Y2/D and g′1 =D g′′1 ⇒
KD(g′1) = KD(g′′1 ) hence KD(g1) = K ′D(g1/D).
Case 1: for some g1/D ∈ Y1/D, the set K ′D(g1/D) is unbounded in Y2/D.

We can choose the <D-minimal such g1/D, so K ′D(g1/D) is a well de-
fined cofinal subset of Y2/D (remember Y2/D is <D-well ordered) and easily
otp(K ′D(g1/D), <D) < θ({A/D : A ∈ D+}) ≤ θ(P(A∗)).
Case 2: not case 1.

So k is a well defined function from Y1/D into Y2/D, and easily g′1/D ≤D
g′′1/D ⇒ k(g′1/D) ≤D k(g′′1/D).

Let

Y =: {g1/D : g1/D ∈ Y1/D and
[g′1/D ∈ Y1/D & g′1/D <D g1/D ⇒ k(g′1/D) <D k(g1/D)]},

and let h(g1/D) = otp({g2/D ∈ Y2 : g2/D <D k(g1/D)}), so h : Y → δ2. Now
Y , h are as required. 4.3B

4.3
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Claim 4.4 [DC+⊕κ[E]] Assume µ > A∗ = cf(µ) > ℵ0, µ > θ(E)+κ+, ⊗µ,R
and λ = |rk2

D(µ,E)|. Then λ < ℵγ , for some γ < θ(E × E × P(A∗)× |R||A∗|).

Proof: By 4.3 and 4.2(10). 4.4

Observation 4.5 1. θ(
⋃
x∈X

Ax) ≤ (θ(X) + supx∈X θ(Ax))+.

2. If λ is regular, λ ≥ θ(X), λ ≥ θ(Ax) (for x ∈ X) then θ(
⋃
x∈X

Ax) ≤ λ. So

e.g. θ(A× A) = θ(A) if θ(A) is regular and θ(A×B) ≤ (θ(A) + θ(B))+,
and θ(A × B) = max{θ(A), θ(B)} (or all three are finite) when the later
is regular.

Proof: 1) As A ≤∗ B ⇒ θ(A) ≤ θ(B) and
⋃
x∈X

Ax ≤∗
⋃
x∈X

({x} × Ax)

clearly without loss of generality 〈Ax : x ∈ X〉 is pairwise disjoint. Let A =⋃
x∈X

Ax and f : A
onto−→ α, so γx

def
= otp(Rang(f � Ax)) < θ(Ax) ≤ supx θ(Ax)

and call the latter λ. So α =
⋃
{Bβ : β < λ} where

Bβ =:
{
α : for some x ∈ X we have α ∈ Rang(f � Ax) and

β = otp(α ∩ Rang(f � Ax))
}
.

Let

Aβ =: {a ∈
⋃
x∈X

Ax : for the x ∈ X such that a ∈ Ax we have:

β is the order type of {f(b) : b ∈ Ax and f(b) < f(a)}}.

Let E be the relation on A defined by a E b ⇐⇒
∨
x∈X
{a, b} ⊆ Ax so E is an

equivalence relation, and the Ax are the equivalence classes.
Now Aβ ∩ Ax has at most one element, so f � Aβ respects E, so f induces

a function from Aβ/E onto Bβ . So

|Bβ | < θ(Aβ/E) = θ({Ax : Aβ ∩Ax 6= ∅}) ≤ θ(X).

Hence otp(Bβ) < θ(X). So |α| ≤
∑
β<λ

|Bβ | ≤ λ× θ(X) and

θ(
⋃
x∈A

Ax) ≤ (λ+ θ(X))+ = [sup
x∈X

θ(Ax) + θ(X)]+.

2) We repeat the proof above. Clearly γx < θ(Ax) ≤ λ, so x 7→ γx is a
function from X to λ, so as λ is regular, necessarily γ∗ = (sup

x∈X
γx) < λ. So Bβ

is defined for β < γ∗ only and again |Bβ | < θ(X) ≤ λ. Hence otp(Bβ) < λ and
hence by “γ∗ < λ, λ regular” we have β∗ = sup

β<γ∗
otp(Bβ) < λ and we finish as

above.
The “e.g.” follows (with X = A, Ax = A× {x}, λ = θ(A)). 4.5
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Theorem 4.6 [DC] Assume

(a) µ > cf(µ) = κ > ℵ0,

(b) |
⋃
α<µ
P(α)| = µ,

(c) ⊕κ(E). (I.e. E is a nice family of filters on κ.)

Then

(α) 2µ is an aleph,

(β) µ+ is regular, and ⊗2µ,{δ<2µ:cf(δ)>µ}; if µ = ℵγ then ⊗2µ,R, where R∩µ =
Reg ∩ µ and |R \ µ| ≤ θ(γκ × |E|2),

(γ) µ < λ ≤ 2µ ⇒ λ not measurable,

Remark 4.6A: Instead of (b), ⊗µ suffices, if 2µ is replaced by µκ and |E| is
well ordered.

Proof: By the proof of 3.13 (and clause (b) of the assumption) there is F
exemplifying 2µ ∈ TsDbd

κ
(µ).

Let

AD =: {α : FDα 6= ∅} and FDα =: {f ∈ F : rk2
D(f) = rk3

D(f) = α}.

Note that FDα is a singleton denoted by fDα , so F =
⋃
D∈E

FD where FD = {fDα :

α ∈ AD}, so the FD are not neccessarily pairwise disjoint. By clause (b) we can
prove that as κ < µ also |P(κ)| < µ hence |P(P(κ))| < µ and hence |E| < µ so
|E| is an aleph. As |E| is an aleph we can well order E (say by <E) and hence
can well order F :

f <∗ g iff α(f) < α(g) or α(f) = α(g) and D(f) <E D(g)

where α(f) is the unique α such that for some D we have f = fDα(f) and D(f)

is the <E-first D which is suitable. As F is well ordered, |F | is an aleph, but F
was chosen by 3.13 such that |F | = 2µ, so we have proved clause (α).

If λ ∈ (µ, 2µ], there is F ′ ⊆ F of cardinality λ so as in 2.8, λ is not measurable
so clause (γ) holds.

Now we shall deal with clause (β).
By assumption (b) clearly ⊗µ, so 4.3 applies and we get ⊗2µ,R∗ for R∗ as there.
Now suppose that for 〈σi : i < κ〉 ∈ κ(Reg ∩ µ), and D ∈ E,

∏
i<κ

σi/D has the

true cofinality σ. If for some A ∈ D+, supi∈A σi < µ,
∏
σi/(D + A) is well

ordered by (b), so σ < µ. So assume tlimDσi = µ (i.e. µ = lim sup
D
〈σi : i < κ〉 =

lim inf
D
〈σi : i < κ〉), then

∏
i

σi/D is µ+-directed so cf(σ) > µ, hence cf(σ) ≥ µ+.

We conclude R∗ ∩ µ+ ⊆ R, hence, by 4.3, ⊗µ+,R, so, by 4.2(8), µ+ is regular.
This gives the first phrase in clause (β), the second is straightforward. 4.6

Discussion 4.6B:
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1. If |E|+ |P(κ)| is an aleph and the situation is as in 4.6, then we can choose
A ⊆ θ(2µ) which codes the relevant instances of ⊗µ+,R, ⊗λ,R∗ (or ⊗2µ,R∗)
and then work in L[A] and apply theorems on cardinal arithmetic (see in
[Sh-g]) as in 4.4 (so we can ask on weakly inaccessible etc.), but we have
to translate them back to V, with A ensuring enough absoluteness.

2. If |E| + |P(κ)| is not an aleph, we can force this situation not collapsing
much, see §5.

Definition 4.7 For an ordinal δ let

ID1
δ = {A ⊆ δ : ⊗δ,δ\A holds },

ID1
δ,α = {R ⊆ δ : R \ α ∈ ID1

δ},

ID2
δ,R = {A ⊆ δ : there is a function e with domain A such that

the requirement in ⊗δ,R [e] holds for α ∈ A},

ID2
δ,R,α = ID2

δ,R∪α.

Omitting R means Reg ∩ δ.

Claim 4.8 1. ID1
δ,0 = ID1

δ and δ ∈ ID2
δ,R ⇐⇒ ⊗δ,R.

2. ID1
δ,α, ID2

δ are ideals of subsets of δ.

3. Assume α1 < α2 < α3 ∈ Ord and ID2
δl+1,R,αl

for l = 1, 2. Then

ID2
α3,R,α1

.

4. δ ∈ ID2
δ if ACδ,<|δ|.

5. [AC|α|] ID
2
δ,R,α is |α|+-complete (see 4.3A, we need to choose the wit-

nesses e1).

6. A ∈ ID1
δ ⇐⇒ A ∈ ID2

δ,δ\A

7. [AC|α|] ID
1
δ,α is |α|+-complete.

We think that those ideals are very interesting.

5 The successor of a singular of uncountable co-
finality

Claim 5.1 Assume cf(µ) = κ > ℵ0, µ =
⋃
i<κ

µi where µi increasing continuous,

µ an aleph (µi may be merely an ordinal). If f∗ ∈ κOrd, f∗(i) = |µi|+ then
‖f∗‖Dbd

κ
≥ µ+ (hence rk2

D(f∗) ≥ µ+ when D ∈ E extend Dbd
κ ).

Proof: Let α < µ+ and we shall prove
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(∗) there is 〈fβ : β ≤ α〉, fβ ∈
∏
i<κ

f∗(i), such that β < γ < α⇒ fβ <Dbd
κ
fγ

Let g be a one-to-one function from α into µ. For every β ≤ α let

fβ(i) =: otp{γ < |µi|+ : g(γ) < β}.

5.1

Observation 5.2 [DC +ACκ +⊕κ[E], E normal, κ an aleph] Assume

(a) 〈µi : i ≤ κ〉 is strictly increasing continuous sequence of alephs,

(b) f ∈
∏
i<κ

(µ+
i + 1), D0 ∈ E and rk2

D0
(f,E) = rk3

D0
(f,E) = µ+,

(c) TwD(µi) < µ for D ∈ E and i < κ.

Then {i : f(i) = µ+
i } ∈ D.

Proof: Otherwise without loss of generality (∀i)(0 < f(i) < µ+
i ) hence

(∀i)(cf[f(i)] < µi). By ACκ there is 〈gi : i < κ〉, gi is a one-to-one function
from f(i) into µi. By the normality and the possibility to replace D by D + A
(for any A ∈ D+), for every f1 ∈

∏
i<κ

f(i) and D1, D0 ⊆ D1 ∈ E, for some

A ∈ D+
1 , and j < κ we have (∀i ∈ B)(gi ◦ f1(i) < µj), so we conclude

µ+ =
⋃
{WD,j,A : D0 ⊆ D ∈ E, j < κ,B ∈ D},

〈FD,j,A,α : α ∈WD,j,A〉 is <D-increasing and D-smooth, where

FD,j,A,α =
{
f1 : f1 ∈

∏
i<κ

f(i), [i ∈ A⇒ gi ◦ f1(i) < µj ] and

rk2
D(f1, E) = rk3

D(f1, E)
}
,

WD,j,A =: {α : FD,j,A,α 6= ∅}.

As TwD(µj) ≤ µ, clearly |WD,j,A| ≤ µ. So

µ+ =
⋃
{WD,j,A : D0 ⊆ D ∈ E, j < κ,A ⊆ κ}

with each set of cardinality < µ, as θ(E) < µ, θ(P(κ)) < µ (as in 4.3), we get a
contradiction. 5.2

Conclusion 5.3 Under the hypothesis and the assumptions (a)-(c) of 5.2, for
the f∗ ∈ κOrd defined by f∗(i) =: µ+, for every D ∈ E we have: rk2

D(f,E) =
rk3
D(f,E) = µ+.

Theorem 5.4 [DC+ACκ +⊕κ(E) +ℵ0 < κ = cf(κ), E normal or just weakly
normal as witnessed by ι] Assume (a)–(c) of 5.2 and
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(d) S = {i < κ : cf(µ+
i ) = λ} is stationary (see 3.17 (2)), moreover ι−1(S) ∈

D0 ∈ E for some D0.

Then cf(µ+
κ ) = λ

Proof: By 5.2 + 3.14 we know rk3
D(〈µi : i < κ〉, E) ≥ µ+ so by 3.4+5.1

there are f ∈
∏
i<κ

(µ+
i + 1) and D ∈ E such that S ∈ D, rk2

D(f) = rk3
D(f) = µ+.

Without loss of generality each µi is singular; apply 5.2. By ACκ there is
〈ei : i < κ〉, ei ⊆ µ+

i cofinal, otp(ei) = cf(µ+
i ). Now as in the proof of 4.3 we

know {rk3
D(h) : D ∈ E, h ∈

∏
i<κ

ei} is cofinal in µ+, hence

{rk3
D(h) : D ∈ E, h(i) the γ-th member of ei for i ∈ S, 0 otherwise}

is a cofinal subset of µ+. 5.4

Conclusion 5.5 [as 5.4+(a), (b), (c) of 5.2] If 〈µi : i ≤ κ〉 is a strictly in-
creasing continuous sequence of alephs then for at most one λ > κ the set
{i < κ : cf(µ+

i ) = λ} is stationary

Remark: We can prove that for all D ∈ E,
∏
i<κ

cf(µ+
i )/D has the same cofinal-

ity.

Question 5.6: Under the hypothesis and assumptions of 5.4 can we in addition
have a stationary S ⊆ κ such that 〈cf(µ+

i ) : i ∈ S〉 is with no repetition?

6 Nice E exists

Observation 6.1 For an aleph λ and a set A∗, λ|A
∗| is equal to∑

β<θ(A∗)

λ|β| × |β||A
∗|

provided that ℵ0 ≤ |A∗| (otherwise replace |β||A∗| by |{f ∈ A∗β : Rang(f) =
β}|).

Convention 6.2 κ, σ are alephs, σ an uncountable cardinal such that DC<σ,
f , g, h will be functions from κ to Ord.

Definition 6.3 Assume cf(κ) ≥ θ.

1. Pσκ,α = {f : f a function from some ordinal γ < σ into κ ∪ κα} partially
ordered by ⊆ is regarded as a forcing notion and GPσκ,α or simply G denote
the generic.
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2. h
˜

=
⋃
GPσκ,α (is forced to be a function from σ onto κ ∪ κα).

3. ᾱ
˜

[GPσκ,α ] = 〈α
˜
i : i < σ〉 lists in increasing order

{sup(κ ∩ Rang(h
˜
� γ)) : γ < σ}.

4. Y
˜

= {〈γ, h
˜

(γ)〉 : γ < σ, h
˜

(γ) ∈ κ} ∪ {〈γ, i, β〉 : γ < σ, i < κ and h
˜

(γ) ∈
κα, (h

˜
(γ))(i) = β}.

5. D
˜
σ
κ,θ is the club filter on the ordinal κ in K[Y

˜
] (K - the core model, see

Dodd and Jensen [DJ]).

6. We can replace α, κα by f ∈ κOrd,
∏
i<κ

(f(i) + 1) respectively.

Remark: On forcing for models of ZF only see [Bu].

Observation 6.4 1. Dσ
κ,α = D

˜
σ
κ,α ∩ P(κ)V does not depend on the generic

subset G of Pσκ,α.

2. If κ is regular in VPσκ,α (e.g. κ successor in V) then Dσ
κ,α is normal,

minimal among the normal filters on κ.

Claim 6.5 Assume that

�σ,κ,α for some/every G ⊆ Pσκ,α generic over V, in K[Y
˜

] there are arbitrarily
large Ramsey cardinals3.

Then rk2
Dσκ,λ

(α) < ∞ for E = E0 the family of filters on κ, or E = E1 the

family of normal filters on κ in the case of 6.4(2), or even

E = E2 == {D:
Pσκ,α “there is a normal filter D′ on κ

such that D′ ∩ P(κ)V = D”}.

Proof: As Pσκ,α is a homogeneous forcing, “some G” and “every G” are
equivalent. The proof is as in [Sh-g], Ch.V 1.6, 2.9. 6.5

Remark: In [Sh-g] Ch.V we almost get away with K(Y ), Y ⊆ (2ℵ1)+. We shall
return to this later.

Claim 6.6 Assume that �σ,κ,α fails.

1. If in V, λ = µ+, µ is singular > θ(σ>(κα)) then λ is regular but not
measurable.

2. Bounds to cardinal arithmetic : if µ ≥ κ then λµ ≤ 2µ × λ+

3or considerably less
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Proof: Let G ⊆ P θκ,α be generic over V. First we shall prove that

(∗)1 λ is still a cardinal in V[G].

Assume not. So V[G] |= |λ| = |µ|, and hence for some P -name H
˜

and p ∈ P ,

p 
P “H
˜

is a one-to-one function from µ onto λ”.

For α < µ let
Aα = {β < λ : p 1P H

˜
(α) 6= β}.

So 〈Aα : α < µ〉 ∈ V and easily otp(Aα) < θ(Pσκ,α) (map q ∈ P to β if p ≤ q,
q 
 H

˜
(α) = β, and map q ∈ P to min(Aα) otherwise). But θ(Pσκ,α) ≤ µ, so (as

the sets are well ordered) this implies

V |= λ = |
⋃
α<µ

Aα| ≤ |
∑
α<µ

otp(Aα)| ≤ |
∑
α<µ

θ(Pσκ,α)| ≤ µ× µ ≤ µ;

a contradiction.
Really we have proved

(∗)+
1 every cardinal ≥ θ(σ(κα)) in V is a cardinal in V[G].

Next we prove

(∗)2 λ is regular in V.

Assume not. So there are A2 ⊆ λ = sup(A2), otp(A2) = cf(λ), A0 ⊆ µ =
sup(A0), otp(A0) = cf(µ). Let µ∗ = (µ+)K[Y

˜
[G]] and let in V we have A1 ⊆

µ∗ = sup(A1), otp(A1) = cf(µ∗). Let now Ā = 〈A0, A1, A2〉. In V[G], µ,
λ are still cardinals. Hence in K[Y

˜
[G]] too µ, λ are cardinals and even in

K[Y
˜

[G], Ā] we have λ is a cardinal. Also µ∗ ∈ (µ, λ), hence cf(µ∗) < µ hence
K[Y

˜
[G], Ā] |= cf(µ∗) < µ. Now K[Y

˜
[G]], K[Y

˜
[G], Ā] are models of ZFC, and

in the latter cf(µ∗) ≤ otp(A2) < µ.
As K[Y

˜
[G]] does not have unboundedly many Ramsey cardinals and µ >

ℵV1 = ℵK[Y
˜

[G]]
1 , by Dodd and Jensen [DJ] there is B ∈ K[Y

˜
[G]] such that

K[Y
˜

[G]] |= “ |B| < (|µ|+)K[Y
˜

[G],Ā]” and A1 ⊆ B, and so we get contradiction
to K[Y

˜
[G]] |= “µ∗ a successor cardinal > µ”.

Next:

(∗)3 if µ is singular, λ is not measurable;

[as by the proof of (∗)2, K[Y
˜

[G]] |= “λ = µ+” so there is e as in section 4]. 6.6

Claim 6.7 [ACP(P(κ)) + DC] Assume E is a family of filters on κ, D∗ =
min(E) (that is D∗ ∈ E, and [D ∈ E ⇒ D∗ ⊆ D]) and for some f∗ ∈ κOrd,
rk2
D∗(f

∗) =∞. Then rk2
D∗(α) =∞ for some α, α < θ(P(P(κ)) (and essentially

α < θ(P(κ))) (i.e. α stands for the function from κ to Ord which is constantly
α).
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Proof: We first prove that there is such α < θ(P(P(κ))). If D ∈ E,
rk2
D(f) = ∞ then for every ordinal α there are A = Af,α ∈ D+ and g =

gf,α <D+Af,α f such that rk3
D+A(g) > α. Without loss of generality gf,α ≤ f ;

so we have only a set of possible (Af,α, gf,α) (for given f).
By the “F” of ZF there are Af , gf <D+Af f , gf ≤ f such that rk3

D+Af
(gf ) =

∞, so rk2
D1

(gf ) =∞ for every D1, D +Af ⊆ D1 ∈ E. Note:

κ+ κ = κ, |P(κ)|2 = |P(κ)|, |P(P(κ))|2 = |P(P(κ))|

(really |A|+ 1 = |A| ⇒ |P(A)|2 = |P(A)|). By ACP(P(κ)):

(∗) if F ⊆ κOrd has cardinality < |P(P(κ))| then we can find

{〈Af,D, gf,D〉 : f ∈ F,D ∈ E, rk2
D(f) =∞}

such that rk3
D+Af,D

(gf,D) =∞, gf,D <D+Af,D f , gf,D ≤ f .

By DC we can find 〈Fn : n < ω〉, Fn ⊆ κOrd, such that in (∗) for F = Fn we
have Fn+1 = Fn∪{gf,D : f ∈ Fn, D ∈ E}, and F0 = {f∗}. Let F =

⋃
n<ω

Fn, and

let Ā = 〈Ai : i < κ〉 be defined by Ai = {f(i) : f ∈ F}. Clearly |Fn| ≤ |En| ≤
|P(P(κ))| and hence |Ai| ≤ |P(P(κ))|. Hence h∗(i) =: otp(Ai) < θ(P(P(κ)))
and sup Rang(h∗) < θ(P(P(κ))). Now for every f ∈ F we define hf ∈

∏
i<κ

g(i)

by hf (i) = otp(Ai ∩ f(i)) < g(i). It is now easy to check that rk2
D∗(hf∗) = ∞

as required.
Next we prove that for some α < θ(P(κ)) we have rk2

D∗(α) = ∞. As
ACP(P(κ)), clearly P(κ) can be well ordered, so let h0 : P(κ)→ |P(κ)| be one-
to-one onto |P(κ)|, an aleph. By the first part there is α∗ < θ(P(P(κ))) with

rk2
D∗(α

∗) =∞. Hence we can find h∗1 : P(P(κ))
onto−→ α∗ + 1.

Observation 6.7A: [ACκ] If α < θ(P(A∗)), |A∗| × κ = |A∗| then κ(α+ 1) is
a set of cardinality ≤∗ P(A∗).

[Why? Let h1 : P(A∗)
onto−→ α + 1 and let h2 : A∗ × κ → A∗ be one to one.

For each f ∈ κ(α + 1) we can choose B̄ = 〈Bi : i < κ〉, h1(Bi) = f(i), so
Bi ⊆ P(A∗), and 〈Bi : i < κ〉 encodes f and it in turn can be coded by
{(i, x) : i < κ and x ∈ Bi} ⊆ κ × A∗, but it is not clearly if we have also the
function f 7→ B̄f . However we can define a function H, Dom(H) = P(A∗) and
Rang(H) ⊆ κ(α+ 1) by

(H(A))(i) = h1({a ∈ A∗ : h2(a, i) ∈ A}).

Clearly H is a function from P(A) onto κ(α+ 1), hence |κ(α+ 1)| ≤∗ |P(A∗)|.]
6.7A

Of course, apply 6.7A to A∗ = P(κ).
Also |Fil(κ)| ≤ |P(P(κ))| and |P(P(κ))|2 = |P(P(κ))|, so by ACP(P(κ)) we

can find Y0 = 〈(Af,D, gf,D) : f ∈ κ(α∗ + 1), D ∈ E〉 such that:

Paper Sh:497, version 1995-12-04 11. See https://shelah.logic.at/papers/497/ for possible updates.



Sh 497 October 5, 2020 48

(∗) if rk2
D(f) =∞ then rk3

D+Af,D
(gf,D) =∞, Af,D ∈ D+,

gf,D ∈ κ(α∗ + 1), gf,D <D+Af,D f

Similarly by ACP(P(κ)) we can find Y1 = 〈df,D : f ∈ κ(α∗ + 1), D ∈ E〉 such
that:

D ⊆ df,D ∈ E and rk3
D(f) = rk2

dD (f).

We now define the model C with the universe P(P(κ)) - just put all the infor-
mation needed below.

Clearly |C| = |P(P(κ))|, so we have a choice function H∗ on the family of
definable (in C) non empty subsets of C. So for A ⊆ C we have the Skolem
hull. Now we define by induction on α ≤ κ+ (an aleph) submodels Mα of C
increasing continuously in α and of cardinality ≤ |P(κ)|.

For α = 0: the Skolem hull of {γ : γ ≤ |P(κ)|}
For α limit:

⋃
β<α

Mβ

For α = β + 1: the Skolem hull of |Mα| ∪ {x : x ∈ κ|Mα|}

Now κ(Mκ+) ⊆ Mκ+ (as κ+ is regular as |P(κ)| is an aleph). Let H : Mκ+ ∩
Ord

onto−→ β∗ < |P(κ)|+ be order preserving. So as we are assuming that the
conclusion fails, for every f ∈ κ(α∗ + 1) ∩Mκ+ ,

H ◦ f∗ ∈ κβ∗ satisfies rk2
D∗(H ◦ f

∗) <∞.

Whereas rk2
D∗(f

∗) =∞. We can conclude as in [Sh 386, 1.13]. 6.7

We can generalize 6.1-6.7

Claim 6.8 [DC<σ, σ = cf(σ) > ℵ0] Assume:

(a) D∗ is a σ-complete filter on A∗

(b) A∗ = A∗ × σ, and ι : A∗ → σ is ι(a, α) = α

(c) D∗ is the following filter on A∗; for A ⊆ A∗:

A ∈ D∗ ⇐⇒ {i < σ : {a ∈ A∗ : (i, a) ∈ A∗} ∈ D∗} ∈ Dσ where
Dσ is the minimal normal filter on σ.

(d) E= the family of ι-normal filters on A∗.

Then for every f ∈ A∗α(∗), rk2
D(f) <∞, provided that ⊗σ|A∗|,α(∗).

Concluding Remark: We can deal with fc(ω>ω) as in [Sh 386], [Sh 420]. Also
concerning 6.7 change |A∗|.

Also as in [Sh 386] we can define 1rk2(f, E) and so improve 3.12 (as in [Sh
386,§2]).
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