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2 PAUL LARSON AND SAHARON SHELAH

§ 0. Introduction

There are many consistency results on uniformization principles, which can be
seen as a strong negations of Jensen’s principle ♦. One example is the consistency
of

�1 there exists an injective sequence 〈ηα : α < ω1〉 of elements of ωω which
has the 2-uniformization property, that is, such that if cα (α < ω1) are
elements of ω2 then for some h : ω>ω → 2, for every α < ω1 and every
sufficiently large n < ω we have h(ηα�n) = cα(n).

See, for example, [EM02, She03], on the consistency of this principle, [She13] for
negative ZFC results and [EM02] for connections to abelian groups. We would like
to deal with colorings with ℵ0 many colors, but the parallel of �1 for this fails
(see [She80, 1.2(3)]). Weakening the demand in another direction motivates us to
formulate :

�2 there exists an injective sequence 〈ηα : α < ω1〉 of elements of ωω such that
for every countable group G = (G,+G) and every {cα : α < ω1} ⊆ ωG there
exist functions h : ω>ω → G and ζ : ω1 → ω1 such that for every α < ω1

and every positive n < ω we have

cα(n) = h(ηα�n) +G h(ηζ(α)�n).

We have in mind an abelian group (thus the additive notation) but this makes sense
for any countable group. We omit the restriction “for every large enough n” as we
have the function ζ.

In this paper we prove the consistency of �2 (Corollary 2.2). We first thought
of using non-meagreness of {ηα : α < ω1} but eventually continued the ideas from
[She84, §1]. The main part of the paper derives the consistency of a uniformization
principle from which �2 follows (see Definition 1.4 and Theorem 1.5). The proof
uses a forcing iteration by finite support; most of the work goes into showing that
the iteration satisfies the countable chain condition. As the individual iterands are
not absolutely c.c.c., the proof needs to analyze the iteration as a whole.

We have not managed to settle the consistency of the following relative:

�3 for every infinite countable group G = (G,+G), there exist pairwise distinct
ηα ∈ ωG for α < ω1 such that for every {cα : α < ω1} ⊆ ωG there exist
functions h : ω>G→ G and ζ : ω1 → ω1 such that for any α < ω1 and n < ω
we have

cα(n) = h(ηα�(n+ 1)) +G ηζ(α)(n).

This would give a result on Ext related to a problem on splitters (there are R-
modules G such that Ext(G,G) = 0, for R a subring of the rationals; see Göbel-
Shelah [GS99, GS01]). More specifically, if �3 holds for some such R with one prime
we get the consistency of the existence of such G of cardinality ℵ1 and density ℵ0.
We intend to deal with this in [S+].
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CONSISTENCY OF A STRONG UNIFORMIZATION PRINCIPLE 3

§ 1. Consistency of a uniformization principle for ℵ1

Notation 1.1. For finite sequences η and ν, η E ν means that η is an initial segment
of ν, and η / ν means that η is a proper initial segment of ν. We let `g(η) denote
the length of η.

Notation 1.2. We let

(1) Fℵ0 denote the set of pairs (h, ν) for which there exist a non-zero n < ω
and a sequence η ∈ nω such that ν ∈ nω and h is a function from

{ρ : ρ E η ∨ ρ / ν}
to ω (so (η, ν) can be reconstructed from dom(h));

(2) F∗,ℵ0 denote the set of functions from Fℵ0 to ω.

The “s.i.u.” defined in part (1) below is closely related to �2 from the introduction
(see Theorem 2.1). Note that the main case below is i∗1 = i∗2 = ℵ1.

Definition 1.3. 1) We say that (η̄1, η̄2) satisfies the ℵ0-strong inside uniformization
property (ℵ0-s.i.u.) when, for some ordinals i∗1 and i∗2:

(a) η̄` = 〈η`i : i < i∗` 〉 for ` ∈ {1, 2};
(b) η`i ∈ ωω \ {η`j : j < i} for i < i∗` and ` = 1, 2;

(c) for each sequence 〈fi : i < i∗1〉 ∈ i∗1 (F∗,ℵ0) we can find functions h : ω>ω → ω
and g : i∗1 → i∗2 satisfying

(∗) for every i < i∗1 and for every non-zero n < ω the function h obeys fi
at ((η1

i �n), η2
g(i)�n) which means that

h(η2
g(i)�n) = fi(h�{ρ : ρ E η1

i �n ∨ ρ / η2
g(i)�n}, η

2
g(i)�n).

2) We may replace (η̄1, η̄2) by η̄ if η̄1 = η̄2 = η̄.
3) We say that λ has the ℵ0-s.i.u.if some sequence η̄ ∈ λ(ωω) has the ℵ0-s.i.u..

Definition 1.4. A sequence η̄ is universally ℵ0− s.i.u. when, for some ordinal i∗ :

(a) η̄ = 〈ηi : i < i∗〉 where ηi ∈ ωω \ {ηj : j < i} for all i < i∗;

(b) for all η̄1 = 〈η1
i : i < i∗〉 such that η1

i ∈ ωω \ {η1
j : j < i} for i < i∗, (η̄1, η̄)

has the ℵ0-s.i.u..

Our main result is the following.

Theorem 1.5. There is a c.c.c. partial order of cardinality 2ℵ1 forcing the exis-
tence of a universally ℵ0-s.i.u. sequence of length ω1.

The proof is broken to a series of definitions and claims. We fix for this section

a regular cardinal χ > 22ℵ1 , and let λ be 2ℵ1 . Let <∗χ be a strict wellordering of
H(χ).

Definition 1.6. For α ∈ [1, λ], let Kα be the family of

q = 〈(Pβ ,Q
˜
β , f̄

˜
β , N̄β) : β < α〉

such that
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4 PAUL LARSON AND SAHARON SHELAH

(a) 〈Pβ ,Q
˜
β : β < α〉 is a finite support iteration;

(b) Q0 is the set of finite partial functions from ω1 to ω>ω, ordered by

p ≤Q0
q ⇔ (∀i ∈ Dom(p))(i ∈ Dom(q) ∧ p(i) E q(i));

(c) f̄
˜

0 = N̄0 = ∅;
(d) for all β ∈ [1, α),

(α) f̄
˜
β is a Pβ-name for an ω1-sequence of members of F

V[Pβ ]
∗,ℵ0 (for each

j < ω1 we let f
˜
β,j be the induced Pβ-name for the jth member of the

realization of f̄
˜
β),

(β) η̄
˜

1
β is a Pβ-name for an ω1-sequence of pairwise distinct members of

ωω (for each j < ω1 we let η
˜

1
β,j be the induced Pβ-name for the jth

member of the realization of η̄
˜

1
β),

(γ) N̄β is a ⊆-increasing continuous sequence 〈Nβ,i : i < ω1〉 such that
• each Nβ,i is a countable elementary submodel of (H (χ),∈, <∗χ),
• q�β, β ∈ Nβ,0,

• N̄β�(i+ 1) ∈ Nβ,i+1 for each i < ω1;

(e) for all β ∈ (0, α), if ωV
1 is countable in VPβ then Q

˜
β is the trivial forcing

there; otherwise, in VPβ , the conditions of Q
˜
β are the triples p = (hp, wp, gp)

such that, letting
• Gβ be a V-generic filter for Pβ ,
• for each i < ω1, η

˜
i denote the natural name for the ith element of ωω

added by Q0 and ζβ(i) denote Nβ,i ∩ ω1,

(α) hp is a function with domain a finite subset of ω>ω closed under initial
segments and range contained in ω,

(β) wp is a finite subset of ω1,

(γ) gp is a function with domain wp and each value gp(j) in the corre-
sponding set {ζβ(ωj + n) : 0 < n < ω},

(δ) for all n < ω and j ∈ wp,

η
˜

1
j,Gβ
�n ∈ Dom(hp)⇔ η

˜
gp(j),Gβ

�n ∈ Dom(hp),

(ε) for each j ∈ wp there exists an n ∈ ω such that

(i) η
˜

1
j,Gβ
�n, η

˜
gp(j),Gβ

�n ∈ Dom(hp),

(ii) for all i ∈ wp\{j}, η
˜
gp(i),Gβ

�(n+ 1) 6= η
˜
gp(j),Gβ

�(n+ 1),

(ζ) for all j ∈ wp and n ∈ (0, ω), if η
˜

1
j,Gβ
�n ∈ Dom(hp), then hp obeys

f
˜
β,j,Gβ

at (η
˜

1
i,Gβ
�n, η

˜
gp(j),Gβ

�n);

(i) for all β ∈ (0, α) (for which ωV
1 is uncountable in VPβ ) the order on Q

˜
β in

VPβ is : p ≤ q iff hp ⊆ hq ∧ wp ⊆ wq ∧ gp ⊆ gq.

Notation 1.7. Given a q in Kα for some ordinal α, we let

〈(Pq
β ,Q

˜

q
β , f̄

˜

q
β , N̄

q
β ) : β < αq〉

denote the components of q.
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CONSISTENCY OF A STRONG UNIFORMIZATION PRINCIPLE 5

Notation 1.8. Given α ∈ [1, λ] and q in Kα, we let Lim(q) denote Pα, where Pα is
Pα−1 ∗Q

˜
α−1 if α is a successor ordinal and

⋃
β<α

Pβ otherwise. When q is clear from

context, we let

• ζβ(i) (for β ∈ (0, α) and i < ω1) be Nβ,i ∩ ω1;
• η

˜
i (for i < ω) be the natural Q0-name for the ith element of ωω added by

Q0 (i.e., the union of the sequences p(i), for p in the Q0-generic filter);
• h

˜
β (for β ∈ (0, α)) be the natural Pβ+1-name for ∪{hp(β) : p ∈ G

˜
Pα} (in

the case where ωV
1 is uncountable in VPβ ).

The two following claims show that the partial orders Qα (α ∈ [1, λ)) force
instances of the universal ℵ0-s.i.u.. The proof of Claim 1.9 is routine.

Claim 1.9. If α ∈ [1, λ] and 〈Pβ ,Q
˜
β , f̄

˜
β , N̄β : β < α〉 ∈ Kα then every condition

in P1 forces each of the following statements.

(1) ∀i∀j (i < j < ω1)⇒ (η
˜
i, η

˜
j ∈ ωω ∧ η

˜
i 6= η

˜
j).

(2) ∀n ∈ ω ∀β ∈ [1, ω1)∀ε < ω1

nω = {ηj�n : j ∈ {Nβ,ωε+k ∩ ω1 : k ∈ (0, ω)}}.

Claim 1.10. If

• α ∈ [1, λ],
• 〈Pβ ,Q

˜
β , f̄

˜
β , N̄β : β < α〉 ∈ Kα,

• β ∈ (0, α),
• Gβ ⊆ Pβ+1 is a V-generic filter, G1 is its restriction to P1 and Gβ is its

restriction to Pβ,
• ωV

1 is uncountable in V [Gβ ],

then

(1) h
˜
β,Gβ+1

is a function from ω>ω to ω,
(2) in V[Gβ+1] the function h

˜
β,Gβ+1

witnesses the universal ℵ0-s.i.u.for the

sequence 〈η
˜
i,G1 : i < ω1〉 with respect to f̄

˜
β,Gβ

and η̄
˜

1
β,Gβ

.

Proof. For each i < ω1, let ηi = η
˜
i,G1 , η1

i = η
˜

1
β,i,Gβ

and fi = f
˜
β,i,Gβ

. We prove the

first part first. Trivially h
˜
β,Gβ+1

a partial function from ω>ω to ω. Let ν ∈ ω>ω; we
shall prove that, in V [Gβ ], 
Q

˜
β,Gβ

ν ∈ Dom(h
˜
β). Working in V [Gβ ], fix p ∈ Q

˜
β,Gβ

.

We need to find a condition q satisfying p ≤ q in Q
˜
β,Gβ

, such that ν ∈ Dom(hq).
If ν ∈ Dom(hp) we are done, so suppose otherwise. Let n∗ ≥ `g(ν) be such that
n∗ > sup{`g(ρ) : ρ ∈ Dom(hp)}. By extending ν if necessary we may assume that
`g(ν) = n∗.

Our condition q will have wq = wp and gq = gp. It remains to define hq, which
will extend hp. For each i ∈ wp, let η2

i = ηgp(i) We let

Dom(hq) = {ρ : ρ E ν ∨ ρ ∈ Dom(hp) ∨ ∃j ∈ w ∃` ∈ {1, 2} ρ E η`j � n∗}.
If ρ ∈ Dom(hq) \Dom(hp) and ρ is not of the form ηgp(j) � m for some j ∈ wp and
m ≤ n∗, then we let hq(ρ) = 0. For the remaining sequences ρ, we define hq(ρ) by
recursion on j, and for each j by recursion on m, letting

hq(ηgp(j) � m) = fj(h
q�{ρ′ : (ρ′ E ηj�m) ∨ (ρ′ / ηgp(j) � m)}, ηgp(j) � m).

By part (e)(ε)(ii) of Definition 1.6 there are no conflicts in doing this. This com-
pletes the proof of the first part of the claim.
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We now prove the second part. By the definition of the order on Q
˜
β , and the

first part of the claim, it suffices to prove that, in V[Gβ ], for every i < ω1 the set
of p ∈ Q

˜
β,Gβ

with i ∈ wp is a dense subset of Q
˜
β . Fix i < ω1 and p ∈ Q

˜
β,Gβ

.

Again, for each k ∈ wp, we let η2
k = ηgp(k). By part (2) of Claim 1.9, there exists a

j ∈ {Nβ,ωi+k ∩ ω1 : k ∈ (0, ω)} such that {ρ : ρ / ηj ∧ `g(ρ) > 0} is disjoint from
Dom(hp) ∪ {ρ : ρ / η2

k, k ∈ Dom(gp)} (it is enough to choose a suitable value for
ηj(0)).

Choose n∗ > 0 such that `g(ρ) < n∗ for all ρ ∈ Dom(hp). As in the proof of the
first part we can find a function h∗ from

Dom(hp) ∪ {ρ : ρ E η1
i �n
∗ ∨ ∃k ∈ wp ∃` ∈ {1, 2} ρ E η`k�n∗}

to ω such that hp ⊆ h∗ and h∗ obeys fk at (η1
k�m, ηgp(k)�m) for all k ∈ wp and

m ∈ [1, n∗]. Next we choose h∗∗ ⊇ h∗ with domain Dom(h∗)∪{ηj�m : m ≤ n∗}, as
in the proof of the first part, so that h∗∗ obeys fi at (η1

i �m, ηj�m) for all m ∈ [1, n∗].
Lastly, we let gq = gp ∪ {(i, j)}, wq = wp ∪ {i} and hq = h∗∗. Easily p ≤ q and

i ∈ wq, so we are done. �1.10

We make one additional observation about the successor stages of our iterations
(Claim 1.12 below).

Definition 1.11. We let Q∗ be the set of p = (hp, wp, gp) such that

(α) hp is a function whose domain is a finite subset of ω>ω closed under initial
segments, and whose range is a subset of ω,

(β) wp is a finite subset of ω1,

(γ) gp is an increasing function from wp to ω1, such that α < gp(α) for all
α ∈ wp.

We define an order ≤Q∗ on Q∗ by setting p ≤Q∗ q if and only if

hp ⊆ hq ∧ wp ⊆ wq ∧ gp ⊆ gq.

The following claim is straightforward.

Claim 1.12. For each β ≤ λ, 
Pβ Q
˜
β ⊆ V. Furthermore, in V Pβ , for all p, q ∈ Q

˜
β

we have p ≤Q
˜
β
q ⇔ p ≤Q∗ q”.

We now move to an analysis of the initial segments of our iterations.

Definition 1.13. Let K+
α be the set of q ∈ Kα such that for every β < α, the

forcing notion Pq
β satisfies the c.c.c.

Claim 1.14. For proving Theorem 1.5 it suffices to prove that for all α < λ and
all q ∈ K+

α the forcing notion Pq
α satisfies the c.c.c.

Proof. By bookkeeping, as λℵ1 = λ there is q ∈ Kλ such that

(∗) for each β < λ, each Pβ-name f̄
˜

for a member of ω1(F∗,ℵ0) and each Pβ-

name η̄
˜

1 for a member of ω1(ωω), there exists a γ ∈ [β, λ) such that f̄
˜

q̄
γ and

η̄
˜

1
γ are the natural reinterpretations of f̄

˜
and η̄

˜

1 respectively as Pγ-names.

Then one gets by induction for all α ∈ [1, λ], Lim(q�α) satisfies the c.c.c., noting
that the c.c.c. is preserved by finite support iterations. �1.14
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For the rest of the section we fix α ∈ [1, λ) and q ∈ K+
α . We aim to show that Pq

α

satisfies the c.c.c. (we will drop the superscripts q, however). By the definition of
finite support iterations, for each β ≤ λ, Pβ is the set of finite functions p with
domain contained in β such that for each γ ∈ Dom(p), p(γ) is a Pγ-name of a
member of Q

˜
γ . We define some dense subsets of Pα.

Definition 1.15. Suppose that β ≤ α.

(1) We let D0
β be the set of p ∈ Pβ such that

(a) 0 ∈ Dom(p);
(b) for each γ ∈ Dom(p), there exists a set x ∈ V such that p(γ) = x̌”;
(c) for all γ ∈ Dom(p)\{0} and i ∈ wp(γ), if j = gp(i) then j ∈ Dom(p(0)),

and, letting n∗ be the length of the largest initial segment of p(0)(j)
in Dom(hp(γ)),

(i) for some ν ∈ (n∗)2 ∩Dom(hp(γ)), (p � γ) 
 (η
˜

1
γ,i � n

∗) = ν̌,
(ii) n∗ < `g(p(0)(j)),
(iii) p(0)(j)�(n∗ + 1) is not equal to p(0)(gp(γ)(k))�(n∗ + 1), for any

k ∈ wp(γ) with gp(γ)(k) < j.

(2) We let D1
β be the set of finite functions p with Dom(p) ⊆ β and

(a) 0 ∈ Dom(p) and p(0) ∈ Q0,

(b) for all γ ∈ Dom(p) \ {0},
• p(γ) is a triple (hp(γ), wp(γ), gp(γ)) in Q∗,
• Rang(gp(γ)) ⊆ Dom(p(0)).

(3) We define the order ≤D1
β

on D1
β by seeting p ≤D1

β
q if and only if

(a) Dom(p) ⊆ Dom(q),

(b) p(0) ≤Q0
q(0),

(c) ∀γ ∈ Dom(p) \ {0} p(γ) ≤Q∗ q(γ).

(4) We let D0,∗
β be the set of p ∈ D1

β such that for all γ ∈ Dom(p) \ {0}
and all i ∈ wp, if j = gp(γ)(i) then then j ∈ Dom(p(0)), and, letting
n∗ = `g(p(0)(j)),
(a) p(0)(j) ∈ Dom(hp(γ));
(b) there is q ∈ D0

γ ∩Nγ+1,i+1 satisfying q ≤D1
β
p�γ such that

(i) for some ν ∈ (n∗)2 ∩Dom(hp(γ)), q 
Pγ (η
˜

1
γ,i � n

∗) = ν̌,

(ii) q forces that hp(γ) obeys f
˜
γ,i at (ν�m, p(0)(j)�m), for all m ∈

(0, n∗].

(5) Given p ∈ D0,∗
β and n < ω we let p〈n〉 be the following function:

(a) Dom(p〈n〉) = Dom(p),

(b) ∀γ ∈ Dom(p) \ {0}, p〈n〉(γ) = p(γ),

(c) Dom(p〈n〉(0)) = Dom(p(0)),

(d) i ∈ Dom(p(0))⇒ (p〈n〉(0))(i) = (p(0)(i))ˆ〈n+ otp(i ∩Dom(p(0)))〉.
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(6) Given β ≤ α, p ∈ D1
β and a countable elementary submodel N of

(H (χ),∈, <∗χ),

we let p � N denote the element q of D1
β such that:

(a) Dom(q) = Dom(p) ∩N
(b) q(0) = p(0) � (N ∩ ω1)

(c) for all γ ∈ Dom(q)\{0}, q(γ) = (hq(γ), wq(γ), gw(γ)) is defined by:

(α) hq(γ) = hp(γ)

(β) wq(γ) = {i ∈ wp(γ) : gp(γ)(i) ∈ N}
(γ) gq(γ) = gp(γ)�wq(γ).

Remark 1.16. (1) Each member of D0
β has a clear description but the satisfac-

tion of “p ∈ D0
β” is complicated; it depends on the bookkeeping involved

in the definition of q.
(2) The set D0

β can be viewed as a subset of D1
β (it is not literally a subset

but we ignore this distinction in what follows, and above). Unlike with D0
β ,

membership in D1
β is simply defined.

(3) The set of D0,∗
β consists of p ∈ D1

β which are in some sense close to being

in D0
β , needing only to be strengthened in coordinate 0 (see Claim 1.18

below). Clause (b) is crucial; having such q ∈ Nγ+1,i+1 will hold densely
often.

Claim 1.17 lays out some of the basic properties of the terms defined in Definition
1.15.

Claim 1.17. Fix β ≤ α.
0) For all γ < β,

• D0
γ = {p ∈ D0

β : Dom(p) ⊆ γ} = {p�γ : p ∈ D0
β};

• D1
γ = {p ∈ D1

β : Dom(p) ⊆ γ} = {p�γ : p ∈ D1
β};

• D0,∗
γ = {p ∈ D0,∗

β : Dom(p) ⊆ γ} = {p�γ : p ∈ D0,∗
β };

• ≤D1
γ
=≤D1

β
�D1

γ .

1) D0
β is a dense subset of Pβ.

2) If p ∈ D1
β , v ⊆ Dom(p) and 0 ∈ v then p�v ∈ D1

β.

3) If β ≤ α, p ∈ D0,∗
β and i < ω1 then p � Nβ,i ∈ D0,∗

β and D1
β |= “p � Nβ,i ≤ p”.

4) If p, q ∈ D0
β then p ≤Pβ q iff p ≤D1

β
q.

5) ≤D1
β

is a partial order on D1
β.

Proof. Parts (0), (2), (4) and (5) follow immediately from the definitions, and part
(1) is routine.

For part (3), let p′ = p � Nβ,i. Clause (4a) of Definition 1.15(4) should be clear, so

the main issue is clause (4b). So assume that γ1 ∈ Dom(p′)\{0} and hp
′(γ1)(i1) = j1,

hence γ1 ∈ Nβ,i∩β and i1, j1 ∈ Nβ,i∩ω1. Now as p satisfies clause (4b) there is q as
there; in particular, q ∈ D0

γ1 ∩Nγ1+1,i1+1. But γ1 ∈ Dom(p′) ⊆ Nβ,i and i1 ∈ Nβ,i
(as gp

′(γ1)(i1) = ji) and 〈Nγ1,ε : ε < ω1〉 is in Nβ,i hence Nγ1+1,i1+1 ∈ Nβ,i recalling
Definition 1.6(e), so easily q ≤D1

β
p�γ implies q ≤D1

β
p′ � γ. �1.17
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Extending a p ∈ D0,∗
β to an element of D0

β (for some β ≤ α) requires only

extending the members of p(0) to make them distinct. Claim 1.18 records one way
of doing this.

Claim 1.18. Suppose that β ≤ α and p ∈ D0,∗
β . For all but finitely many n ∈ ω,

p ≤D1
β
p〈n〉 ∈ D0

β.

Proof. All that is needed is the ensure parts (ci) and (cii) of the definition of D0
β .

Choosing n larger than every element of the union of the ranges of the function
p(0)(j) (j ∈ Dom(p(0))) will do this. �

Recall that our one remaining goal in this section is show that Pα satisfies the
c.c.c..

Definition 1.19. Conditions p1, p2 ∈ D0,∗
β (for some β ≤ α) are a ∆-system pair

when:

(a) if 0 ∈ Dom(p1)∩Dom(p2) then for all i ∈ Dom(p1)∩Dom(p2(0)), p1(0)(i) =
p2(0)(i);

(b) Dom(p1(0)) ∩ Dom(p2(0)) is an initial segment of both Dom(p1(0)) and
Dom(p2(0));

(c) for all γ ∈ Dom(p1) ∩Dom(p2)\{0},
(α) hp1(γ) = hp2(γ),

(β) wp1 ∩ wp2 is an initial segment of both wp1 and wp2 ,

(γ) for all i ∈ wp1 ∩ wp2 , gp1(γ)(i) = gp2(γ)(i).

Remark 1.20. If β ≤ α and p1, p2 in D1
β are compatible, then they have a least

upper bound in D1
β , which we call p1 + p2. If compatible p1, p2 are in D0,∗

β , then
so is p1 + p2. A If p1, p2 are a ∆-system pair then they are compatible.

Claim 1.21 is used in the proof of Crucial Claim 1.23. For r and q as in the
claim, it may be that r(0)(j) = q(0)(k) for some j, k not in Dom(r(0))∩Dom(q(0)).
In this case r + q is not in D0

β∗
.

Claim 1.21. Suppose that

• β∗ ≤ β ≤ α,
• i < ω1,
• q, r ∈ D0,∗

β∗
,

• r ∈ Nβ,i,
• r ≥ q � Nβ,i.

Then r and q are compatible in D1
β, and r + q is in D0,∗

β∗
.

Proof. For each γ ∈ Dom(q), Nβ,i ∩ω1 = Nγ,(Nβ,i∩ω1) ∩ω1 is a limit ordinal, so for

all i ∈ Nβ,i ∩Dom(gq(γ)), gq(γ)(i) ∈ Nβ,i ∩ω1, by part (eγ) of Definition 1.6. Given
this, the compatibility of r and q is straightforward (since the only issue comes from
part (cβ) of the definition of q � Nβ,i). �

Definition 1.22. We say p is (β, δ)-good when :

(i) p ∈ D0
β+1

Paper Sh:779, version 2016-03-24 11. See https://shelah.logic.at/papers/779/ for possible updates.



10 PAUL LARSON AND SAHARON SHELAH

(ii) if β ∈ Dom(p) \ {0}, gp(β)(i) = j and δ < j then for some n∗ the demands

in the definition of D0,∗
β (Definition 1.15(4)) hold.

Crucial Claim 1.23. For all β ≤ α and all p ∈ D0
β there exist q ∈ D0,∗

β such that
p ≤D1

β
q.

Proof. We prove by induction primarily on β∗ with β∗ + 1 ≤ α and secondarily on
limit δ < ω1 that (letting β = β∗ + 1) :

�β∗,δ if p ∈ D0
β is (β∗, δ)-good then for some q ∈ D0,∗

β we have
• p ≤D1

β
q,

• q(β∗) = p(β∗).

This is enough because our iteration is by finite support and because (whenever
β∗ + 1 = β ≤ α) every p ∈ D0

β is (β∗, δ)-good for all sufficiently large δ.
The case where β∗ = 0 is trivial. Suppose then then β∗ > 0 and that �β∗∗,δ

holds for all β∗∗ < β and limit δ < ω1. We now show �β∗,δ for all limit δ < ω1 by
induction.

If δ = ω then we apply the induction hypothesis for β∗ to obtain a q0 ∈ D0,∗
β∗

above p � β∗. Then q0 ∪ (β∗, p(β∗)) is as desired, as ζβ∗(i) > ω for all i < ω1, so the
assumption that p is (β∗, ω)-good implies that the requirements for q0 ∪ (β∗, p(β∗))

being in D0,∗
β are satisfied in the case γ = β∗.

Fix then a countable limit ordinal δ such that �δ′ holds for all limit δ′ < δ, and
fix a (β∗, δ)-good p ∈ D0

β . If there is no i ∈ Dom(gp(β∗)) with gp(β∗)(i) = δ then p

is (β∗, δ
′)-good for some limit δ′ < δ and we are done, so suppose otherwise. Let

p0 be p with i removed from wp(β∗) (and thus Dom(gp(β∗))). Then p0 is (β∗, δ
′)-

good for some limit δ′ < δ, so there exists a q0 as in �δ′ relative to p0. By Claim
1.17(1) there is p1 ∈ D0

β above q0, and again we may assume that p1(β∗) = q0(β∗).
As β∗ < α, Pβ∗ satisfies the c.c.c., so there exists an r0 ∈ Pβ∗ ∩ Nβ,i+1 above
q0 � Nβ,i+1 deciding enough of f

˜
β∗,i and η

˜

1
β∗,i

, in agreement with p1, to satisfy

Definition 1.15(4) with respect to β∗ and i. We can strengthen r0 inside Nβ,i+1 to

a condition r1 ∈ D0
β∗

(which is dense) and then again to a condition r2 ∈ D0,∗
β∗

(by

the induction hypothesis for β∗). Now let q = q0 + r2, which is in D0,∗
β∗

, by Claim

1.21. Then q ∪ (β∗, p(β∗)) is as desired. �1.23

Conclusion 1.24. Pα satisfies the c.c.c.

Proof. Let pε (ε < ω1) be elements of Pα. By Claim 1.17(1), we may assume
without loss of generality that each pε is in D0

α. Applying Crucial Claim 1.23,
choose for each ε < ω1 a qε ∈ D0,∗

α such that such that qε ≥D1
α
pε. Use the ∆-

system lemma to find ε < ζ < ω1 such that (qε, qζ) form a ∆-system pair, as in
Definition 1.19. By Remark 1.20, qε and qζ have a common upper bound q = qε+qζ
in D0,∗

α .
By Claim 1.18 there is a p ∈ D0

α such that q ≤D1
α
p. Then we have

pε ≤D1
α
qε ≤D1

α
q ≤D1

α
p

and

pζ ≤D1
α
qζ ≤D1

α
q ≤D1

α
p,

and so by Claim 1.17(4)(5), Pα |= “pε ≤ p ∧ pζ ≤ p”, so we are done. �1.24
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§ 2. Conclusion

In this section we show that an ℵ0-s.i.u. sequence witnesses the principle �2 from
the introduction. We prove this in slightly greater generality, modifying Definition
1.3 by replacing ωω with ωµ (for some cardinal µ) and making the obvious changes.
For any set X, we let FX = {(h, ν1): for some n, ν0 ∈ nX, ν1 ∈ n+1X we have h
is a function from {ρ : ρ / ν0 ∨ ρ / ν1} to X} and define F∗,X and the X-s.i.u.
analogously.

Theorem 2.1. Let λ1 and λ2 be ordinals, and let µ be a cardinal. Suppose that

(a) η`α ∈ ωµ for α < λ` and η̄` = 〈η`α : α < λ`〉 for ` = 1, 2,

(b) (η̄1, η̄2) has the µ-s.i.u.,

(c) G is a group of cardinality µ.

Then

�2
η̄,G given cα ∈ ωG (α < λ1) we can find functions h : ω>µ→ G and ζ : λ1 → λ2

such that
cα(n) = h(η1

α�n) ·G h(η2
ζ(α)�n)

for all α < λ1 and n ∈ (0, ω).

Proof. For notational simplicity, we suppose that µ is the set of elements of G.
Given cα ∈ ωµ (α < λ1) we define functions fα (α < λ1) as follows. If n < ω,
ν ∈ nµ and h is a function from

{ρ : ρ / η1
α�(n+ 1) ∨ ρ / ν}

to µ, we let fα(h) be the unique x ∈ µ such that

cα(n) = h(η1
α�n) ·G x.

Since (η̄1, η̄2) has the µ-s.i.u. there exist h : ω>µ→ µ and ζ : λ1 → λ2 such that:

(∗) for all α < λ1 and every non-zero n < ω, h obeys fi at n, i.e.,

h(η2
ζ(α)�n) = fα(h�{ρ / η1

α�(n+ 1) ∨ ρ / η2
ζ(α)�n}).

It follows that for all α < λ1 and all n ∈ (0, ω),

cα(n) = h(η1
α�n) ·G h(η2

ζ(α)�n)

as required. �2.1

Corollary 2.2. If ℵ1 has the ℵ0-s.i.u., then �2 holds.

Similarly, for any pair of cardinals µ, κ we can define Fµ,κ to be the set of pairs
(h, ν1) such that for some ν0, ν1 ∈ κ>µ of the same length, h is a function from
{ρ : ρ E ν0 ∨ ρ / ν1} to ω, and define F∗,µ,κ, the (µ, κ)-s.i.u. and being a universal
(µ, κ)-s.i.u. sequence accordingly.

The proof of the following result, a modification of the proof of Theorem 1.5,
will appear elsewhere.
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12 PAUL LARSON AND SAHARON SHELAH

Theorem 2.3. Assume V satisfies κ = κ<κ = µ, θ = κ+ < λ = λθ, 2κ = κ+ = 2κ.
Then for some κ+-c.c. (< κ)-complete forcing notion P of cardinality λ we have

P “there is a universal κ− s.i.u. sequence η̄ ∈ θ(κκ)”.
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[GS99] Rüdiger Göbel and Saharon Shelah, Almost free splitters, Colloq. Math. 81 (1999), no. 2,
193–221, arXiv: math/9910161. MR 1715347

[GS01] , An addendum and corrigendum to: “Almost free splitters” [Colloq. Math. vol. 81

no. 2, 193–221; MR1715347 (2000m:20092)], Colloq. Math. 88 (2001), no. 1, 155–158,
arXiv: math/0009063 corrects an error in [Sh:682]. MR 1814921

[S+] S. Shelah et al., Tba, In preparation. Preliminary number: Sh:F1377.

[She80] Saharon Shelah, Whitehead groups may not be free, even assuming CH. II, Israel J. Math.
35 (1980), no. 4, 257–285. MR 594332

[She84] , On universal graphs without instances of CH, Ann. Pure Appl. Logic 26 (1984),
no. 1, 75–87. MR 739914

[She03] , Not collapsing cardinals ≤ κ in (< κ)-support iterations, Israel J. Math. 136

(2003), 29–115, arXiv: math/9707225. MR 1998104
[She13] , Pcf and abelian groups, Forum Math. 25 (2013), no. 5, 967–1038, arXiv:

0710.0157. MR 3100959

Department of Mathematics Miami University Oxford, Ohio 45056, USA

Email address: larsonpb@miamioh.edu

URL: http://www.users.miamioh.edu/larsonpb/

Einstein Institute of Mathematics, Edmond J. Safra Campus, Givat Ram, The He-
brew University of Jerusalem, Jerusalem, 91904, Israel, and, Department of Mathe-

matics, Hill Center - Busch Campus, Rutgers, The State University of New Jersey, 110

Frelinghuysen Road, Piscataway, NJ 08854-8019 USA
Email address: shelah@math.huji.ac.il

URL: http://shelah.logic.at

Paper Sh:779, version 2016-03-24 11. See https://shelah.logic.at/papers/779/ for possible updates.

https://arxiv.org/abs/math/9910161
https://arxiv.org/abs/math/0009063
https://arxiv.org/abs/math/9707225
https://arxiv.org/abs/0710.0157
https://arxiv.org/abs/0710.0157

	§ 0. Introduction
	§ 1. Consistency of a uniformization principle for 1
	§ 2. Conclusion
	References

