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Independence Results
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Abstract: Assuming the consistency of a supercompact cardinal,

we prove the consistency of

£
1) j?w strong limit, 2 oo o < w, arbitrary;

a+l 1
84

2) & L_g

wlstrong limit,2 atl !

o< w

£
}ﬁo , 2 s arbitrarily large before

5 arbitrary;

3) f%s strong limit, cf &
the first inaccessible cardinal; for §%6 "large" enough.
Our work continues that of Magidor [Mg 11{mMg 21].
The author would like to thank the United States-Israel
Binational Science Foundation for partially supporting this

research by Grant 1110.

The author thanks Menachem Magidor for patiently listening
to some wrong proofs and to the present one.

Downloaded from https://www.cambridge.org/core. TU Wien University Library, on 29 Apr 2018 at 15:30:10, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/CBO9780511758867.004


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511758867.004
https://www.cambridge.org/core

Sh:137

17

Notation:

Let i,j,0,B,Y,%,C be ordinals, § a limit ordinal, A,u,K,X
cardinals (usually infinite) £,k,n,m, natural numbers.

Let P<K(A) = {t: t a subset of cardinality < k}. We let

t,s denote members of P<K(X).

Notation on forcing:

P,Q,R denote forcing notions, i.e. partial orders, R € Q
means every element of R is an element of Q and on R the partial
orders are equal. Let R < Q mean R ¢ Q, any two elements of R
are compatible in R iff they are compatible in Q and every
maximal antichain of R is a maximal antichain of Q.

Let Col(X,<k) = {f: f a partial function from (k-A) x A

to Kk, £(a,1i) < a, £ has power < A}.

We let 7,0 denote members of P, gq,r members of Q or R.

We say m,0 are compatible if they have a common upper bound and
equivalent if they are compatible with the same members of P.
Note that m,0 are equivalent iff for any generic G, meG <=> g¢G.

For any forcing notion, let @ be its minimal element.

§1.

l.1. Framework: In our universe V, Kk is An—supercompact for
n < w, An < An+l’ moreover the An—supercompactness is preserved
by any k-directed complete forcing notion (see Laver [LJ).

. . . <K
R_is a k-complete forcing notion. R < R - a2 = .
n R_"n n

n+l’
So if we force by Rn’ K is still An—supercompact (more exactly
|An|—supercompact, as maybe An was collapsed), so there is an

R_-name E_ of a normal fine ultrafilter on P_ (A ) = {t: t a
n =n <k "n

n
subset of Xn of power <k}. Note that P<K(Xn) belongs to V,
is included in it and is P<K(An)v; as forcing by Rn does not add
sequences of ordinals of length <k. But the members of En

(which are subsets of P<K(An)) are not necessarily from V.
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Let for t ¢ P<K(An), o <An, o(t) be the order type of o n t.

<k (t)

" [1]
Let I 5_P<K(An), I, €E".telI = [An(t)

|
n

and t n strongly inaccessible] possible as we have assumed
" <K P "t
IFR An = A
n

Let t ¢ smean t c s, |t]| < k(s).

= A,(t)

We let C be an R_-name for every n, i.e. ¢ is an R -name for
< n ~n ~n

every n, and lFR "Cn T gn+l"'

1.2 The forcing notion: The forcing notion P we shall use is

defined as follows:

An element m of P has the form:

<r, €, £,8, G>

where for some n < w:

A) r e RO
B) to=<ti,..otp> t o« Tor tg St
f =< “e e > -
c) £ SO’ ,gn ' ££ an R£+l name
D) Let Ky = K(tl) - (which is the order-type of k n tz),

then £ _ ¢ Col(f?l, < Kl), £ ) for 1 £ £ <n

+
Lo € Col(An(tn) R

2 K3L+l

and En € Col(An(tn)+, < k) (i.e. those things are forced, but

£2 is a name of an element of V, so we omit the ~ if we know the

value and write f ¢ V(f2 e V).)

E) A= <Bp: n <L o<w>, By is an R -name of a member of E,
G = < : < < w> i - : :
F) G Gl n 2 w>, gl is an R£+l name of a function with

domain I and gl(t) € Col(lz(t)+, <K) .

2’

m
We write n = nlnw], ty = ti[ﬂJ etc., oxr n = n , etc.
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1.2(A) The order on P:

The order is natural: m £ ¢ iff

Ul (o)

< .
a) r <r (inR,)
B) n'" < nc and t; = t(;‘ for & = l,..,,n‘"
v [+ _ ki . o) el Gy p
C) f,cf, for £=0,...,n (i.e. x lFRo £, € £
o n o ™ m g o "
D) r ||-R t, € Ay and G (t)) < £,

for 2 = nTr + l,...,nc

o
E) é; E.Az' (¥t e I)) [g; E_gi] (i.e., this is forced by r’)

1.2 (B) Claim: The set of m ¢ P, such that f"r € V is a dense

subset of P. So usually we deal with such 7 only.

1.3 Technical Definitions on the forcing conditions:

1.3 A Dpefinition: For w,0 € P we call ¢ a j-direct extension

of m if

a) m<o

b) gztnl = 22[0] for 3 < L <a

c) gqlol lFR "G(ty) = £ lol" for n" < g <n’
o
a) B, vl = a0l for & > n’

[n] =g,o] for & > n°

e g &y,

Convention:

™
We omit j when j = n + 1.

1.3 B Definition: For w,0 ¢ P we call o a j-length preserving

extension of w if

() n" =n°
(c) £;=,§zfor£<j
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Convention

T
We omit j when j = n + 1

1.3.C Definition: 1) For w,0 € P, we call ¢ an R-extension of =

. - - = - m [s) T .
ifnso © =t%F =5,2a"=2%, ¢ =¢% or at least if r°

forces those inequalities,

2) For m,0 € P we call ¢ an R-constant extension of w if

IA

T g, r =1r .

1.3.D Claim and Definition:

If j < w, nl < ™, then there is a unique 7 such that 7 is a

j-direct extension of w.,m, is a j-length preserving extension

172

of w, and r[ﬂl] = r[nzl [and r[n] = r[nlll.
This unique 7 is called the upper [lower] j-interpolant of

LIPS If j = n[nz] + 1 we omit j.

1.4 The Inner Model:

The forcing P gives too much, e.g. it collapses all

cardinals which are both < 2 An and > k, and maybe also k. But
n
we shall use an inner model. Define some P-names: En'ﬁn are

tg,K(tg) (for every large enough 7 in the generic set),

El =u {fzz T in the generic set}, and C as an Ro—name is a
P-name.

For a generic G ¢ P, we shall be interssted in the inner
model V[<K2[GJ, EQEGJ:l < w>, ¢cfGl]; let Ve be a P-name of this

class.

1.5 Automorphism of P:

The proofs of the following are well known,
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1.5 A Claim: Suppose H is an automorphism of P, then it

induces naturally a permutation of the set of P-names a + a

and if gl,...,gn are P-names, ¢(xl,...,xn) a first order formula,

Ll " ] H H
7 € P, then |- '¢(gl,...,gn) iff H(ﬂ)|FE-"¢(gl,...,gn)". We
say that H preservesa if !FP "a = QH“.

1.5 B Claim: 1If n”—P "a € gf" then there is a P-name b, such

that nH-P "a = b", and every automorphism of P which preserves

V. (i.e. preserve g

£ £, C) preserves also b.

2]'

1.5 C Claim: Let H be a permutation of U An' which maps
n<w
An(n < @w) onto themselves, HFK = the identity:

1) B induces an automorphism of P, which we denote by H too,

as follows:

{H(i):1i € t}

for t € In(n < w) let H(t)

rH(‘n) _ r"

gHm <H(t;): 1< <n>
AL

H(m) -1

By (B (t): tenl

H () w1
G (8) = gy (H (8)

2) Note also that |FR "{t e I : H(t) = t} e E " and that H
n
preserves gf.

1.5 D Definition: We call a a V_-name if it is a P-name and is

£

preserved by any automorphism of P preserving Zf, and

1.5 E Claim: Suppose H is a permutation of Ukn,mapping each

An onto itself, Hrk = the identity.
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T —H(mW) EH(")

-T T
Then for any m ¢ P, H(w) and H *(m)=<r ,t JA,G >

are compatible, Moreover suitable increasing of the é makes
them equivalent.

Proof: By 1.5 C(2), remembering that the E 's are ultrafilters.

~

1.6 Claim:
- -G = =0
Suppose a) w,0 € P, n(n) = n(o) = n, t1T = tc,f = £~ and
is in Vv, gﬂ = go and gn = QO.
b) every r € R compatible with rl(o] is compatible with r[w]

¢) a is a V_.-name.

£

Then if NIFP "a = a" (for some a € V) then OH—P "a = a",

Proof: Easy.

1.7 Definition. Good Cardinals for P

<
A cardinal u is good for Rn or for n in short, if u = u K

and there are forcing notions Qg, Qi, Rm = Qg * gi, Qg is

u+—complete and g; satisfies the u+—chain condition (i.e.

|- o "g; satisfies the u+—chain condition") .

Remark: 1) Really QS * gi > Rm is sufficient.

1
2) Note that gm is not required to be k-complete, so

+ . + . e
Rm = Qi X Qi, Qg Y =-complete, Q; satisfying the p -chain condition

is sufficient for this definition.

1.8 The Main Lemma:

A) If k is good for every n 2 n_, then in Vv

5 £ K is strong

limit. Moreover every subset of An(En) belong to LI<F

A (tn)

2:2 < n>]:

hence 2 = ln(tn)+ (the + is in Vf and in V too).
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B) If 4 2 ¢ is good for every n 2 no, IFR "u is regular",

then in Vf u+ is still a regular cardinal. Moreover for any

function g from u to ordinals, for some A € V, V F: "|A| = u"
and Range(g) < A.

The proof is broken to a series of claims.
1.9. Notation:

For m < , let g;t = {<t",E">: T € P, " e vand n" =ml.

For any U, kK < u < A we define an equivalence relation zﬁ on
nt =1 =1 m =2 =2_ . 1l 2 1 2
Em : <t7,ET > wu < t7,f > iff tz nuy-= tl nu, f2 = fz, and

there is a permutation of Am which is the identity on yu,

A_ and maps tl onto t2 (all for 1 < & < m).

preserves K, AO,..., - Iy N

1.9 A Claim: zﬁ has u<K equivalence classes, and we can find
s s i < Lo s o

<€t EN s @<t < p*) such that: <t*'3,F7 > /:ﬁ depend

on i only, every z?—equivalence class is represented by some

<El'3'fl’3>, and if A > p, there are a, < A_ defined when
m 1 m

4

P4 iy g
grrd ¢ 1 which belong to t; rJ

n iff i =1i', j = 3j'. We can
]

assume moreover t;' n tl(l)’J(l)

m S u.

1.10. Claim:

Suppose " € P, m < w, g a V_-name of a function from u to

£

ordinals, 7 IFP "Em g_u“. Suppose further that p is good for m

<
and 4 = u K.

Then there is a length preserving extension ¢ of m, such

that if 0 < ¢' € P, i <y, o' |FP "g(i) = o", mlo'] = m then

also the upper interpolant 0P of ¢ and o' force this. Moreover,

for some set A of ordinals, |A| < u (A € Vof course), for every
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*
R-extension ¢ of the lower interpolant of ¢ and ¢', if
IFP "g(i) = a", then a € A.

Proof of Claim 1.10:

(0] 1 ,
= * .
So Rm Qm gm, and RO < Rm, hence there is a pair
<qo,ql> € Qg * g;, such that every extension of it in Qg * g;
is compatible with " (which belong to Ro).

+
We now define for i < y, ordinals ai <u, and for j < oy

a condition “i 3 such that
!

o) 1 o) o)
a) xlw, .1 =<q, .,q. .> - when <i,j> < <£,r> (i.e
) i, 9,575,570 9,5 <%, '3 £,g> (
i<fori=g, j<rzg).

B) for each i, {qi J+1 < ai} is a maximal antichain

3417
(of gi) (i.e. q2+l'o forced this).

=i,j = .
= t = =
C) t[n j+l] , f[ﬂi,j+l] f ,n[n ,j] m (see Claim
1.9a).
D) no o is a direct extension of w.
I
E) For each a € t 1.3 either m, | determines (i.e. forces) a

i,j+1

value for g(a) or there is no length preserving w' 2 L which
~ 14

does so.

F) For & > m, (¥t € [ﬂ ])(ti'j < t).

IFR i,j+1

2
G) For % > m, gg[ﬂi j] increases, i.e. if <i,j> < <€,z>, t € IQ
) it

then |FR2 if (L) t e él[ﬂ_ ] and t ¢ Al["E,C] or

2) i=3=0¢then g [n, .1(t) c g [=n t)".
(2) j golmy jI®) = gplm, 1(e)
H) ggtﬂi j] does not increase unnecessarily, i.e.
14
-, "if £ ¢ a, 07, .J or j is not a successor or q% . is not in
RQ, - ~2 1,] ~1,]

the generic set then G [m, .J(t) is the union of G [« ]
9 then G lm; ;1(®) 2",

<€ g> < <i,j>, t e é[n€ C] or i = j = o0o".
’
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Note that G [m, j](t) is increased only when t;'J <t so
’

<k (t)

this occurs < ltl = lt] = Ag(t) times, but col(kl(t)+, < K)

is Ag(t)+—complete, so we can continue to define. So there is
no problem to carry the construction by induction on <i,j> (the
ai's are defined as Q; satisfies the u+-chain condition). 1In
the end we have to define o. For rl[o], note first that

(0] . . O O o . +
. .1l < < o,5 has an upper bound € as is -
{ql,J U3 l} pp q €9 2, u

complete (and by A)), and rlw], (qg,ql) are compatible by the

choice of (qo,ql), and let rl[o] be any upper bound of r,(qﬁ,ql).
~ ~

Obviously, =", 9= F. nNow éi = {t € Ip:te él(ﬂ) and
. . i'j . N .

for any i < u, Jj < Osr t c t implies t ¢ él[ni,j+lj' Moreover

if sct, s zﬁ tl'J, f;’j < k(t) x k(t), H a permutation of

u A; which is the identity except interchanging t*'J and s then
i

= . ; - A lw, ,1i a
t=H(t) eH[édﬁi'QJ} 3, is an R -name as each ~2[ﬂ1,33 is, an

is forced to be in E, by the normality of E, (a conclusion of it,

% L

more exactly).
Now G, [o](t) is the union of ¢ [w, .J(t), t € alw, .]J or
~% L1, ~Ti,3

i =7J=0. It is easy to check everything, because g € V¥ (and

fl
use 5D, 6).

l.1l. Claim:

Suppose T € P, g a V_-name of a function from w to ordinals,

£
<
m |FP "for every m > n', £, £u"andu=u K,

Then there is a length preserving extension ¢ of 7, such

that if 0 £ 0' € P, u good for nlo'l, i < u, i € tn[oﬂLO']’ and

c' ”—P "g(i) = a" then also the upper interpolant ¢" of ¢ and o'
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forcesthis. Also if for some <Ai:i < u> eV, ]Ail <y, and

0 <0'eP, uis good for Rn[o']' ienn tn[o.][o'],

G'IFP "g(i) = a" then o ¢ A;. Hence if u is good for
arbitrarily large m, if o < ¢o' ¢ EJG'IFP "g(i) = o" then for
some direct extension o" of ¢', the upp;; interpolant ¢" of o,
¢" forces this.

Proof: Repeat claim 1.10 w times,

1.12 Proof of the Main Lemma 1.8B.

Quite easy from Claim 11, because ”-P"u c U En" and
- n<w

{7 IFP "for every m > nn, tn £ u"} is a dense subset of P.
1.13 Claim: Suppose ¥ ¢ P, m > nﬂ, |FP "g e Zf,

ga function
from ¢ to ordinals".

Then there is 0 € P, m < ¢ such that

A) m and ¢ are identical except that possibly gm[o] is not equal
to gm[nJ,

B) Suppose g, € P, n[ol] = m, r[oll 2 rlo], t, € I, for 1 < £ < m,

rlo, ] "G (&) = £ [0, 1" and g0, 1= g o], A lo) = a,l0]

I-
RO
for m < & < w.

Suppose further o, is an (m-1)-length preserving extension

of oy, n[02] n[olJ = m, E[ozl = E[olJ, fz[czj = fg[cll for

% <m Alo,] =2alo), Glo,1=gloy ], i et 0wy,

| e n + s A G
o, ||£_ g(i) = a". Then <rlo,], tlo,1, £lo;], Alo; 1, Glo, 1>
forces this too.

Proof: Just note that for each tm the number of <t2:l < 2 < m>,
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<K(tm)

<fl:£ < m> we have to consider is < |tm|

- el =250

+ . +
whereas Col(km(tm) , < K) is Xm(tm) -complete.

Note also that we in fact, are interested in Rm+ only (not RO).

1
1.13A Claim: The parallel claim to 13 holds for m = n'.

1.14. Corollary. Suppose g is a gf—name, H good for every

m 2 n[n], g a function from u to ordinals. Then there is 7 a

ll

length-preserving extension of ©m such that:

éﬁ_ﬂl S 0geP, ic tm[oJ nu, o H—P "g(i) = a" then also

* *
o] lFP "g(i) = o" where o is defined by

2[o" 1 = zla)

*
nlo ]

nlol, tl[o*] = tl[ol for £ =1,...,nlol

*
fl[o ] = fl[OJ for £ = 0,...,m-1
*
fl[o 1= gl[ﬂlj(tl) for & =m,...,nlo]
*
Ajlo 1 =pa,lm ] for nlo] < & < w
*
Gelo 1 =g [m 1 for nlol < 2 < w.

Proof: Use Claim 1.11 and then 1.13 for all m.
1.15 Claim: Suppose Tyr 9o M = n[ﬂl] are as in corollary 1.14,
n < A(t;) and m < n[nlJ, and g is a function from p to {0,1}
(i.e. g e vi< K£[G],f£[GJ: n < % <w>,C], and note that we can
get gf[G] from this universe by forcing by the product of n
Léyycollapsing).

Then there is T, € P such that:
B) ™ S T, E[ﬂl] = tln, 1, é[wl] = é[ﬂzl
B) If 0o is an m~direct extension of Tor O < U, i<2

o ”-P "g(a) = i" then also T, forces this.
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Proof: Fix a.

Let Wk = {<t,f>: for some m-direct extension ¢ of Ty nlo] = k,

£ = &, f“rk =f e v}.

For every w = (E,f) € Wk we define an R -name Zk(E'E) of

k+1

an ordinal < 3: for r ¢ Rk

K

Ik "y €8 = av ige

B %<2, <x, §E<g (t)>, Allk+l,w), §Nkalw > [l "g@ = e
or
B) 2 =2, and for nor', r < x' ¢ Rk+l' L' < 2

<’ £, < g (t)> AlkL,w, §llk,w)> [l "gla) = 2n.

Now for every k < w we define by downward induction on

< - - - - - ]
2 £ k, for every (t,£f) ¢ Wl an R£+l name yk(t,f) of an ordinal

< 3 and gg(t,f) of a member of §£+l'

For £ = k we have defined Zk(t,f), and let gk(t,f) = Ik+l

Now let (E,f) €W % < k, gk(E’,f') is defined for

2:’
(E',f') € W2+l° Then Yk(E'E) is the unique i < 3 such that:

(£ = <Eyreenrt)>)

. =A =A
{t € I3 =Y (& < £ <G ()"} € E

ton”r

2+1 2+1 2+1
(note all the names in the expression above are 52+l-names)
and
B (t,f) = {t I 2 v (5E) =v (B <t, >, Feg (t)>)}
Be(&/5) =1ty € Tppt G (eh) = 1 ( g1’ 20\ %y

Now we can define él[ﬂ2]:

for every (t,f) € W such that t ct,

éz['ﬂ'zj = {t € I Q,—l’ 9-1

k:
and k = &, t ¢ Bk(E,f), and of course t ¢ éz[nl] }
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This is fine for o, and as there are "few" (i.e. n) a's there

is no problem to prove the claim.

§2. Applications

For this section we make the following hypothesis.

2.1 Hypothesis: There is a universe V satisfying ZFC + G.C.H.,

in which k is supercompact, moreover the supercompactness is

preserved by k-directed complete forcing.

Remark: We can weaken "k is supercompact" by "k is A-super-
compact” for A suitable for each theorem, bur as long as we
cannot get inner models with supercompact this is not so
interesting, and anyhow clearly we get by our proof the expected

results (or almost, replacing A by A+).

Similarly for assuming G.C.H. - it is expected that
violating C.G.H. is "harder" so we do not lose generality, and
so though it seemed that we can get rid of it, there is no
point in doing this,

Notation: (f?a)+l = §9a+i S0 A+l = A+.

2.2. Theorem: 1) For any o < ffl, there is an extension Vf of v

. . . . w _
in which k is }?w, is strong and 2 = §§a+l'

2) Moreover in V_ there are fi e }érlfor i< }§a+

n<w

*
such that for i < j, £, < fj,i.e., {n: fi(n)<£jﬁﬁis co-finite.

£ 1’

Proof: 1) For o < w this is done in Magidor [Mg 1], so let

o=2¢+k, § a limit ordinal, let § = v Dn’ Dn finite,

n<w
\ . . +o+
increasing., Let Q be any k-complete forcing adding x +2

+
subsets to Kk and satisfying the k ~-chain condition e.g.

+o+2

Q = {f: £ a partial function from k to {0,1} of power < «k}.
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Let T = {(By,y): 0 B <y <& and (V& ¢ D) —~ (Bsgs ¥)}

= (1 co1(xtB, < ™)) x q.
n (Bry)eT
! n
y = K+a+2.
n

Now clearly:
. . K +w
Fact A: Rn is k-directed complete, ”_R 27 <k 7, hence for
n
+
every t € In' An(t) < k(t) .

Fact B: K+B is good for Rn if for some y, B=vY + 2, vy + 1 € Dn

or B> 48 + 1, hence every y + 2 £ o + 1 is good for Rn for every

n large enough.

Kn X
Fact C: 1In V, (from §1) k is j?w, 2% < y,2 "=2" ana

£ n n

< = : S imit.

K, K, where X5 An(gn) so K is }sw and strong limit
Now the theorem is immediate.

+0+2
2) Just change Q to add fi:K +> K, (i <k ), such that

*
£, < £, for i < j.
i 3

2.3. Theorem: 1) For any o <§%zthere is an extension Vf of V in

.

w
which k is §§ , and is strong limit, and 2 1 = }?
wl o+l

2) For any fixed £ < wl we can assume that

H(f?E)V = H(f?g)vf(H(X) is the family of set of hereditary
cardinality < A).

Proof: 1) Just amalgamate the proof of 2.2 and of Magidor [Mg 1]
§5 (see [Mg 3] too).

2) Just let in §1 £ ¢ Col(}?g, <Ky (E))
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Remark: By Magidor [Mg 4] (improving Galvin and Hajnal) if
Chang's conjecture holds, }fw is strong limit, then
2 “1 < }?w . So using a methid which gives 2.3(2), we cannot

2
improve 2,3(1l).

Remark: By [Sh 2], we cannot improve 2.2(1l) result for
by

a > (2°9%7% if the method gives 2.2(2) too.

2.4, Definition: 1) For a monotonic function £ from ordinals to

ordinals we define a function f[l:I from ordinals to ordinals by

induction on i:

f[oJ(a) -

f[oc+l:|(a) _ f(f[il(u) 1)

ftsj(a) - f[i](a)
i<8

2) For a function f from ordinals to ordinals we define a
*
function £ from ordinals to ordinals
*
£ @) = £:%(0)

3) Por a class C of ordinals we define by induction on o a

function Sucg from ordinals

Sucg(i) = min{€: £ ecC, £ > i}

o+l .. _ o * .
SucC (i) = (Succ) (1)
s 6(.) _ suc (i

ucC i) = v ucC i)

o<d
4) In 3) if C is the class of infinite cardinals, then we omit
it.
2.5. Lemma: Suppose A has cofinality _f?o, and for X < A, n < w,

Sucn(x) < A. Suppose further u = XA but there is no weakly

Downloaded from https://www.cambridge.org/core. TU Wien University Library, on 29 Apr 2018 at 15:30:10, subject to the Cambridge Core
terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/CBO9780511758867.004


https://www.cambridge.org/core/terms
https://doi.org/10.1017/CBO9780511758867.004
https://www.cambridge.org/core

Sh:137

132
inaccessible cardinal k, A £ Kk £ Y. Then there are

uD_>{x: A <x<u,xa cardinal}l, and

Proof: We prove, by induction on u,the existence of
<Dn(u): n < w> as required.
Case I: u = A,
We let Dn(u) = {A}, and there is no problem.
+
Case II: u = x for some ¥, or even X < i < }fx.
* *
Let D = {k: yx < K},Do(u) = {k: k = u}, D, (u) =D
*
Dn+2(u) =D (x) uD.

So Dn(u)(n < w) is increasing, with union 2 {xk: A £ k < u};

sucy (X)m 2 X, hence sucht? n = B’ hence is 2 u, so
D D (x) X
n n
Sucg (u)(x) 2y for n > 1; for n =0,1 this is true too by the
n
definition.

Case III: u is a limit cardinal, but for x < u, j?x < Y.

Let y = % ui, x = cfy, My < U, My increasing continuous,
i<y
.
(¢] (¢]

Let D (W) = D, (W) = {k: « 2 u}, D

=
]

neo (W) = {x: for some i,

IA

s .
¥y X < Migpr X € Dn(ui+l) and })i € Dn(}ﬁx). The checking

is easy.
2.6. Theorem: 1) For any U > Kk, uK = |, smaller than the first

inaccessible cardinal > k, there is a forcing extension V. of Vv,

£

in which k is Sucw(féo), is strong limit, 2 = U, and no cardinal

in [k,u] is collapsed, except possibly successors of singular

cardinals.
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2) Moreover we can assume that in Vf there are functions
f. ¢ T «k i < r = <
i n (i I where k z Ky Kn Kn+l) such that for
n<w n<w
*

1<3, £ < £

Proof: Similar to the proof of 2.2., using lemma 2.5 (so for

tel, Sucn(K(t)) z A(t)).
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