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Abstract

We deal with a finite combinatorial problem arising for a question on generalizing Arrow the
on social choices.
 2004 Elsevier Inc. All rights reserved.
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0. Introduction

Let X be a finite set of alternatives. A choice functionc is a mapping which assigns
nonempty subsetsS of X an elementc(S) of S. A rational choice function is one for whic
there is a linear ordering on the alternatives such thatc(S) is the maximal element ofS
according to that ordering. (We will concentrate on choice functions which are defined
subsets ofX of fixed cardinalityk and this will be enough.)

Arrow’s impossibility theorem [1] asserts that under certain natural conditions, if the
are at least three alternatives then every non-dictatorial social choice gives rise to
rational choice function, i.e., there exist profiles such that the social choice is not ra
A profile is a finite list of linear orders on the alternatives which represent the indiv
choices. For general references on Arrow’s theorem and social choice functions see

Non-rational classes of choice functions which may represent individual behavior w
considered in [3,4]. For example:c(S) is the second largest element inS according to
0196-8858/$ – see front matter 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.aam.2002.03.001
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some ordering, orc(S) is the median element ofS (assume|S| is odd) according to som
ordering. Note that the classes of choice functions in these classes are symmetric,
are invariant under permutations of the alternatives. Gil Kalai asked if Arrow’s the
can be extended to the case when the individual choices are not rational but rather
to an arbitrary non-trivial symmetric class of choice functions. (A class is non-trivia
does not contain all choice functions.) The main theorem of this paper gives an affirm
answer in a very general setting. See also [6]for general forms of Arrow’s and relate
theorem.

The part of the proof which deals with the simple case is related to clones which a
studied in universal algebras (but we do not use this theory). On clones see [8,9].

Notation:
(1) n,m,k, �, r, s, t, i, j natural numbers; alwaysk, many timesr are constant (there ma

be some misuses ofk).
(2) X a finite set.
(3) C a family of choice function on

(
X
k

) = {Y : Y ⊆ X, |Y | = k}.
(4) F is a clone onX (see Definition 2.3(2)).
(5) a, b, e ∈ X.
(6) c, d ∈ C.
(7) f,g ∈F .

Annotated content

Section1: Framework
[What areX, C, F = Av(C), the Arrow property restricted to

(
X
k

)
, C is (X, k) =

FCF (note: no connection for differentk − s) and the Main Theorem. ForC, F ,
r = r(F).]

Part A: The simple case
Section2: Context and on nicef ’s

[Define a clone,r(F). If f ∈ F(r) is not a monarchy,r � 4 on the family of not
one-to-one sequencesā ∈ rX thenf is a projection, Claim 2.5.
Definefr;�,k, basic implications onfr;�,k ∈F , Definition 2.6, Claim 2.7.
If r = 3, f ∈F[s] is not a monarchy on one-to-one triples, thenf without loss of
generality, isfr;1,2 or gr;1,2 on a relevant set, Claim 2.8.
If r = 3, f is not a semi monarchy on permutations ofā.
If r = 3, there are some “useful”f , Claim 2.11. Implications onfr;�,k ∈ F .]

Section3: GettingC is full
[Sufficient condition forr � 4 with fr;1,2 or so (Lemma 3.1), similarly whe
r = 3.
Sufficient condition forr = 3 with gr;1,2 or so (Claim 3.3).
A pure sufficient condition forC full, Claim 3.4.
Subset

(
X
3

)
, closed under a distance, Claim 3.5.

Getting the final conclusion (relying on Section 4).]
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Section4: Ther = 2 case
[By stages we get af ∈ F[r] which is a monarchy with exactly one exception
pair, Claims 4.2–4.4. Then by composition we getg ∈F2 similar tofr;1,2.]

Part B: Non-simple case
Section5: Fullness – the non-simple case

[We derive “C is full” from various assumptions, and then prove the main th
rem.]

Section6: The caser = 2
Section7: The caser � 4

1. Framework

1.1. Context. We fix a finite setX andr = {0, . . . , r − 1}.

1.2. Definition. (1) An (X, r)-election rule is a functionc such that for every “vote”̄t = 〈ta :
a ∈ X〉 ∈ Xr we havec(t̄ ) ∈ r = {0, . . . , r − 1}.

(2) c is a monarchy if(∃a ∈ X)(∀t̄ ∈ Xr̄)[c(t̄ ) = ta].
(3) c is reasonable if(∀t̄ ) (c(t) ∈ {ta: a ∈ X}).

1.3. Definition. (1) We sayC is a family of choice functions forX (X-FCF in short) if

C ⊆ {
c: c is a function with Dom(c) =P−(X) (= family of nonempty subsets ofX)

and
(∀Y ∈ P−(X)

)(
c(Y ) ∈ Y

)}
.

(2) C is called symmetric if for everyπ ∈ Per(X) = group of permutations ofX, we
have

c ∈ C ⇒ π ∗ c ∈ C whereπ ∗ c(Y ) = π−1(cπ(Y )
)
.

(3)PC =P−(X).

1.4. Definition. (1) We say av is ar-averaging function forC if

(a) av is a function written avY (a1, . . . , ar);
(b) for anyc1, . . . , cr ∈ C, there isc ∈ C such that

(∀Y ∈P−(X)
) (

c(Y )
) = avY

(
c1(Y ), . . . , cr (Y )

);
(c) if a ∈ Y ∈P−(X) then avY (a, . . . , a) = a.

(2) av is simple if avY (a1, . . . , ar ) does not depend onY , so we may omitY .
(3) AVr (C) = {av: av is anr-averaging function forC}, similarly AVs

r (C) = {av: av is
a simpler-averaging function forC}.

(4) AV(C) = ⋃
r AV r (C) and AVs(C) = ⋃

r AV s
r (C).
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1.5. Definition. (1) We say thatC which is anX-FCF, has the simpler-Arrow property if

av∈ AV s
r (C) ⇒

r∨
t=1

(∀a1, . . . , ar )
(
av(a1, . . . , ar) = at

);

such av is called monarchical.
(2) Similarly without simple (using AV2(C)).

1.6. Question. (1) Under reasonable conditions doesC have the Arrow property?
(2) Does|C| � poly(|X|) ⇒ r-Arrow property? This means, e.g., for every natural nu

bersr, tn for everyX large enough for every symmetricC; anX-FCF with� |X|n member,
C has ther-Arrow property.

1.7. Remark. The question was asked withC(X) defined for everyX; but in the treatmen
here this does not influence.

We actually deal with:

1.8. Definition. If 1 � k � |X| − 1 and we replaceP−(X) by
(
X
k

) := {Y : Y ⊆ X, |Y | = k},
thenC is called(X, k)-FCF,PC = (

X
k

)
, k = k(C), av is [simple]r-averaging function for

C; let k(C) = ∞ if PC = P−(X); let F = F(C) = AV s (C) and letF[r] = {f ∈ F : f is
r-place}.

1.9. Discussion. This is justified because:

(1) For simple averaging function,k � r, the restriction to
(
X
k

)
implies the full result.

(2) For the non-simple case, there is alittle connection between the variousC �
(
X
k

)
(exer-

cise).

Our aim is (but we shall first prove the simple case) the following.

1.10. Main Theorem. There are natural numbersr∗
1 , r∗

2 < ω (we shall be able to give
explicit values, e.g.r∗

1 = r∗
2 = 7 are OK) such that:

� if X is finite, r∗
1 � k, |X| − r∗

2 � k and C is a symmetrical(X, k)-FCF and some

av∈ AV r (C) is not monarchical, then every choice function for
(
X
k

)
belongs toC (i.e.,

C is full).

Proof. By Claim 5.10. �
1.11. Conclusion. AssumeX is finite, r∗

1 � k � |X| − r∗
2 (where r∗

1 , r∗
2 from Theo-

rem 1.10).
(1) If C is an(X, k)-FCF and some member of Avr (C) is not monarchical, then|C| =

k(|X|
k ).



S. Shelah / Advances in Applied Mathematics 34 (2005) 217–251 221

of

Sh:782
Part A. The simple case

2. Context and on nice f ’s

Note. Sometimes Part B gives alternative ways.

2.1. Hypothesis ( for Part A).

(a) X a finite set;
(b) 5< k < |X| − 5;
(c) C a symmetric(X, k)-FCF andC 
= ∅;
(d) F[r] = {f : f an r-place function fromX to X such thatC is closed underf , that is

f ∈ AV s
r (C)};

(e) F = ⋃{F[r]: r < ω};

2.2. Fact. F is a clone onX (see Definition 2.3) satisfyingf ∈ F[r] ⇒ f (x1, . . . , xr ) ∈
{x1, . . . , xr} andF is symmetric, i.e. closed by conjugation byπ ∈ Per(X).

2.3. Definition. (1) f is monarchical= is a projection, iff is anr-place function (fromX

to X) and for somet, (∀x1, . . . , xn) f (x1, . . . , xr) = xt .
(2) F is a clone onX if it is a family of functions fromX to X (for all arities, i.e.,

number of places) including the projections and closed under composition.

2.4. Definition. ForC,F as in Hypothesis 2.1:

r(C) = r(F) := min{r: somef ∈ Cr is not monarchical}

(let r(F) = ∞ if C is monarchical).

2.5. Claim. Assume

(a) f ∈F[r];
(b) 4� r = r(F) = min{r: somef ∈ F is not a monarchy}.

Then

(1) for some� ∈ {1, . . . , r} we havef (x1, . . . , xr ) = x� if x1, . . . , xr has some repetition.
(2) r � k.

Proof. (1) Clearly there is a two-place functionh from {1, . . . , r} to {1, . . . , r} such that:
if y� = yk ∧ � 
= k thenf (y1, . . . , yr) = yh(�,k); we have some freedom, so without loss
generality:

� � 
= k ⇒ h(�, k) 
= k.
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Assume toward contradiction that (1)’s conclusion fails, i.e.

� h � {(�, k): 1 � � < k � r} is not constant.

Case 1. For somex̄ ∈ rX and�1 
= k1 ∈ {1, . . . , r} we have

x�1 = xk1, f (x̄) 
= x�1;

equivalently:h{�1, k1} /∈ {�1, k1}, recalling�.
Without loss of generality,�1 = r − 1, k1 = r, f (x̄) = x1 (as for a permutationσ of

{1, . . . , r}, we can replacef by fσ , fσ (x1, . . . , xr ) = f (xσ(1), . . . , xσ(r))).
We can choosex 
= y in X, so h(x, y, . . . , y) = x hence� 
= k ∈ {2, . . . , r} implies

h(�, k) = 1.
Now for � ∈ {2, . . . , r} we have agreedh(1, �) 
= �, (see�) so ash � {(�, k): � < k} is

not constantly 1 (by�), without loss of generalityh(1,2) = 3. But asr � 4, lettingx 
=
y ∈ X we havef (x, x, y, y, . . .) is y ash(1,2) = 3 and isx ash(3,4) = 1, contradiction.

Case 2. Not Case 1.
Let x 
= y, now considerf (x, x, y, y, . . .), it is x as h(1,2) ∈ {1,2} and it is y as

h(3,4) ∈ {3,4}, contradiction.
(2) follows as forr > k we always have a repetition (see Definition 1.4(1),f plays the

role of c). �
2.6. Definition. fr;�,k = fr,�,k is ther-place function onX defined by

fr;�,k(x̄) =
{

x�, x̄ is with repetition,
xk, otherwise.

2.7. Claim. (1) If fr,1,2 ∈ F thenfr,�,k ∈ C for � 
= k ∈ {1, . . . , r}.
(2) If fr,1,2 ∈ F andr = r � 3 thenfr+1,1,2 ∈F .

Proof. (1) Trivial (by Fact 2.2).
(2) First, assumer � 5. Let g(x1, . . . , xr+1) = fr,1,2(x1, x2, τ3, . . . , τr ) whereτm ≡

fr,1,m(x1, . . . , xm, xm+2, . . . , xr+1); (that isxm+1 is omitted). So for anȳa:

– if ā has no repetitions then

τ3(ā) = a3, . . . , τr (ā) = ar, g(ā) = f (a1, a2, a3, . . . , ar) = a2;

– if ā has repetitions, saya� = ak, then there ism ∈ {3, . . . , r} \ {� − 1, k − 1},
hence〈a1, . . . , am, am+2, . . . , ar+1〉 is with repetition; soτm(ā) = a1, so (a1, a2, . . . ,

τm(ā), . . .) has a repetition, sog(ā) = a1.

Second, assumer = 4. Letg be the function of arity 5 defined by: for̄x = (x1, . . . , x5)

we letg(x̄) = fr,1,2(τ1(x̄), . . . , τ4(x̄)) where
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(∗)1 τ1(x̄) = x1;
(∗)2 τ2(x̄) = fr,1,2(x1, x2, x3, x4);
(∗)3 τ3(x̄) = fr,1,3(x1, x2, x3, x5);
(∗)4 τ4(x̄) = fr,1,4(x1, x2, x5, x4).

Note that

(∗)5 for x̄ with no repetitionτ�(x̄) = x�.

Now check thatg is as required.
Third, assumer = 3. Letg(x1, x2, x3, x4) = fr,1,2(τ1, τ2, τ3) where

τ1 = x1, τ2 = fr,1,2(x1, x2, x4), τ3 = fr,1,2(x1, x3, x4).

Now check (or see the proof of Claim 4.7).�
2.8. Claim. Assume:

(α) F is as in Fact2.2;
(β) everyf ∈F[2] is a monarchy,r = r[F ] = 3;
(γ ) f ∗ ∈F[3] and for noi ∈ {1,2,3} do we have(∀b̄ ∈ 3X) (b̄ not one-to-one⇒ f ∗(b̄) =

bi).

Then for someg ∈ F[3] not a monarchy we have:(a)or (b) where

(a) for b̄ ∈ 3X which is not one-to-oneg(b̄) = fr;1,2(b̄), i.e.= b1;
(b) for b̄ ∈ 3X which is not one-to-oneg(b̄) = gr;1,2(b̄), see below.

Where

2.9. Definition. gr;1,2 is the following function1 from X to X:

gr;1,2,(x1, x2, . . . , xr) =
{

x2, if x2 = x3 = · · · = xr,

x1, otherwise.

Similarly gr;�,k(x1, . . . , xr) is xk if |{xi: i 
= �}| = 1 andx� otherwise.

Proof of Claim 2.8. The same as the proof of the next claim ignoring the one-to
sequences (i.e.f (a1, a2, a3)), see more later.

2.10. Claim. AssumeF is as in Fact2.2, r = r(F) = 3, f ∗ ∈ F , f ∗ is a 3-place function
and not a monarchy and̄a ∈ 3X is with no repetition such that: if ā′ = (a′

1, a
′
2, a

′
3) is a

permutation of̄a thenf ∗(ā′) = a′
1; but¬(∀b̄ ∈ 3X) (b̄ not one-to-one⇒ f ∗(b̄) = b1)).

1 This is the majority function forr = 3.
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Then for someg ∈F3 we have(a) or (b) where:

(a) (i) for b̄ ∈ 3X with repetition,g(b̄) = fr;1,2(b̄), i.e.g(b̄) = b1;
(ii) g(ā′) = a′

2 for any permutation̄a′ of ā;
(b) (i) for b̄ ∈ 3X with repetition,g(b̄) = gr;1,2(b̄);

(ii) g(ā′) = a′
1 for any permutation̄a′ of ā (see ongr;1,2 in Definition2.9).

Proof. Let ā = (a1, a2, a3); (a, b, c) denote any permutation ofā.
Let W = {b̄: b̄ ∈ 3X and [b̄ is a permutation of̄a or b̄ not one-to-one]}. Let F− =

{f � W : f ∈F}, f = f ∗ � W .
Let for η ∈ 3{1,2}, fη be the 3-place function with domainW , such that

�0 fη(aσ(1), aσ(2), aσ(3)) = aσ(1) for σ ∈ Per{1,2,3};
�1 fη(a1, a2, a2) = aη(1);
�2 fη(a1, a2, a1) = aη(2);
�3 fη(a1, a1, a2) = aη(3).

Now

(∗)0 f ∈ {fη: η ∈ 32}.

[Why? Just think: by the assumption onf ∗ and asr(F) = 3, in details: for�1,�2,�2

remember thatf (x, y, y), f (x, y, x), f (x, x, y) are monarchies and for�0 remember the
assumption on̄a and of coursef (x, x, x) = x.]

(∗)1 if η = 〈1,1,1〉 thenfη 
= f .

[Why?fη(x1, x2, x3) = x1 onW , i.e. is a monarchy.]

(∗)2 if η, ν ∈ 3{1,2}, η(1) = ν(1), η(2) = ν(3), η(3) = ν(2), thenfη ∈F− ⇔ fν ∈ F−.

[Why? Inf (x, y, z) we just exchangey andz.]

(∗)3 if f〈2,2,2,〉 ∈F− thenf〈1,2,2〉 ∈ F−.

[Why? Defineg by g(x, y, z) = f〈2,2,2〉(x, f〈2,2,2〉(y, x, z), f〈2,2,2〉(z, x, y)) (so g ∈ F−)
hence

g(a, b, c) = f〈2,2,2〉(a, b, c) = a; henceg satisfies�0,

g(a, b, b) = f〈2,2,2〉
(
a,f〈2,2,2〉(b, a, b), f〈2,2,2〉(b, a, b)

) = f〈2,2,2〉(a, a, a) = a,

g(a, b, a) = f〈2,2,2〉
(
a,f〈2,2,2〉(b, a, a), f〈2,2,2〉(a, a, b)

) = f〈2,2,2〉(a, a, b) = b,

g(a, a, b) = f〈2,2,2〉
(
a,f〈2,2,2〉(a, a, b), f〈2,2,2〉(b, a, a)

) = f〈2,2,2〉(a, b, a) = b.
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Sog = f〈1,2,2〉 hencef〈1,2,2〉 ∈F− as promised.]

(∗)4 f〈1,2,2〉 ∈ F− ⇒ f〈2,1,2〉 ∈ F−.

[Why? Let

g(x, y, z) = f〈1,2,2〉
(
x, y,f〈1,2,2〉(z, x, y)

)
,

sog(a, b, c) = a, henceg satisfies�0 and

g(a, b, b) = f〈1,2,2〉
(
a, b,f〈1,2,2〉(b, a, b)

) = f〈1,2,2〉(a, b, a) = b,

g(a, b, a) = f〈1,2,2〉
(
a, b,f〈1,2,2〉(a, a, b)

) = f〈1,2,2〉(a, b, b) = a,

g(a, a, b) = f〈1,2,2〉
(
a, a,f〈1,2,2〉(b, a, a)

) = f〈1,2,2〉(a, a, b) = b.

Sog = f〈2,1,2〉, hencef〈2,1,2〉 ∈F−, as promised.]

(∗)5 f〈2,1,2〉 = f3;3,1, i.e.

f〈2,1,2〉(x1, x2, x3) =
{

x1, if |{x1, x2, x3}| = 3,

x3, if |{x1, x2, x3}| � 2,
when(x1, x2, x3) ∈ W.

[Why? Check.]

(∗)6 f〈2,2,1〉(x1, x2, x3) = x2 if 2 � |{x1, x2, x3}|.

[Why? Check.]

(∗)7 f〈2,1,2〉 ∈ F− ⇔ f〈2,2,1〉 ∈ F−.

[Why? See(∗)2 in the beginning.]

(∗)8 f〈1,2,1〉 ∈ F− ⇔ f〈1,1,2〉 ∈ F−.

[Why? By (∗)2 in the beginning.]

(∗)9 f〈1,2,1〉 ∈ F− ⇒ f〈2,2,1〉 ∈ F−.

[Why? Letg(x, y, z) = f〈1,2,1〉(x, f〈1,2,1〉(y, z, x), f〈1,2,1〉(z, x, y)); then

g(a, b, c) = f〈1,2,1〉
(
a,f〈1,2,1〉(b, c, a), f〈1,2,1〉(c, a, b)

) = f〈1,2,1〉(a, b, c) = a,

and henceg satisfies�0,
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g(a, b, b) = f〈1,2,1〉
(
a,f〈1,2,1〉(b, b, a), f〈1,2,1〉(b, a, b)

) = f〈1,2,1〉(a, b, a) = b,

g(a, b, a) = f〈1,2,1〉
(
a,f〈1,2,1〉(b, a, a), f〈1,2,1〉(a, a, b)

) = f〈1,2,1〉(a, b, a) = b,

g(a, a, b) = f〈1,2,1〉
(
a,f〈1,2,1〉(a, b, a), f〈1,2,1〉(b, a, a)

) = f〈1,2,1〉(a, b, b) = a.

Sog = f〈2,2,1〉, hencef〈2,2,1〉 ∈F−.]
Diagram (arrows mean belonging toF− follows)

f〈2,2,2〉 ∈ F−

(∗)3

f〈1,2,2〉 ∈ F−

(∗)4

f〈1,2,1〉 ∈ F−
(∗)8

(∗)9

f〈1,1,2〉 ∈ F−

f〈2,1,2〉 ∈ F− (∗)7
f〈2,2,1〉 ∈ F−

among the 23 functionsfη; one,f〈1,1,1〉, is discarded being a monarchy, see(∗)1, six appear
in the diagram and implyfr;3,1 ∈ F− by (∗)5; hence clause (a) of Claim 2.10 holds; a
one isgr;1,2 because

(∗)10 gr;1,2 = f〈2,1,1〉 onW .

[Why? Check.] So clause (b) of Claim 2.10 holds.�
Continuation of the proof of Claim 2.8. As r(F) = 3 for someη ∈ 32, f ∗ agrees with
fη for all not one-to-one triples̄b. If η = 〈1,1,1〉, we contradict assumption(γ ) as in
(∗)1 of the proof of Claim 2.10, and ifη = 〈2,1,1〉, possibility (b) of Claim 2.8 holds
as in (∗)10 in the proof of Claim 2.10. Ifη = 〈2,1,2〉 thenf ∗(b̄) = b3 for b̄ ∈ 3X not
one-to-one (see(∗)5) and this contradicts assumption(γ ); similarly if η = 〈2,2,1〉. In the
remaining case (see the diagram in the proof of Claim 2.10), there isf ∈ F agreeing on
{b̄ ∈ 3X: b̄ is not one-to-one} with fη for η = 〈1,2,2〉 or η = 〈1,2,1〉, without loss of
generalityf ∗ = f .

If η = 〈1,2,2〉, defineg as in (∗)4, i.e. g(x, y, z) = f ∗(x, y, f ∗(z, x, y)); so for a
non-one-to-one sequenceb̄ ∈ 3X we haveg(b̄) = f〈2,1,2〉(b̄) = b3. If for some one-to-
oneā ∈ 3X we havef ∗(a3, a1, a2) 
= a3 theng(a1, a2, a3) = f ∗(a1, a2, f

∗(a3, a1, a2)) ∈
{a1, a2}; so permuting the variables we get possibility (a). So we are left with the
ā ∈ 3X is one-to-one⇒ f ∗(ā) = a1.

Let us defineg ∈ F[3] by g(x1, x2, x3) = f ∗(f ∗(x2, x3, x1), x3, x2). Let b̄ ∈ 3X;
if b̄ is without repetitions theng(b̄) = f ∗(b2, b3, b2) = b3. In caseb̄ = (a, b, b), we
haveg(b̄) = f ∗(f ∗(b, b, a), b, b) = f ∗(a, b, b) = a = b1; for b̄ = (a, b, a), it follows
that g(b̄) = f ∗(f ∗(b, a, a), a, b) = f ∗(b, a, b) = a = b1; and for b̄ = (a, a, b) we de-
rive g(b̄) = f ∗(f ∗(a, b, a), b, a) = f ∗(b, b, a) = a = b1; together forb̄ non-one-to-one
g(b̄) = b1. Sog is as required in clause (a).
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Lastly, let η = 〈1,2,1〉 and let g(x, y, z) = f ∗(x, f ∗(y, z, x), f ∗(z, x, y)); now by
(∗)9 of the proof of Claim 2.10, easily [b̄ is non-one-to-one⇒ g(b̄) = f〈2,2,1〉(b̄) = b2].
Now if (a1, a2, a3) is without repetitions andf ∗(a2, a3, a1) = a1 then g(a1, a2, a3) =
a1 and possibility (a) holds for this g. Otherwise, we have[b̄ ∈ 3X is one-to-one
⇒ f ∗(b̄) ∈ {b1, b2}]; so if (a1, a2, a3) ∈ 3X is one-to-one andf ∗(a2, a3, a1) 
= a2 then
g(a1, a2, a3) 
= a2 (as f ∗(a3, a1, a2) 
= a2, henceg(a1, a2, a3) = g(a1, a

′
2, a

′
3) for some

a′
2, a

′
3 
= a2); so g is not a monarchy, hence possibility(a) holds. Hence[b̄ ∈ 3X is

one-to-one⇒ f ∗(b̄) = b2]. Let g∗ ∈ F be g∗(x, y, z) = f ∗(f ∗(x, y, z), f ∗(x, z, y), x).
Now if b̄ is one-to-one theng∗(b̄) = f ∗(b2, b3, b1) = b3. Also for b̄ = (a, b, b) we have
g∗(b̄) = f ∗(f ∗(a, b, b), f ∗(a, b, b), a) = f ∗(a, a, a) = a; for b̄ = (a, b, a) we derive
g∗(b̄) = f ∗(f ∗(a, b, a), f ∗(a, a, b), a) = f ∗(b, a, a) = b, and for b̄ = (a, a, b) we ob-
tain g∗(b̄) = f ∗(f ∗(a, a, b), f ∗(a, b, a), a) = f ∗(a, b, a) = b. Sog∗ is as required in the
caseη = 〈1,2,2〉; so we can return to the previous case.�
2.11. Claim. Assume:

(α) F is as in Fact2.2;
(β) everyf ∈F[2] is monarchical;
(γ ) f ∗ ∈F[3] is not monarchical.

Then one of the following holds:

(a) for every one-to-onēa ∈ 3X for somef = fā , we have:
(i) fā(ā) = a2,
(ii) if b̄ ∈ 3X is not one-to-one thenfā(b̄) = b1;

(b) for every one-to-onēa ∈ 3X, for somef = fā ∈ F[3], we have:
(i) if b̄ is a permutation of̄a thenfā(b̄) = b1,
(ii) if b̄ ∈ 3X is not one-to-one thenfā(b̄) = gr;1,2(b̄).

Proof. As F is symmetric, it suffices to prove “for someā” instead of “for everyā.”

Case 1. For some�(∗) if b̄ ∈ 3X is not one-to-one thenf ∗(b̄) = b�(∗).
As f ∗ is not monarchical for some one-to-oneā ∈ 3X, f ∗(ā) 
= a�(∗), sayf ∗(ā) =

ak(∗), k(∗) 
= �(∗). AsF is symmetrical; without loss of generality,�(∗) = 1, k(∗) = 2. So
possibility (a) holds.

Case 2. Not Case 1.
By Claim 2.8, without loss of generality,f ∗ satisfies (a) or (b) of Claim 2.8 withf ∗

instead ofg. But clause (a) of Claim 2.8 is Case 1 above. So we can assume that ca
of Claim 2.8 holds, i.e.

(∗) if b̄ ∈ 3X is not one-to-one thenf ∗(b̄) = gr;1,2, i.e.,

f ∗(b̄) =
{

b2 if b2 = b3,

b1 if b2 
= b3.
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If Claim 2.10 applies, we are done as then (a) or (b) of Claim 2.10 holds; hence (a) or
Claim 2.11 respectively holds; so assume Claim 2.10 does not apply. So consider a
one sequencēa ∈ 3X and (recalling that for̄b ∈ 3X with repetitionsgr;1,2(b̄) is preserved
by permutations of̄b) it follows that we have sequencesā1, ā2, both permutations of̄a
such that

∨
i

[(
f ∗(ā1) = a1

i

) ≡ (
f ∗(ā2) 
= a2

i

)]
.

Using closure under composition ofF and its being symmetric, for every permutati
σ of {1,2,3} (and asgr;1,2(b̄) is preserved by permuting the variablesb̄ when b̄ is with
repetition), for eachσ = Per{1,2,3} there isfσ ∈ F[3] such that

(i) fσ (aσ(1), aσ(2), aσ(3)) = a1,
(ii) if b̄ ∈ 3X not one-to-one thenf (b̄) = gr;1,2(b̄).

Let 〈σρ : ρ ∈ 32〉 list the permutations of{1,2,3}, necessarily with repetitions. Now w
define by downward induction ofk � 3, fρ ∈ F for ρ ∈ k2 (sequences of zeroes and on
of lengthk) as follows:

�g(ρ) = 3 ⇒ fρ = fσρ ,

�g(ρ) < 3 ⇒ fρ(x1, x2, x3) = fρ

(
x1, fρ^〈0〉(x1, x2, x3), fρ^〈1〉(x1, x2, x3)

)
.

Easily (by downward induction):

(∗)1 if b̄ ∈ 3X is with repetitions andρ ∈ k2, k � 3, thenfρ(b̄) = gr;1,2(b̄) (asgr;1,2 act
as majority).

Now we prove by downward induction onk � 3:

(∗)2 if b̄ is a permutation of̄a, ρ ∈ k2, ρ � ν ∈ 32 andfν(b̄) = a1 thenfρ(b̄) = a1.

This is straightforward and sof〈〉 is as required in clause (b).�
Similarly we derive

2.12. Claim. If gr;�,k ∈ F then

gr;�1,k1 ∈F when�1 
= k1 ∈ {1, . . . , r}.

Proof. Trivial. �
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3. Getting C is full

3.1. Lemma. Assume:

(a) r � 3, F is as in Fact2.2 (or just is a clone onX),
(∗) fr;1,2 ∈F or just
(∗)− if ā ∈ rX is one-to-one then for somef = fā ∈ F , fā(ā) = a2 and [b̄ ∈ rX

non-one-to-one⇒ fā(b̄) = b1];
(b) C is a (non empty) family of choice functions for

(
X
k

) = {Y ⊆ X: |Y | = k};
(c) C is closed under everyf ∈F;
(d) C is symmetric;
(e) k � r > 2, k � 7, |X| − k � 5, r.

ThenC is full (i.e. every choice function is in it).

Proof. Without loss of generality,r � 4 (if r = 3 then clause (e) is fine also forr = 4; if
in clause (a) the case(∗) holds, it is OK by Claim 2.7, and if(∗)− then we repeat the proo
of Claim 2.7 for the caser = 3, only with g(x1, x2, x3, x4) = f〈a1,a2,a3〉(x1, τ2, τ3) where
τ2 = f〈a1,a2,a4〉(x1, x2, x4), τ3 = f〈a1,a3,a4〉(x1, x3, x4) where for one-to-onēa ∈ 3X, fā is
defined by the symmetry; this is the proof of Claim 4.7). Assume

� c∗
1 ∈ C, Y ∗ ∈ (

X
k

)
, c∗

1(Y
∗) = a∗

1 anda∗
2 ∈ Y ∗ \ {a∗

1}.

Question. Is therec ∈ C such thatc(Y ∗) = a∗
2 and(∀Y ∈ (

X
k

)
) (Y 
= Y ∗ ⇒ c(Y ) = c∗

1(Y ))?

Choosec∗
2 ∈ C such that

(a) c∗
2(Y

∗) = a∗
2,

(b) n(c∗
2) = |{Y ∈ (

X
k

)
: c∗

2(Y ) = c∗
1(Y )}| is maximal under (a).

EasilyC is not a singleton, son(c∗
2) is well defined.

3.2. Subfact. A positive answer to the question implies thatC is full.

[Why? Easy.]
Hence if n(c∗

2) = (|X|
k

) − 1, we are done; so assume not and letZ ∈ (
X
k

)
, Z 
= Y ∗,

c∗
1(Z) 
= c∗

2(Z).

Case 1. For someZ as above andc∗
3 ∈ C, we have

c∗
3(Y

∗) /∈ {
a∗

1, a∗
2

}
, c∗

3(Z) ∈ {
c∗

1(Z), c∗
2(Z)

)
.

If so, let a∗
3 = c∗

3(Y
∗) anda∗

4 ∈ Y ∗ \ {a∗
1, a∗

2, a∗
3}, etc.; so〈a∗

1, . . . , a∗
r 〉 is one-to-one

a∗
� ∈ Y ∗.

Let c∗
� ∈ C for � = 4, . . . be such thatc∗

� (Y
∗) = a� exists asC is symmetric. By assump

tion (a) we can choosef ∈ F[r] such that
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f (a∗
1, . . . , a∗

r ) = a∗
2, (1)

ā ∈ rX has repetitions ⇒ f (ā) = a1. (2)

Let c = f (c∗
1, c

∗
2, . . . , c∗

r ), soc ∈ C and

c(Y ∗) = f
(
a∗

1, a∗
2, . . . , a∗

r

) = a∗
2,

Y ∈
(

X

k

)
& c∗

1(Y ) = c∗
2(Y )

⇒ c(Y ) = f
(
c∗

1(Y ), c∗
2(Y ), . . .

) = f
(
c∗

1(Y ), c∗
1(Y ), . . .

) = c∗
1(Y ),

c(Z) = f
(
c∗

1(Z), c∗
2(Z), c∗

3(Z), . . .
) = c∗

1(Z)
(
as

∣∣{c∗
1(Z), c∗

2(Z), c∗
3(Z)

}∣∣ � 2
)
.

Soc contradicts the choice ofc∗
2.

Case 2. There arec∗
3, c∗

4 ∈ C such thatc∗
3(Y ∗) 
= c∗

4(Y ∗) and 
= a∗
1, a∗

2, but c∗
3(Z) = c∗

4(Z)

or at least|{c∗
1(Z), c∗

2(Z), c∗
3(Z), c∗

4(Z)}| < 4.
Proof is similar.

Case 3. Neither Case 1 nor Case 2.
Let P = {Z: Z ⊆ X, |Z| = k andc∗

1(Z) 
= c∗
2(Z)}, so

(∗)1 Y ∗ ∈ P andP 
= (
X
k

)
, {Y ∗}.

[Why? P 
= {Y ∗} by Subfact 3.2. Also we can findZ ∈ (
X
k

)
such that|Y ∗\Z| = 2,

c∗
1(Y

∗) /∈ Z. Let π ∈ Per(X) be the identity onZ, π(c∗
1(Y

∗)) 
= c∗
1(Y

∗), π(Y ∗) = Y . So
conjugatingc∗

1 by π , we getc∗
2 satisfyingn(c∗

2) > 0.]

(∗)2 If Z ∈ P , c ∈ C andc(Z) ∈ {c∗
1(Z), c∗

2(Z)} thenc(Y ∗) ∈ {c∗
1(Y ∗), c∗

2(Y
∗)}.

[Why? By negating Case 1 except forZ = Y ∗ which is trivial.]

Subcase 3a. For someZ, we haveZ ∈ P and

|Y ∗ \ Z| � 4 or just
∣∣Y ∗ \ Z \ {

a∗
1, a∗

2

}∣∣ � 2 and |Y ∗ \ Z| � 3.

Let b1, b2, b3 ∈ Y ∗ \ Z be pairwise distinct. AsC is symmetric, there ared1, d2, d3 ∈ C

such thatd�(Y
∗) = b� for � = 1,2,3. The number of possible truth values ofd�(Z) ∈ Y ∗

is 2; so without loss of generality,d1(Z) ∈ Y ∗ ⇔ d2(Z) ∈ Y ∗, and we can forgetb3, d3.
So for someπ ∈ Per(X) we haveπ(Y ∗) = Y ∗, π(Z) = Z, π � (Y ∗\Z) = identity, hence

π(b�) = b� for � = 1,2 andπ(d1(Z)) = d2(Z); note thatd�(Z) ∈ Z, so this is possible; s
without loss of generality,d1(Z) = d2(Z).

As |Y ∗ \ Z \ {a∗
2, a∗

2}| � 2, using anotherπ ∈ Per(X) and without loss of generality
{b1, b2} ∩ {a∗

1, a∗
2} = ∅. Sod1, d2 gives a contradiction by our assumption “not Case 2.
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Remark. This is enough for non-polynomial|C| as|{Y : |Y \ Z∗| � 3}| � |Y |6.

Subcase 3b. Not Subcase 3a.
SoZ ∈ P \ {Y ∗} ⇒ |Z \ Y ∗| � 3, hence (recalling|Z \ Y ∗| = |Y ∗ \ Z|) we haveZ ∈

P \ {Y ∗} ⇒ |Z ∩ Y ∗| � k − 3� 1. Now

�0 for Z ∈ P \ {Y ∗} there isc∗ ∈ C such thatc∗(Y ∗) 
= c∗(Z).

[Why? Otherwise “byC is symmetric” for anyZ ∈ P \ {Y ∗} we have:

� c ∈ C ∧ Y ′, Y ′′ ∈ (
X
k

)
& |Y ′ ∩ Y ′′| = |Z ∩ Y ∗| ⇒ c(Y ′) = c(Y ′′).

Define a graphG = GZ : the set of nodes
(
X
k

)
, the set of edges{(Y ′, Y ′′): |Y ′ ∩ Y ′′| =

|Y ∗ ∩ Z|}. This graph is connected: ifP1,P2 are nonempty disjoint set of nodes wi
union

(
X
k

)
, then there is a cross edge by Claim 3.5 below (why? clause(α) there is impos-

sible by(∗)1 and clause(β) is impossible by the first sentence of Subcase 3b). This g
contradiction to�. So�0 holds.]

We claim:

�1 for Z ∈ P andd ∈ C we haved(Y ∗) ∈ Z ∩ Y ∗ ⇒ d(Z) = d(Y ∗).

[Why? Assumed,Z forms a counterexample; recall that|Y ∗ \ Z| � 3 andk � 7 (see
Lemma 3.1(e)) so ifk � 8 then|Y ∗∩Z| � k−3 � 5 soY ∗ ∩Z \{a∗

1, a∗
2} has� 3 members;

looking again at Subcase 3a, this always holds. Now for someπ1,π2 ∈ Per(X) we have
that π1(Y

∗) = Y ∗ = π2(Y
∗), π1(Z) = Z = π2(Z), π1(d(Z)) = π2(d(Z)), π1(d(Y ∗)) 
=

π2(d(Y ∗)) are fromZ ∩ Y ∗ \ {a∗
1, a∗

2}; recall we are assuming thatd(Y ∗) ∈ Z ∩ Y ∗ and
d(Z) 
= d(Y ∗). Let d1, d2 be gotten fromd by conjugating byπ1,π2, so we get Case 2
contradiction to the assumption of Case 3.]

�2 if d ∈ C, Y ∈ (
X
k

)
andd(Y ) = a then(∀Y ′)(a ∈ Y ′ ∈ (

X
k

) ⇒ d(Y ′) = a).

[Why? By �1 + “C closed under permutations ofX,” we get: if k∗ ∈ N := {|Z ∩ Y ∗|:
Z ∈ P \ {Y ∗}} (which is not empty) then fromZ1,Z2 ∈ (

X
k

)
, |Z1 ∩ Z2| = k∗, d ∈ C and

d(Z1) ∈ Z2 it follows d(Z1) = d(Z2). Clearly, if k∗ ∈ N thenk∗ < k (by Z 
= Y ∗) and
2k − k∗ � |X|. As in the beginning of the proof of�1, we can choose suchk∗ > 0. So for
the givend ∈ C anda ∈ X, Claim 3.5 below applied tok∗ − 1, k − 1, X \ {a}, ({Y ′ \ {a}:
a ∈ Y ′ andd(Y ) = a}, {Y ′ \ {a}: a ∈ Y ′ andd(Y ′) 
= a}). By our assumption, the firs
family is 
= ∅. Now clause(α) there gives the desired conclusion (forY,a as in�2). As
we know,k − k∗ � 3, k � 7, clause(β) is impossible, so we are done.]

Now we get a contradiction: as said above in�0, for somec∗ ∈ C andZ ∈P \ {Y ∗} we
havec∗(Y ∗) 
= c∗(Z), chooseY ∈ (

X
k

)
such that{c∗(Y ∗), c∗(Z)} ⊆ Y . So by�2 we have

d(Y ) = d(Y ∗) and alsod(Y ) = d(Z), contradiction. �
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3.3. Claim. In Lemma3.1 we can replace(a) by

(a)∗ (i) F is as in Fact2.2 (or just is a clone onX, r = 3) and
(ii) g∗ ∈F[3] where(noteg∗ = g3;1,2)

g∗(x1, x2, x3) =
{x2, x2 = x3,

x1, otherwise,

or just
(ii)− for anyā∗ ∈ rX without repetitions, for someg = gā∗ , g(ā∗) = a∗

1 and if ā ∈ rX

has repetitions thengā∗(ā) = g∗(ā).

Proof. Let c∗
1 ∈ C, Y ∗ ∈ (

X
k

)
, a∗

1 = c∗
1(Y

∗), a∗
2 ∈ Y ∗ \ {a∗

1}; we choosec∗
2 as in the proof of

Lemma 3.1.
Let P = {Y : Y ∈ (

X
k

)
, Y 
= Y ∗, c∗

1(Y ) 
= c∗
2(Y )}; we assumeP 
= ∅ and shall get a

contradiction (this suffices).

(∗)1 There are noZ ∈ P andd ∈ C such that

d(Y ∗) = c∗
2(Y ∗), d(Z) 
= c∗

2(Z).

[Why? If so, letc = g(c∗
1, c∗

2, d) whereg is g∗ or just anyg〈c∗
1(Z),c∗

2(Z),d(Z)〉 (from (a)∗(ii)−
of the assumption).

Soc ∈ C and

(A) c(Y ∗) = g(c∗
1(Y ∗), c∗

2(Y ∗), d(Y ∗)) = g(c∗
1(Y ), c∗

2(Y ∗), c∗
2(Y

∗)) = c∗
2(Y ∗);

(B) c(Z) = g(c∗
1(Z), c∗

2(Z), d(Z)) = c∗
1(Z) as d(Z) 
= c∗

2(Z) (just check two cases:
〈c∗

1(Z), c∗
2(Z), d(Z)〉 is without repetitions—by the choice ofg, otherwise it is equa

to g∗(c∗
1(Z), c∗

2(Z), c∗
1(Z)) = c∗

1(Z));

(C) Y ∈ (
Y
k

)
, Y 
= Y ∗, Y /∈ P ⇒ c∗

2(Y ) = c∗
1(Y ) ⇒ c(Y ) = g(c∗

1(Y ), c∗
2(Y ), d(Y )) =

g∗(c∗
1(Y ), c∗

1(Y ), d(Y )) = c∗
1(Y ).

So(∗)1 holds byc∗
2’s choice.]

(∗)2 if π ∈ Per(X), π(Y ∗) = Y ∗ andπ(c∗
2(Y ∗)) = c∗

2(Y
∗) then

(α) Y ∈P & π(Y ) = Y ⇒ π(c∗
2(Y )) = c∗

2(Y ),
(β) Y ∈P ⇒ c∗

2(π(Y )) = π(c∗
2(Y )).

[Why? Otherwise may “conjugate”c∗
2 by π−1 gettingd ∈ C which gives a contradictio

to (∗)1.]

(∗)3 let Z ∈ P then there are nod1, d2 ∈ C such thatd1(Z) = d2(Z) 
= c∗
2(Z) and

d1(Y
∗) 
= d2(Y

∗).

[Why? By (∗)2, d�(Y
∗) 
= c∗

2(Y ∗). Let g = g〈c∗
2(Y ∗),d1(Y

∗),d2(Y
∗)〉 be as in the proof of(∗)1.

If the conclusion fails, we letc = g(c∗, d1, d2) so c(Y ∗) = g(c∗(Y ∗), d1(Y
∗), d2(Y

∗)) =
2 2
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c∗
2(Y

∗) as d1(Y
∗) 
= d2(Y

∗) plus choice ofg and c(Z) = g(c∗
2(Z), d1(Z), d2(Z)) =

d1(Z) 
= c∗
2(Z) asd1(Z) = d2(Z) 
= c∗

2(Z). Soc contradicts(∗)1.]

(∗)4 for Z ∈P , there are nod1, d2 ∈ C such thatd1(Z) = d2(Z), d1(Y
∗) 
= d2(Y

∗) except
possibly when{d�(Z)} = {c∗

2(Z)} ∈ {Z ∩ Y ∗,Z \ Y ∗} for some� = 1,2.

[Why? If d1(Z) 
= c∗
2(Z) use(∗)3, so assumed1(Z) = c∗

2(Z). By the “except possibly”
there isπ ∈ Per(X) satisfyingπ(Y ∗) = Y ∗, π(Z) = Z andπ(c∗

2(Z)) 
= c∗
2(Z); now we use

it to conjugated1, d2, getting the situation in(∗)3; contradiction.]
Let

K = {
(m): for someZ ∈ P we have|Z ∩ Y ∗| = m

}
,

we are assumingK 
= ∅. By (∗)4 plus symmetry, we know

(∗)5 if (m) ∈ K, 1 
= m < k−1, andc1, c2 ∈ C andZ1,Z2 ∈ (
X
k

)
satisfiesc1(Z1) = c2(Z1)

and|Z1 ∩ Z2| = m, thenc1(Z2) = c2(Z2).

[Why? LetZ ∈P , |Z ∩ Y ∗| = m, someπ ∈ Per(X) mapsZ1,Z2 to Z,Y ∗, respectively.]

Case 1. There is(m) ∈ K such that 1
= m < k − 1, letP ′ =P ∪ {Y ∗}.
For anyc1, c2 ∈ C let Pc1,c2 = {Y ∈ (

Y
k

)
: c1(Y ) = c2(Y )}.

By (∗)5 we have[Y1, Y2 ∈ (
X
k

) ∧ |Y1 ∩ Y2| = m ⇒ [Y1 ∈ Pc1,c2 ≡ Y2 ∈ Pc1,c2]].
Let Y1 ∈ (

X
k

)
, c1 ∈ C, and leta = c1(Y1), Y2 ∈ (

X
k

)
be such that{a, b} = Y1 \Y2 for some

b 
= a. By conjugation, there isc2 ∈ C such thatc2(Y1) = a = c1(Y1) andc1(Y2) 
= c2(Y2).
SoY1 ∈ Pc1,c2 andY2 /∈ Pc1,c2. ToPc1,c2 apply Claim 3.5 below; so necessarily|X| = 2k,
m = 0. But asm = 0, (m) ∈ K, there isY ∈ P satisfying|Y ∩ Y ∗| = m = 0; henceY =
X \ Y ∗, and by(∗)2(α) we get a contradiction, i.e. we can findπ contradicting it.

Case 2. (m) ∈ K, m = k − 1 and not Case 1 (i.e., for nom′).
Let Z ∈ P be such that|Z ∩ Y ∗| = k − 1, so by(∗)4 andC being symmetric we have:

(∗)6 if Z1,Z2 ∈ (
X
k

)
, |Z1 ∩ Z2| = k − 1, d1, d2 ∈ C, d1(Z1) = d2(Z1), d1(Z2) 
= d2(Z2)

then{d1(Z1)} = Z1 \ Z2.

Also,

(∗)7 if Z1,Z2 ∈ (
X
k

)
, |Z1 ∩ Z2| = k − 1 then for nod ∈ C do we haved(Z1) 
= d(Z2) and

{d(Z1), d(Z2)} ⊆ Z1 ∩ Z2.

[Why? Applying appropriateπ ∈ Per(X), we get a contradiction to(∗)6.] Case 2 is finished
by the following claim (and then we shall continue).

3.4. Claim. Assume(a)∗ of Claim 3.3 and (b), (c) of Lemma3.1 and (∗)7 above(on C).
ThenC is full.



234 S. Shelah / Advances in Applied Mathematics 34 (2005) 217–251

Sh:782
Proof of Claim 3.4. Now we state:

(∗)8 for everyZ1,Z2 ∈ (
X
k

)
, |Z1 ∩ Z2| = k − 1 anda ∈ Z1 ∩ Z2 there is nod ∈ C such

thatd(Z1) = d(Z2) = a.

Why? Otherwise we can findZ1,Z2 such that|Z1 ∩ Z2| = k − 1, d(Z1) = d(Z2) = a,
hence for everyZ1,Z2 ∈ (

X
k

)
such that|Z1 ∩ Z2| = k − 1 anda ∈ Z1 ∩ Z2 there is suchd

(using appropriateπ ∈ Per(X)).
Let Z1,Z2 ∈ (

X
k

)
such that|Z1 ∩Z2| = k −1. Letx 
= y ∈ Z1 ∩Z2. Choosed1 ∈ C such

thatd1(Z1) = d1(Z2) = x. Choosed2 ∈ C such thatd2(Z1) = d2(Z2) = y. Choosed3 ∈ C

such thatd3(Z1) = y, d3(Z2) ∈ Z2 \ Z1.

Why is it possible to choosed3? Usingπ ∈ Per(X), otherwise (using(∗)7) we have

⊗ if Y1, Y2 ∈ (
X
k

)
, |Y1 ∩ Y2| = k − 1, d ∈ C, d(Y1) ∈ Y1 ∩ Y2 thend(Y2) ∈ Y1 ∩ Y2; hence

by (∗)7, d(Y2) = d(Y1); so ford ∈ C we have (by a chain ofY ’s):

Y1, Y2 ∈
(

X

k

)
, d(Y1) ∈ Y1 ∩ Y2 ⇒ d(Y2) = d(Y1).

Let c ∈ C, Y1 ∈ (
X
k

)
, x1 = c(Y1). Letx2 ∈ X\Y1, Y2 = Y1∪{x2}\{x1}; so if c(Y2) ∈ Y1∩Y2,

we get a contradiction, therefored(Y2) = x2.
Let x3 ∈ Y1 ∩ Y2, Y3 = Y1 ∪ Y2 \ {x3}; soY3 ∈ (

X
k

)
, |Y3 ∩ Y1| = k − 1 = |Y3 ∩ Y2| and

clearlyc(Y1), c(Y2) ∈ Y3.
If c(Y3) /∈ Y1 then Y3, Y1 contradict⊗. If c(Y3) /∈ Y2 then Y3, Y2 contradict⊗. But

c(Y3) ∈ Y3 ⊆ Y1 ∪ Y2, contradiction. Sod3 exists.

We shall used1, d2, d3,Z1,Z2 to get a contradiction (thus proving(∗)8). Let {z} = Z2 \
Z1; so〈x, y, z〉 is without repetitions. Letd = g(d1, d2, d3); so withg = g∗ or g = g〈x,y,z〉,

d(Z1) = g
(
d1(Z1), d2(Z1), d3(Z1)

) = g(x, y, y) = y (see Definition ofg),

d(Z2) = g
(
d1(Z2), d2(Z2), d3(Z2)

) = g(x, y, z) = x

by Definition ofg asy 
= z becausey ∈ Z1, z /∈ Z1.
SoZ1,Z2, d contradicts(∗)7 and we have proved(∗)8.

(∗)9 if |Z1 ∩ Z2| = k − 1, Z1,Z2 ∈ (
X
k

)
, d ∈ C, d(Z1) ∈ Z1 ∩ Z2, thend(Z2) ∈ Z2 \ Z1.

[Why? By (∗)7, d(Z2) /∈ Z1 ∩ Z2 \ {d(Z1)} and by(∗)8, d(Z2) /∈ {d(Z1)}.]
Let c ∈ C and x1, x2 ∈ X be distinct andY ⊆ X \ {x1, x2}, |Y | = k. Let x3 = c(Y ),

x4 ∈ Y \ {x3} andx5 ∈ Y \ {x3, x4}.
SoY1 = Y ∪{x1}\{x4} belongs to

(
X
k

)
, satisfies|Y1∩Y | = k−1 andc(Y ) = x3 ∈ Y1∩Y ;

hence by(∗)9 we havec(Y1) = x1.
Let Y2 = Y ∪ {x2} \ {x4}, so similarlyc(Y2) = x2. Let Y3 = Y ∪ {x1, x2} \ {x4, x5}, so

Y3 ∈ (
X
)
, Y3 \ Y1 = {x2} andY3 \ Y2 = {x1}. The proof now splits into three cases:
k
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• If c(Y3) ∈ Y , thenc(Y3) ∈ Y3 ∩ Y = Y \ {x4, x5} ⊆ Y1, hencec(Y3) ∈ Y3 ∩ Y1. Recall
thatc(Y1) = x1 ∈ Y3 ∩ Y1 andc(Y3) 
= x1 asx1 /∈ Y , so(Y3, Y1, c) contradicts(∗)7.

• If c(Y3) = x1, then recallingc(Y1) = x1 clearlyc,Y3, Y1 contradicts(∗)8.
• If c(Y3) = x2, then recallingc(Y2) = x2 clearlyc,Y3, Y2 contradicts(∗)8.

Together contradiction, so we have finished proving Claim 3.4 hence Case 2 in the
of Claim 3.3. �

Continuation of the proof of Claim 3.3.

Case 3. Neither Case 1 nor Case 2. AsP 
= ∅ (otherwise we are done), clearlyK = {(1)}.
So easily follows (clearly 2k − 1 � |X| as(1) ∈ K):

�1 if |Y1 ∩Y2| = 1,Y1 ∈ (
X
k

)
, Y2 ∈ (

X
k

)
andd ∈ C thend(Y1) ∈ Y1 ∩Y2 or d(Y2) ∈ Y1 ∩Y2.

[Why? Otherwise by conjugation we can get a contradiction to(∗)4 above.]

�2 Y1, Y2 ∈ (
X
k

)
, |Y1 ∩ Y2| = k − 1, d ∈ C, d(Y1), d(Y2) ∈ Y1 ∩ Y2 is impossible.

[Why? Assume this fails. Letx ∈ Y1 \ Y2 andy ∈ Y2 \ Y1; we can findY3 ∈ (
X
k

)
such that

Y3 ∩ (Y1 ∪ Y2) = {x, y}, soY3 ∩ Y1 = {x}, Y3 ∩ Y2 = {y}; this is possible as|X| � 2k − 1.
Apply �1 to Y3, Y1, d and asd(Y1) 
= x (asd(Y1) ∈ Y2), we havec(Y3) = x.

Apply �1 to Y3, Y2, d and asd(Y2) 
= y (asd(Y2) ∈ Y1), we getd(Y3) = y. But x 
= y,
contradiction.]

By �2 we can use the proof of Case 2 from(∗)7, i.e. Claim 3.4 to get contradiction.�
3.5. Claim. Assume:

(a) k∗ < k < |X| < ℵ0;
(b) P ⊆ (

X
k

);
(c) if Z,Y ∈ (

X
k

)
, |Z ∩ Y | = k∗ thenZ ∈P ⇔ Y ∈ P;

(d) 2k − k∗ � |X| (this is equivalent to clause(c) being non-empty).

Then

(α) P = ∅ ∨P = (
X
k

)
or

(β) |X| = 2k, k∗ = 0 and soE = EX,k := {(Y1, Y2): Y1 ∈ (
X
k

)
, Y2 ∈ (

X
k

)
, (Y1∪Y2 = X)} is

an equivalence relation onX, with each equivalence class a doubleton andP a union
of a set ofE-equivalence classes.

Proof. If not clause(α), then for someZ1 ∈ P , Z2 ∈ (
X
k

) \ P we have|Z1 \ Z2| = 1. Let
Z1 \ Z2 = {a∗}, Z2 \ Z1 = {b∗}.

Case 1. 2k − k∗ < |X|.
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We can find a setY+ ⊆ X \ (Z1 ∪ Z1) with k − k∗ members (use|Z1 ∪ Z2| = k + 1,
|X \ (Z1 ∪ Z2)| = |X| − (k + 1) � (2k − k∗ + 1) − (k + 1) = k − k∗).

Let Y− ⊆ Z1 ∩ Z2 be such that|Y−| = k∗. Let Z = Y− ∪ Y+; soZ ∈ (
X
k

)
, |Z ∩ Z1| =

|Y−| = k∗, |Z ∩ Z2| = |Y−| = k∗; henceZ1 ∈ P ⇔ Z ∈P ⇔ Z2 ∈P , contradiction.

Case 2. 2k − k∗ = |X| andk∗ > 0.
Let Y+ = X \ (Z1 ∪ Z2), so

∣∣Y+∣∣ = (2k − k∗) − (k + 1) = k − k∗ − 1.

Let Y− ⊆ Z1 ∩ Z2 be such that|Y−| = k∗ − 1 (OK, as|Z1 ∩ Z2| = k − 1 � k∗).
Let Z = Y+ ∪ Y− ∪ {a∗, b∗}. So |Z| = (k − k∗ − 1) + (k∗ − 1) + 2 = k, |Z1 ∩ Z| =

|Y− ∪ {a∗}| = k∗, |Z2 ∩ Z| = |Y− ∪ {b∗}| = k∗ and as in Case 1 we are done.�
3.6. Claim. Assumek � 7, |X| − k � 5. If r(F) < ∞ then Lemma3.1 or Claim 3.3 apply,
soC is full.

Remark. Recallr(F) = inf{r: somef ∈F[r] is not a monarchy}, see Definition 2.4.

Proof. Case 1. r(F) � 4. Let f ∈ F[r] exemplify it, so by Claim 2.5 we havek � r and
for some�(∗):

ā ∈ rX with repetitions ⇒ f (ā) = a�(∗).

As f is not a monarchy for somek(∗) ∈ {1, . . . , r} andā∗ ∈ rX, we havef (ā∗) = ak(∗) 
=
a�(∗). Without loss of generality,�(∗) = 1, k(∗) = 2 and Lemma 3.1 applies.

Case 2. r(F) = 3.
Let f ∗ ∈ F[r] exemplify it. Now apply Lemma 2.11; if (a) there holds, app

Lemma 3.1, if (b) there holds, apply Claim 3.3.

Case 3. r(F) = 2.
By Claim 4.7 below, clause (a) of Lemma 3.1 holds, so we are done.�

4. The case r = 2

This is revisited in Section 6 (non-simple case), and we can make presentation s
(e.g. Fact 6.4).

4.1. Hypothesis. As in Hypothesis 2.1 and

(a) r(F) = 2,
(b) |X| � 5 (have not looked at 4).
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4.2. Claim. Chooseā∗ = 〈a∗
1, a∗

2〉, a∗
1 
= a∗

2 ∈ X.

4.3. Claim. For somef ∈ F[2] and b̄ ∈ 2X, we have

(a) f (ā∗) = a∗
2;

(b) ā∗^b̄ has no repetition;
(c) f (b̄) = b1 
= b2.

Proof. There isf ∈F[2] non-monarchical, so for somēb, c̄ ∈ 2X,

f
(
b̄
) = b1 
= b2, f (c̄) = c2 
= c1.

If Rang(b̄) ∩ Rang(c̄) = ∅, we can conjugatēc to ā∗, f to f ′, which is as required. If not
find d̄ ∈ 2X, d1 
= d2 satisfying Rang(d̄) ∩ (Rang(ā) ∪ Rang(b̄)) = ∅, so d̄, b̄ or d̄, c̄ are
like c̄, b̄ or b̄, c̄, respectively. �
4.4. Claim. There isf ∗ ∈F[2] such that

(a) f ∗(ā∗) = ā∗
2;

(b) b1 
= b2 ∈ X, {b1, b2} ⊆ {a∗
1, a∗

2} ⇒ f (b1, b2) = b2;
(c) b1 
= b2, {b1, b2} � {a∗

1, a∗
2} ⇒ f (b1, b2) = b1.

Proof. Choosef such that

(i) f ∈F[2];
(ii) f (ā∗) = a∗

2;
(iii) n(f ) = |{b̄ ∈ 2X: f (b̄) = b1}| is maximal under (i)+ (ii).

Let P = {b̄ ∈ 2X: f (b̄) = b1}. In each case we can assume that the previous cases d
hold for anyf satisfying (i)–(iii).

Case 1. There isb̄ ∈ 2(X \ {a∗
1, a∗

2}) such thatf (b̄) = b2 
= b1.
There is g ∈ F[2], g(ā∗) = a∗

2, g(b̄) = b1 (by Claim 4.3 plus conjugation). Le
f +(x, y) = f (x, g(x, y)). So

(A) f +(ā∗) = f (a∗
1, g(ā∗)) = f (a∗

1, a∗
2) = a∗

2;
(B) f +(b̄) = f (b1, g(b̄)) = f (b1, b1) = b1;
(C) if c̄ ∈ P thenf (c̄) = c1.

[Why does (C) hold? Ifg(c̄) = c1 thenf +(c̄) = f (c1, g(c̄)) = f (c1, c1) = c1. If g(c̄) = c2
thenf +(c̄) = f (c1, g(c̄)) = f (c1, c2) = f (c̄) = c1 (the last equality as̄c ∈ P).]

By the choice off , the existence off + is impossible, so

(∗) b̄ ∈ 2(X \ {a∗
1, a∗

2}) ⇒ f (b̄) = b1 ⇒ b̄ ∈P (if b1 = b2—trivial).
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Case 2. There areb1 
= b2 such that{b1, b2} � {a∗
1, a∗

2}, f (b1, b2) = b2 andb1 
= a∗
1 ∧b2 
=

a∗
2.

There isg ∈F[2] such thatg(a∗
1, a∗

2) = a∗
2, g(b1, b2) = b1.

[Why? There isπ ∈ Per(X), π(b1) = a∗
1, π(b2) = a∗

2, π−1({b1, b2}) is disjoint to
{a∗

1, a∗
2}. Conjugatef by π−1, gettingg, sog(a∗

1, a∗
2) = g(πb1,πb2) = π(f (b1, b2)) =

π(b2) = a∗
2; let c1, c2 be such thatπ(c1) = b1, π(c2) = b2, so

g(b1, b2) = g(πc1,πc2) = π
(
f (c1, c2)

) = π(c1) = b1

(third equality asc1, c2 /∈ {a∗
2, a∗

2} by not Case 1). So there is suchg ∈F .]
Let f +(x, y) = f (x, g(x, y)); as before,f + contradicts the choice off .

Case 3. For someb′ 
= b′′ ∈ X \ {a∗
1, a∗

2} we havef (a∗
1, b′) = b′ ∧ f (a∗

1, b′′) = a∗
1.

As in Case 2, usingπ ∈ Per(X) such thatπ(a∗
1) = a∗

1,π(a∗
2) = a∗

2,π(b′) = b′′.

Case 4. For someb′ 
= b′′ ∈ X \ {a∗
1, a∗

2} we havef (b′, a∗
2) = a∗

2 ∧ f (b′′, a∗
2) = b′′.

As in Case 3, recall that without loss of generality, Cases 1–4 fail.

Case 5. For someb′, b′′ ∈ X \ {a∗
1, a∗

2}, we havef (a∗
1, b′) = b′ ∧ f (b′′, a∗

2) = a∗
2.

As Cases 1–4 fail, this holds for every suchb′, b′′; so without loss of generality,b′ 
= b′′
and prove as in Case 2 conjugating byπ ∈ Per(X) such thatπ(b′) = a∗

2, π(a∗
1) = a∗

1 and
π(b′′) = b′′, gettingg which satisfiesg(a∗

1, a∗
2) = g(πa∗

1,πb′) = π(f (a∗
1, b′)) = π(b′) =

a∗
2 andg(b′′, a∗

2) = g(πb′′,πb′) = π(f (b′′, b′)) = π(b′′) = b′′, whereasf (b′, a∗
2) = a∗

2;
sof +(x, y) = f (x, g(x, y)) contradicts the choice off .

Without loss of generality, Cases 1–5 fail.

Case 6. For someb ∈ X \ {a∗
1, a∗

2} we havef (a∗
1, b) = b andf (a∗

2, b) = a∗
2 follows.

Subcase 6A. f (a∗
2, a∗

1) = a∗
1. Let π ∈ Per(X), π(a∗

1) = a∗
2, π(a∗

2) = a∗
1 (and π(a) = a

for a ∈ X \ {a∗
1, a∗

2}); theng = πfπ−1 satisfiesg(a∗
1, a∗

2) = a∗
2, g(a∗

2, a∗
1) = a∗

1 but for
b ∈ X \ {a∗

1, a∗
2}, g(a∗

1, b) = g(πa∗
2,πb) = π(f (a∗

2, b)) = πa∗
2 = a∗

1, easy contradiction
(or as below)).

Subcase 6B. So as Cases 1–5 and 6A fail, we have

� (∀b1, b2 ∈ X)[f (b1, b2) 
= b1 ⇔ (b1 = a∗
1 & b2 
= a∗

1)].

Hence for everyc ∈ X there isfc ∈ F[2] such that

�fc (∀b1, b2 ∈ X)[fc(b1, b2) 
= b1 ⇔ (b1 = c & b2 
= c)].

Let a 
= c be from X and definefa,c ∈ F[2] by fa,c(x, y) = fa(x,fc(y, x)). As-
sumeb1 
= b2, so f ∗

a,c(b1, b2) = b2 
= b1 implies fc(b2, b1) ∈ {b1, b2}, fa,c(b1, b2) =
fa(b1, fc(b2, b1)) and so (by the choice offa ) b1 = a and fc(b2, b1) = b2, which (by
the choice offc) implies (b1 = a and) b2 
= c. But b1 = a, b2 
= c and b1 
= b2 imply
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fc(b2, b1) = b2, fa,c(b1, b2) = fa(b1, b2) = b2. So fa,c(b1, b2) = b2 
= b1 iff b1 = a,
b2 
= c andb2 
= b1.

Let a = a∗
1. Let 〈ci : i < i∗ = |X|−2〉 list X \ {a∗

1, a∗
2}. We define by induction oni � i∗

a functionfi ∈ F[2] by

f0(x, y) = y, fi+1(x, y) = fi

(
x,fa,ci (x, y)

)

and letf ′ = fi∗ . Now by induction oni, we can show thatfi(a
∗
1, a∗

2) = a∗
2 andf ′(b1, b2) =

b2 
= b1 imply (∀i < i∗)(fa,ci (b1, b2) = b2 
= b1).
Sof ′ ∈ F[2], f ′(a∗

1, a∗
2) = a∗

2 andb1 
= b2 ∧ (b1, b2) 
= (a∗
1, a∗

2) imply f ′(b1, b2) = b1.
By the choice off (minimaln(f )), we get a contradiction.

Case 7. For someb ∈ X \ {a∗
1, a∗

2}, we havef (b, a∗
2) = a∗

2 andf (a∗
1, b) = a∗

2 follows.
Similar to Case 6.

Subcase 7A. f (a∗
2, a∗

1) = a∗
1. Similar to 6A.

Subcase 7B. That is, as there, without loss of generality, for everya ∈ X and for some
fa ∈ F[2], we have

� (∀b1, b2 ∈ X)[(fa(b1, b2) = b2 
= b1 ⇔ b2 = a 
= b1)].

Let a 
= c ∈ X andfa,c(x, y) = fa(fc(y, x), x). So forb1 
= b2 ∈ X,

(i) fa,c(b1, b2) = b2 ( 
= b1) implies fa(fc(b2, b1), b1) = b2, which impliesb2 = c and
fc(b2, b1) = b2, which impliesb2 = c andb1 
= a.

We continue as there.

Case 8. Not Cases 1–7; not the conclusion.
So for ā = (a1, a2) = 2X, a1 
= a2 there isfā ∈ F such that

{b1, b2} � {a1, a2} ⇒ fā(b1, b2) = b1,

fā(a1, a2) = a2

and (as “not the conclusion”)

fā(a2, a1) = a2.

Let 〈b̄i : i < i∗ = |X|2 − |X| − 2〉 list the pairsb̄ = (b1, b2) ∈ 2X such thatb1 
= b2,
{b1, b2} 
= {a∗

1, a∗
2}.

Definegi ∈ F[2] by induction oni: let g0(x, y) = x andgi+1(x, y) = fb̄i (gi(x, y), y).
We can prove by induction oni � i∗ thatgi(a

∗
1, a∗

2) = a∗
1, gi(a

∗
2, a∗

1) = a∗
2, and forj < i,

gi(b̄
j ) = b

j

2. Sogi∗ is as required interchanging 1 and 2, that isg(x, y) := gi∗(y, x) is as
required. �
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4.5. Definition/choice. Forb 
= c ∈ X, let fb,c be likef in Claim 4.4 with(b, c) instead of
(a∗

1, a∗
2), sofc,b(c, b) is b, f (b, c) = c andf (x1, x2) = x1 if {x1, x2} � {b, c}.

4.6. Claim. Let a1, a2, a3 ∈ X be pairwise distinct. Then for someg ∈ F[3]:

(i) b̄ ∈ 3X with repetitions⇒ g(b̄) = b1,
(ii) g(a1, a2, a3) = a2.

Proof. Without loss of generality, we replacea2 by a3 in (ii). Let h� for � = 1,2,3,4 be
the three-place functions

h1(x̄) = fa1,a2(x1, x2), h2(x̄) = fa1,a3(x1, x3),

h3(x̄) = fa2,a3

(
h1(x̄), h2, (x̄)

)
, h4(x̄) = fa1,a3

(
x,h3(x̄)

)
.

Clearlyh1, h2, h3, h4 ∈ F[3]. We shall show thath4 is as required.
To prove clause (ii), note that for̄a = (a1, a2, a3) we haveh1(ā) = a2, h2(ā) = a3,

h3(ā) = fa2,a3(a2, a3) = a3 andh4(ā) = fa1,a3(a1, a3) = a3, as agreed above. To pro
clause (i), letb̄ ∈ 3X be such that̄b 
= ā and we show that by(b̄) = b1.

Case 1. b1 
= a1, a3, so

h4
(
b̄
) = fa1,a3

(
b1, h3

(
b̄
)) = b1 asb1 
= a1, a3.

Case 2. b1 = a1, b2 
= a2, henceb1 
= a2, a3, so

h1
(
b̄
) = fa1,a2(b1, b2) = fa1,a2(a1, b2) = a1 = b1, asb2 
= a2 (if b2 = a1 also OK),

h3
(
b̄
) = fa2,a3

(
h1

(
b̄
)
, h2

(
b̄
)) = fa2,a3

(
b1, h2

(
b̄
)) = b1 asb1 
= a2, a3,

h4
(
b̄
) = fa1,a3

(
b1, h3

(
b̄
)) = ha1,a3(b1, b1) = b1.

Case 3. b1 = a1, b2 = a2, b3 
= a3, so

h1
(
b̄
) = fa1,a2(b1, b2) = fa1,a2(a1, a2) = a2 = b2,

h2(b̄) = fa1,a3(b1, b3) = fa1,a3(a1, b3) = a1 = b1 asb3 
= a3 (if b3 = a1, fine),

h3
(
b̄
) = fa2,a3

(
h1

(
b̄
)
, h2

(
b̄
)) = ha2,a3(b2, b1) = b2 asb1 = a1 
= a2, a3,

h4
(
b̄
) = fa1,a3

(
b1, h3

(
b̄
)) = fa1,a3(b1, b2) = b1 asb2 = a2 
= a1, a3.

Case 4. b1 = a3, b3 
= a1. So

h1
(
b̄
) = fa1,a2(b1, b2) = b1 asb1 = a3 
= a1, a2,
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h2
(
b̄
) = fa1,a3(b1, b3) = fa1,a3(a3, b3) = a3 = b1

asb3 
= a1 (if b3 = a3 thenb3 = b1, so OK too),

h3
(
b̄
) = fa2,a3

(
h1

(
b̄
)
, h2

(
b̄
)) = fa2,a3(b1, b1) = b1,

h4
(
b̄
) = fa1,a3

(
b1, f3

(
b̄
)) = fa1,a3(b1, b1) = b1.

Case 5. b1 = a3, b3 = a1.

h1
(
b̄
) = fa1,a2(b1, b2) = b1 asb1 = a3 
= a1, a2,

h2
(
b̄
) = fa1,a3(b1, b3) = b3 as{b1, b3} = {a1, a3},

h3
(
b̄
) = fa2,a3

(
h1

(
b̄
)
, h2

(
b̄
)) = fa2,a3(b1, b3) ≡ b1 asb3 = a1 
= a2, a3,

h4
(
b̄
) = fa1,a3

(
b1, f3

(
b̄
)) = fa1,a3(b1, b1) = b1,

as required. �
4.7. Claim. Let ā∗ = (a∗

1, a∗
2, a∗

3, a∗
4) ∈ 4X be with no repetitions. Then for someg ∈ F[4]

we have:

(i) if b̄ ∈ 4X is with repetitions thenf (b̄) = b1,
(ii) g(ā∗) = a∗

2.

Proof. For anyā ∈ 3X without repetitions, letfā be as in Claim 4.6 for the sequenceā.
Let us define (withx̄ = (x1, x2, x3, x4)) g(x̄) = g0(x1, g2(x1, x2, x4), g3(x1, x3, x4)) with
g0 = f〈a∗

1,a∗
2,a∗

3〉, g2 = f〈a∗
1,a∗

2,a∗
4〉, g3 = f〈a∗

1,a∗
3,a∗

4〉. So

(A) g(ā∗) = g0(a
∗
1, g2(a

∗
1, a∗

2, a∗
3), g3(a

∗
1, a∗

3, a∗
4)) = g0(a

∗
1, a∗

2, a∗
3) = a∗

2;
(B) if b̄ ∈ 4X and 〈b1, b2, b4〉 has repetitions theng2(b1, b2, b4) = b1, henceg(b̄) =

g0(b1, b1, g3(b1, b3, b4)) = b1;
(C) if b̄ ∈ 4X and 〈b1, b3, b4〉 has repetitions theng3(b1, b3, b4) = b1, henceg(b̄) =

g0(b1, g2(b1, b2, b4), b1) = b1;
(D) b̄ ∈ 4X has repetitions, but neither (B) nor (C), then necessarilyb2 = b3, so〈b1, b2, b3〉

has repetitions, sog(b̄) = g0(b1, b2, b3) = b1. �

Part B: Non-simple case

5. Fullness for the non-simple case

5.1. Context. As in Section 1:C is a (X, k)-FCF, F = ⋃{F[r]: r < ∞} andF = {f :
f ∈ AV(C)}, so

F[r] =
{
f : f is (not necessarily simple) function writtenfY (x1, . . . , xr), for Y ∈

(
X

)
,

k
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x1, . . . , xr ∈ Y such thatfY (x1, . . . , xr) ∈ {x1, . . . , xr} andC is closed underf,

i.e., if c1, . . . , cr ∈ C andc = f (c1, . . . , cr ), i.e.c(Y ) = fY

(
c1(Y ), . . . , cr (Y )

)
,

thenc ∈ C

}

and we add (otherwise use Part A; alternatively combine the proofs):

5.2. Hypothesis. If f ∈F is simple then it is a monarchy.

5.3. Definition. (1) F [Y ] = {fY : f ∈F}.
(2)F[r](Y ) = {fY : f ∈ F[r]}.

5.4. Observation. If f ∈ F[r], Y ∈ (
X
k

)
, thenfY is anr-place function fromY to Y and

(∗) F [Y ] is as in Fact 2.2 onY .

5.5. Definition. (1) r(F) = min{r: r � 2, somef ∈F[r] is not a monarchy} where
(2) f is a monarchy if for somet we have(∀Y )(∀x1, . . . , xr ∈ Y )[fY (x1, . . . , xr) = xt ].

5.6. Claim. (1) For proving thatC is full, it is enough to prove, for somer ∈ {3, . . . , k}:

(∗) for everyY ∈ (
X
k

)
and ā ∈ rY which is one-to-one, there isf = f ā,Y ∈ F such that

(i) fY (ā) = a2,
(ii) if Z ∈ (

X
k

)
, Z 
= Y , b̄ ∈ rZ thenfZ(b̄) = b1.

(2) If r � 4, we can weakenfZ(b̄) = b1 in clause(ii) to [b3 = b4 ∨ b1 = b2 ∨ b1 =
b3 ∨ b2 = b3] ⇒ fY (b̄) = b1.

Proof. The proof is as in the proof of Claim 5.8 below, only we choosec3, c4, . . . , cr such
that ā = 〈c�(Y ): � = 1,2, . . . , r〉 is without repetitions andf = f ā,Y from (∗). �
5.7. Claim. In Claim 5.6 we can replace(∗) by: r = 3 and

(∗) if Y ∈ (
X
k

)
and ā ∈ 3Y is one-to-one(or just a2 
= a3), then for someg ∈ F[r],

(i) gY (ā) = a1,
(ii) if Z ∈ (

Y
k

)
, Z 
= Y , b̄ ∈ 3Z is not one-to-one thengZ(b̄) = b2 for b2 = b3, and is

b1 otherwise(i.e.g3;1,2(b̄)).

Proof. Like for Claim 3.3. Letc∗
1 ∈ C, Y ∗ ∈ (

X
k

)
, a∗

1 = c1(Y
∗), a∗

2 ∈ Y ∗ \ {a∗
1}; we choose

c∗
2 as in the proof of Claim 5.6, i.e. Lemma 3.1, that isc∗

2(Y
∗) = a∗

2 and with|P | minimal

whereP = {Y : Y ∈ (
X
k

)
, Y 
= Y ∗, c∗

1(Y ) 
= c∗
2(Y )}. As there suffices to prove thatP = ∅.

Now otherwise
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� there are noZ ∈P andd ∈ C such that

d(Y ∗) = c∗
2(Y

∗), d(Z) 
= c∗
2(Z).

[Why? If so, letc = g∗(c∗
1, c∗

2, d) whereg is from (∗) for Z, a1 = c∗
1(Z), a2 = c∗

2(Z),
a3 = d(Z).] Continue as there: thegā depends also onY , and we write c(Y ) =
fY (c1(Y ), . . . , cr (Y )). �
5.8. Claim. Assumer(F) = 2 (C,F as usual) and

(∗) for everya1 
= a2 ∈ Y ∈ (
X
k

)
, for somef = f Y〈a1,a2〉 ∈F , we have:

(i) fY (ā) = a2,
(ii) Z ∈ (

Y
k

)
, Z 
= Y , b̄ ∈ 2Z ⇒ fZ(b̄) = b1.

ThenC is full.

Remark. C is full iff every choice function of
(
X
k

)
belongs to it.

Proof. If C is not full, asC 
= ∅, there arec1 ∈ C, c0 /∈ C, c0 a choice function for
(
X
k

)
.

Choose such a pair(c1, c0) with |P | minimal whereP = {Y ∈ (
X
k

)
: c1(Y ) 
= c0(Y )}. So

clearlyP is a singleton, say{Y }. By symmetry, for somec2 ∈ C we havec2(Y ) = c0(Y ).
Let f bef Y

c1(Y ),c0(Y ) = f Y
c1(Y ),c2(Y ) from the assumption, sof ∈ F and letc = f (c1, c2);

so clearlyc ∈ C (asC is closed under every member ofF ).
Now

(A) c(Y ) = fY (c1(Y ), c2(Y )) = c2(Y ) = c0(Y );
(B) if Z ∈ (

X
k

) \ {Y } thenc(Z) = fZ(c1(Z), c2(Z)) = c1(Z) = c0(Y ).

Soc = c0, hencec0 ∈ C, contradiction. �
5.9. Claim. Assumer(F) = 2 and �(f ∗) of Claim 6.9 (see Definitions6.3, 6.6) below
holds. ThenC is full.

Proof. We use conventions from Definition 6.6 and Claims 6.7, 6.9 below. In�(f ∗) there
are two possibilities:

Possibility(i). This holds by Claim 5.8.

Possibility (ii). Similar to the proof of Claim 5.8. AgainP = {Y } whereP = {Y ∈ (
X
k

)
:

c1(Y ) 
= c0(Y )}. We choosec2 ∈ C such thatc2(Y ) = c0(Y ) andc2(X \ Y ) = c1(X \ Y ),
continue as before. Why is this possible? Letπ ∈ Per(X) be such thatπ(Y ) = Y ,
π(c1(Y )) = c0(Y ), π(c1(X \ Y )) = c1(X \ Y ) (and of course,π(X \ Y ) = X \ Y ). Now
conjugatingc1 by π givesc2 as required. �
5.10. Claim. If r(F) < ∞ thenC is full.
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Proof. Let r = r(F).

Case 1. r = 2.
So Hypothesis 6.1 holds.
If �(f ) of Claim 6.9 holds for somef ∈ F[r], by Claim 5.9 we know thatC is full. If

�(f ) of Claim 6.9 fails for everyf ∈ F[r] then Hypothesis 6.11 holds hence 6.12–6
holds. So by Claim 6.18 we know that(∗) of Claim 5.6 holds (andP± is a singleton, se
Conclusion 6.17(c) plus Claim 6.18(2)). So by Claim 5.6,C is full.

Case 2. r � 4.
So Hypothesis 7.1 holds. By Claim 7.5 clearly(∗) of Claim 5.6 holds hence b

Claim 5.6(2) we know thatC is full.

Case 3. r = 3.
Let f ∗ ∈ F[3] be not a monarchy. So for̄b ∈ 3Y not one-to-one,Y ∈ (

X
k

)
, clearlyf ∗

Y (b̄)

does not depend onY , so we writef −(b̄). If for some�(∗), f −(b̄) = b�(∗) for every such̄b
then easily Claim 5.6(1) apply. Iff −(b̄) = gr;1,2(b̄), let ā ∈ 3Y , Y ∈ (

X
k

)
, ā is one-to-one

sofY (b̄) = ak for somek; by permuting the variables,f − does not change while we ha
k = 1, so Claim 5.7 applies. If both fail, then by repeating the proof of Claim 2.8, for s
f ′ ∈ F[3], for b̄ ∈ 3X not one-to-one, we havēb ∈ 3Y ⇒ f ′

Y (b̄) = f〈1,2,1〉(b̄) or for b̄ not
one-to-onēb ∈ 3Y ⇒ f ′

Y (b̄) = f〈1,2,2〉(b̄). By the last paragraph of the proof of Claim 2
we can assume that Case 2 holds. In this case, repeat the proof of the caseη = 〈1,2,2〉 in
the end of the proof of Claim 2.8.�

6. The case r(F) = 2

For this section

6.1. Hypothesis. r = 2.

6.2. Discussion. So(α) or (β) holds where

(α) there areY ∈ (
X
k

)
andf ∈ F[r](Y ) which is not monarchy. Hence by Section 4, i

Claim 4.4 fora 
= b ∈ Y there isf = f Y
a,b ∈ F2[Y ],

fY (x, y) =
{

y, if {x, y} = {a, b},
x, otherwise;

(β) everyfY is a monarchy but somef ∈F[r] is not.

6.3. Definition/choice. Choosef ∗ ∈ F2 such that

(a) ¬(∀Y )(∀x, y ∈ Y )(fY (x, y) = x);
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(b) under (a),n(f ) = |dom1(f )| is maximal where dom1(f ) = {(Z,a, b): fZ(a, b) =
a 
= b, Z ∈ (

X
k

)
and{a, b} ⊆ Z of course}.

6.4. Fact. If f1, f2 ∈ F[2] and f is f (x, y) = f1(x, f2(x, y)) (formally f (Y, x, y) =
f1(Y, x,f2(Y, x, y)) but we shall be careless) then dom1(f ) = dom1(f1) ∪ dom1(f2).

Proof is easy.

6.5. Claim. If Z ∈ (
X
k

)
, f ∗

Z(a∗, b∗) = b∗ 
= a then

(a) (∀x, y ∈ Z)[f ∗
Z(x, y) = y] or

(b) x, y ∈ Z & {x, y} � {a∗, b∗} ⇒ f ∗
Z(x, y) = x.

Proof. As in Claim 4.4 (plus Definition/choice 6.3 and Fact 6.4), recalling 5.4, i.e.,
F [Z] is a clone. �
6.6. Definition. Let

(1) P1 =P1(f
∗) = {Z ∈ (

X
k

)
: (∀a, b ∈ Z)(f ∗

Z(a, b) = a};
(2) P2 =P2(f

∗) = {Z ∈ (
X
k

)
: (∀a, b ∈ Z)(f ∗

Z(a, b) = b};
(3) P± =P±(f ∗) = (

X
k

) \P1(f
∗) \P∗

2(f ∗).

6.7. Claim. For Y ∈ (
X
k

)
we have:

(1) Y ∈ P±(f ∗) iff Y ∈ (
X
k

)
and (∃a, b ∈ Y ) (f ∗

Y (a, b) = a 
= b) and also(∃a, b ∈ Y )

(f ∗
Y (a, b) = b 
= a).

(2) If Y ∈P±, then there areaY 
= bY ∈ Y such thatf ∗
Y (aY , bY ) = bY and

{a, b} ⊆ Y, {a, b} � {aY , bY } ⇒ f ∗
Y (a, b) = a.

Proof. By Claim 6.5. �
6.8. Claim. (1) 〈P1,P2,P±〉 is a partition of

(
X
k

)
.

(2) For Y ∈ P± the pair(aY , bY ) is well defined(but maybe(bY , aY ) can serve as well).

Proof. (1) By Definition 6.6. (2) By Claim 6.7. �
6.9. Claim. If P2(f

∗) 
= ∅ then

�(f ∗) (i) P2 =P2(f
∗) is a singleton,P± = ∅ or

(ii) 2k = |X|, P2 is {Y ∗, Y ∗∗} ⊆ (
X
k

)
whereY ∗ ∪ Y ∗∗ = X andP± = ∅.

Proof. AssumeP2 
= ∅, let Y ∗ ∈P2. As f ∗ is not a monarchy

(∗)1 P1 ∪P± 
= ∅.
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By Definition 6.6 and Fact 6.4,f ∗ ∈F[r] satisfies

(∗)2 (i) f ∗
Y ∗(a, b) = b for a, b ∈ Y ∗;

(ii) if g ∈ F[r], gY ∗(a, b) = b for a, b ∈ Y ∗ then dom1(f
∗) ⊇ dom1(g).

Hence

(∗)3 if Y1 ∈ P2, Y2 /∈ P2, k∗ = |Y1 ∩ Y2| andY ∈ (
Y
k

)
, |Y ∩ Y ∗| = k∗, thenY /∈ P2 (even

Y ∈ P1 ⇔ Y2 ∈P1).

[Why? By (∗)2 as we can conjugatef ∗ by π ∈ Per(X) which mapsY ∗ ontoY1 andY onto
Y2.]

So by Claim 3.5 (applied tok∗) and(∗)1

(∗)4 (i) P2 is the singleton{Y ∗} or
(ii) P2 is a{Y ∗, Y ∗∗}, 2k = |X| andY ∗∗ = X \ Y ∗;

(∗)5 if Z ∈P±, then(α) or (β):
(α) {aZ, bZ} = Z ∩ Y ∗, f ∗

Z(bZ, aZ) = aZ ,
(β) {aZ, bZ} = Z \ Y ∗, f ∗

Z(bZ, aZ) = aZ .

[Why? If {aZ, bZ} /∈ {Z ∩ Y ∗,Z \ Y ∗} then, ask � 3, we can chooseπ ∈ Per(X),
π(Y ∗) = Y ∗, π(Z) = Z such thatπ ′′{aZ, bZ} � {aZ, bZ} and use Definition 6.3 an
Fact 6.4 on a conjugate off ∗. So{aZ, bZ} ∈ {Z ∩Y ∗,Z \Y ∗} and iff ∗

Z(bZ, aZ) 
= aZ , we
useπ ∈ Per(X) such thatπ(Y ∗) = Y ∗, π(Z) = Z andπ(aZ) = bZ , π(bZ) = aZ and 6.4.]

It is enough by(∗)4 to proveP± = ∅. So assume toward contradictionP± 
= ∅. By (∗)5

one of the following two cases occurs.

Case 1. Z∗ ∈ P±, |Z∗ ∩ Y ∗| = k − 2.
As we are allowed to assumek + 4 < |X|, there is Y∈ (

X
k

)
such that|Y ∩ Y ∗| = k − 1

andY ∩ Z∗ = Y ∗ ∩ Z∗. Now (by (∗)5) we haveY /∈ P± and (by(∗)4) we haveY /∈ P2 so
Y ∈ P1. So there isπ ∈ Per(X) such thatπ(Y ∗) = Y , π � Z∗ = identity, letf = (f ∗)π so
by Fact 6.4 we get a contradiction to the choice off ∗.

Case 2. Z∗ ∈ P±, |Z∗ ∩ Y ∗| = 2.
A proof similar to Case 1 works ifZ∗ ∪ Y ∗ 
= X. Otherwise letπ ∈ Per(X) be the

identity onZ∗ ∩Y ∗ and interchangeZ∗, Y ∗. Apply Fact 6.4 onf ∗, (f ∗)π , so(aZ∗, bZ∗) /∈
dom1(f

∗) ∪ dom1((f
∗)π ), etc., easy contradiction.�

6.10. Remark. If �(f ∗) of Claim 6.9 holds for somef ∗ then (in the context of Section 5
C is full by Claim 5.9.

6.11. Hypothesis. For nof ∈F[r] is �(f ).
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6.12. Conclusion. (1)P2(f
∗) = ∅.

(2)P± 
= ∅.
(3)P1 
= ∅.
(4) If Y ∈ P± and|Y ∩Z1| = |Y ∩Z2| andaY ∈ Z1 ⇔ aY ∈ Z2 andbY ∈ Z1 ⇔ bY ∈ Z2

where, of course,Y,Z1,Z1 ∈ (
X
k

)
, thenZ1 ∈P± ⇔ Z2 ∈ P±.

Proof. (1) By Hypothesis 6.11 and Claim 6.9.
(2) Otherwisef ∗ is a monarchy.
(3) Assume not, soP± = (

X
k

)
. LetY ∈ P±, Z ∈ (

X
k

)
, Z ∩{aY , bY } = ∅ and2 |Z ∩Y | > 2

and|Z \ Y | > 2, we can get a contradiction ton(f ∗)’s minimality.
(4) By Definition/choice 6.3 and Fact 6.4 as we can findπ ∈ Per(X) such thatπ(Y ) = Y ,

π(Z1) = Z2, π(aY ) = aY , π(bY ) = bY . �
6.13. Claim. If Y,Z ∈ P± andY 
= Z, then there is noπ ∈ Per(X) such that

π(Y ) = Y, π(Z) = Z,

π(aY ) = aY , π(bY ) = bY ,
{
π(aZ),π(bZ)

}
� {aZ, bZ}.

Proof. By Definition/choice 6.3 and Fact 6.4.�
6.14. Claim. If Y ∈ P±, Z ∈P±, 2 < |Y ∩ Z| < k − 2 then{aZ, bZ} = {aY , bY }.

Proof. By Claim 6.13. Except whenY ∩ Z = {aY , bY , aZ, bZ}. Then chooseZ1 = Z and
Z2 ∈ (

X
k

)
Z2 ∩ (Y ∩Z) = {aY , bY }, |Y ∩Z1| = |Y ∩Z|, Z1\Y ∩Z = Y ′ \Y ′∗ \Y ∩Z where

Y∗ ⊆ Y \ Z has|Y ∩ Z|−2 members.

By 6.12(2),Z2 ∈ P±, so as in the original caseY ∩ Z2 = {aY , bY , aZ2, bZ2} and for
Z1,Z2 the original case suffices. (Alternatively as a lemma 4< |Y ∩ Z| < k − 4, and
in 6.12 replace 4 by 6.) �
6.15. Claim. If Z0,Z1 ∈ P± and |Z1 \ Z0| = 1 then{aZ0, bZ0} = {aZ1, bZ1}.

Proof. We shall choose by inductioni = 0,1,2,3,4 a setZi ∈ P± such thatj < i ⇒ |Zi \
Zj | = i − j . By Claim 6.14 we havei − j = 3,4 � 4 ⇒ {aZi , bZi } = {aZj , bZj }, as this
applies to(j, i) = (0,4) and(j, i) = (1,4), we get the desired conclusion by transitivity
equality.

To chooseZi , let xi ∈ X \ (Z0 ∪ · · · ∪ Zi−1); possible as we excludek + i − 1 elements
and chooseyi ∈ Z0∩· · ·∩Zi−1 \ {aZi−1, bZi−1}. Now letZi = Zi−1 ∪{yi} \ {xi} easilyj <

i ⇒ |Zi \ Zj | = i − j andZi ∈ P± by Conclusion 6.12(4) withY,Z1,Z2 there standing
for Zi−1,Zi−2,Zi here. �
6.16. Choice. Y ∗ ∈P±.

2 I am sure that after careful checking we can improve the bound.
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6.17. Conclusion.

(a) Y ∗ ∈ P±.
(b) If Y ∈ P± then({aY , bY } = {aY ∗, bY ∗}.
(c) One of the following possibilities holds.

(α) P± = {Y ∗};
(β) P± = {Y ∈ (

X
k

)
: {aY ∗, bY ∗} ⊆ Y };

(γ ) P± = {Y ∗, Y ∗∗} whereY ∗∗ = (X \ Y ∗) ∪ {aY ∗, bY ∗} and |X| = 2k − 2 (hence
{aY ∗∗, bY ∗} = {aY ∗, bY ∗}).

Proof. Note that

(∗) if Y1, Y2 ∈ P±, |Y1 \ Y2| = 1 andY3 ∈ P±, Y4 ∈ (
X
k

)
, |Y3 \ Y4| = 1 and{aY3, bY3} =

{aY1, bY1} ⊆ Y4 thenY4 ∈ P± (hence{aY4, bY4} = {aY3, bY3} = {aY1, bY1}).

[Why? As there is a permutationπ of X such thatπ(aY1) = aY1, π(bY1) = bY1, π(Y3) = Y1,
π(Y4) = Y2. By Fact 6.4 we get a contradiction to the choice off ∗.] The hence of (c)(γ )

is by 6.13.
By the choice ofY ∗ ∈ P±, we have (a), now (b) follows from (c) so it is enough

prove (c). Assume(α), (γ ) fail and we shall prove(β). So there isZ1 ∈ P± such that
Z1 /∈ {Y ∗, (X \ Y ∗) ∪ {aY ∗, bY ∗}}. We can findc1, c2 ∈ X \ {aY ∗, bY ∗} such thatc1 ∈ Y ∗ ⇔
c2 ∈ Y ∗ andc1 ∈ Z1 ⇔ c2 /∈ Z1.

[Why? if Y ∗ ∪Z1 
= X anyc1 ∈ X \Y ∗ \Z1, c2 ∈ Z1 \Y ∗ will do; so assumeY ∗ ∪Z1 =
X; so ask + 2 < |X|, clearly |Y ∗ ∩ Z| < k − 2; hence by Claim 6.14,|Z1 ∩ Y ∗| � 2.
As not case(γ ) of (c), that is by the choice ofZ1, necessarily{aY ∗, bY ∗} � Y ∗ ∩ Z1 and
usingπ ∈ Per(X), π � Z1 = id, π(Y ∗) = Y ∗, π the identity onZ1 and{π(aY ∗),π(bY ∗)} =
{aY ∗, bY ∗}; now by Claim 6.13 we contradict Definition/choice 6.3 and Fact 6.4.]

Let Z2 = Z1 ∪ {c1, c2} \ (Z1 ∩ {c1, c2}), soZ1,Z2 ∈ (
X
k

)
, |Z2 ∩ Y ∗| = |Z1 ∩ Y ∗| and

Z1 ∩ {aY ∗, bY ∗} = Z2 ∩ {aY ∗, bY ∗}; hence by Conclusion 6.12(4) we haveZ2 ∈ P± and
clearly|Z1 \ Z2| = 1.

By Claim 6.15 we have{aZ1, bZ1} = {aZ2, bZ2}. Similarly by (∗) we can prove by in-
duction onm = |Z \ Z1| that{aZ1, bZ1} ⊆ Z ∈ (

X
k

) ⇒ Z ∈P± & {aZ, bZ} = {aZ1, bZ1}. If
(β) of (c) fails, then there isZ3 ∈ P± satisfying{aZ1, bZ1} � Z. Easily{aZ3, bZ3} ⊆ Z ∈(
X
k

) ⇒ Z ∈ P± & {aZ, bZ} = {aZ3, bZ3}. As we are assumingk � 4, we can findY ∈ (
X
k

)
such that{aZ1, bZ1, aZ3, bZ3} ⊆ Y ; contradiction. �
6.18. Claim. (1) The(∗) of Claim5.8 holds.

(2) In Conclusion6.17clause(c), clause(α) holds.

Proof. (1) Obvious by part (2) from(α).
(2) First assume(β), so by Conclusion 6.17(b), Definition/choice 6.3 and Fact 6.4

have without loss of generality either{a, b} = {aY ∗, bY ∗} ⊆ Y ∈ (
X
k

) ⇒ f ∗
Y (a, b) = b or

{aY ∗, bY ∗} ⊆ Y ∈ (
X
K

) ⇒ f ∗
Y (aY ∗, bY ∗) = bY ∗ = f (bY ∗, aY ∗). In both cases,f ∗ is simple

and not a monarchy contradiction, to Hypothesis 5.2.
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Second, assume(γ ). Let 〈πi : i < i∗〉 be a list of the permutationsπ of X such that
π(aY ∗, bY ∗) = (aY ∗, bY ∗).

Letf ∗
i bef ∗ conjugated byπi . Now definegi for i � i∗ by induction oni: g0

Y (x1, x2) =
x1, gi+1

Y (x1, x2) = f ∗
i (gi

Y (x1, x2), x2). So gi∗ ∈ F[2] and dom2(g
i∗) = ⋂

i<i∗ dom2(f
∗
i )

where dom2(g) = {(Z,a, b): a, b ∈ Z ∈ (
X
k

)
and gZ(a, b) = b 
= a}, so dom1(g

i∗) =⋃
i<i∗ dom1(f

∗
i ) hence

(∗)1 gi∗
Y (a1, a2) = a2 if {a1, a2} = {aY ∗, bY ∗},

(∗)2 gi∗
Y (a1, a2) = a1 if {a1, a2} 
= {aY ∗, bY ∗}.

Now g is simple but non-monarchical contradiction to Hypothesis 5.2.�

7. The case r � 4

7.1. Hypothesis. r = r(F) � 4.

7.2. Claim. (1) For everyf ∈Fr there is�(f ) ∈ {1, . . . , r} such that

� if Y ∈ (
X
k

)
, ā ∈ rY and|Rang(ā)| < r (i.e. ā is not one-to-one) thenfY (ā) = a�(f ).

(2) r � k.

Proof. (1) Clearly there is a two-place functionh from {1, . . . , r} to {1, . . . , r} such that
if y1, . . . , yr ∈ Y ∈ (

X
k

)
, y� = yk and� 
= k thenfY (y1, . . . , yr) = yh(�,k); we have some

freedom, so let without loss of generality

� � 
= k ⇒ h(�, k) 
= k.

Assume toward contradiction that the conclusion fails, i.e., there is no�(f ) as required
i.e.

�′ h � {(m,n): 1 � m < n � r} is not constant.

Case 1. For somex̄ ∈ rY , Y ∈ (
X
k

)
and�1 
= k1 ∈ {1, . . . , r}, we have

|Rang(x̄)| = r − 1, x�1 = xk1, fY (x̄) 
= x�1,

equivalently:h(�1, k1) /∈ {�, k}. Without loss of generality,�1 = r − 1, k1 = r, fY (x̄) =
x1 (as by a permutationσ of {1, . . . , r}, we can replacef by f σ : f σ

Y (x1, . . . , x2) =
fY (xσ(1), . . . , xσ(r))).

We can chooseY ∈ (
X
k

)
and x 
= y in Y , so h(x, y, . . . , y) = x; hence� 
= k ∈

{2, . . . , r} ⇒ h(�, k) = 1.
Now for � ∈ {2, . . . , r} we have agreedh(1, �) 
= � (see�), as we can assumeh �

{(m,n): 1 � m < n � r} is not constantly 1, by�′ for some such�, h(1, �) 
= 1 so without
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loss of generality,� = 2; soh(1,2) 
= 1,2, so without loss of generality,h(1,2) = 3, but as
r � 4, we have that ifx 
= y ∈ Y ∈ (

X
k

)
thenfY (x, x, y, y, . . . , y) is y for h(1,2) = 3 and

is x for h(3,4) = 1, contradiction. So

� h � {(�, k): 1 � � < k � r} is constantly 1.

hence

x̄ ∈ rX has repetitions ⇒ h(x̄) = x1,

as required.

Case 2. Not Case 1.
So h(�, k) ∈ {�, k} for � 
= k ∈ {1, . . . , r}. Now let Y ∈ (

X
k

)
, x 
= y ∈ Y and look at

fY (x, x, y, y, . . .) it is bothx ash(1,2) ∈ {1,2} andy ash(3,4) ∈ {3,4}, contradiction.

(2) This follows as iff ∈ F[r], k < r(F) and�(∗) is as in part (1) thenfY (x̄) = x�(∗)

always, asx�(∗) has repetitions by pigeon-hole.�
Recall

7.3. Definition. f = fr;�,k = f r;�,k is ther-place function

fY (x̄) =
{

x�, x̄ has repetitions,
xk, otherwise.

7.4. Claim. (1) If fr;1,2 ∈F thenfr;�,k ∈F for � 
= k.
(2) If fr;1,2 ∈F , r � 3 thenfr+1;1,2 ∈F .

Proof. (1) Trivial.
(2) For r � 5 let g(x1, . . . , xr+1) = fr,1,2(x1, x2, τ3(x1, . . .), . . . , τr (x1, . . .)) where

τm ≡ fr,1,m(x1, . . . , xm, xm+2, . . . , xr+1), that isxm+1 is omitted. Continue as in the pro
of Claim 2.7. �
7.5. Claim. AssumeY ∈ (

X
k

)
, ā ∈ rY is one-to-one. There isf = f Y,ā ∈ Fr such that

f
Y,ā
Y (ā) = a2 and f

Y,ā
Z (b̄) = b1 if Z ∈ (

X
k

)
and b̄ ∈ rX is not one-to-one(so (∗) of

Claim 5.6(2) holds).

Proof. Let f ∈ Fr be non-monarchical, and without loss of generality,�(∗) = 1 in
Claim 7.2. By being not a monarchy, for someY , ā and somek ∈ {2, . . . , r}, we have
fY (ā) = ak 
= a1; necessarilȳa is one-to-one. Conjugating byπ ∈ Per(X) and permuting
[2, r], we getf Y,ā as required, in particularf Y,ā(ā) = a2. �
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