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THE JOURNAL OF SYMBOLIC LOGIC 

Volume 76. Number 4, Dec. 2011 

THE MINIMAL COFINALITY OF AN ULTRAPOWER OF co 
AND THE COFINALITY OF THE SYMMETRIC GROUP 

CAN BE LARGER THAN b+ 

HEIKE MILDENBERGER AND SAHARON SHELAH 

Abstract. We prove the statement in the title. 

§1. Introduction. We show that b+ is neither an upper bound on mcf nor on 
cf (Sym(co)). In all models known formerly the two cardinals were bounded by b+ 

and since the related cardinal g is bounded by b+ in ZFC the possibility that also 
these two cardinals be bounded by b+ was not excluded before our research. We 
provide forcing constructions to increase these two cardinal characteristics. 

We recall the definitions: 

DEFINITION 1.1. By ultrapower we mean the usual modeltheoretic ultrapower: 
(co, <)C0/U is the structure with domain {[f]u '• f G wco} where [f]u = {g G °'co: 
{n:f(n)=g(n)} G U} and[f]u <u [g]u iff{n: f(n)<g(n)} G U. 7te minimal 
cofinality of an ultrapower of co, mcf, is defined as the 

mcf = min{cf ((co, <)<0)/'U): U non-principalultrafilter onco). 

DEFINITION 1.2. Sym(a>) is the group of all permutations of co. IfSym(co) = 
U;<K Gi and K — cf (K) > Ho, (G{: i < K) is strictly increasing, G, is a proper 
subgroup ofSym(co), we call ((?,•: i < K) a decomposition. We call the minimal such 
K the cofinality of the symmetric group, and denote it cf (Sym(co)). 

We recall some related cardinal characteristics and some estimates: For / , g Gmco 
we write f <* g and say g eventually dominates (bounds) / if (3n)(VA: > n) 
(f(k) < g(k)). A set B C mco is called unbounded^ if there is no g that dominates all 
members of B. The bounding number b is the minimal cardinality of an unbounded 
set. A set D C mco is called dominating if for every / e mco there is a g G D such 
that f <* g. The minimal cardinal of a dominating set is called the dominating 
number, d. A set S Q [co]m is called groupwise dense if it is closed under almost 
subsets and for every strictly increasing sequence 7ij, i e co there is A G [cof 
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COFINALITIES 1323 

such that \JieA[ni,7ti+i) E S. A groupwise dense ideal is a groupwise dense set 
that is additionally closed under finite unions. The groupwise density number g 
(groupwise density number for filters g/) is the minimal size of a collection of 
groupwise dense sets (ideals) whose intersection is empty. A set D C (aw is called 
finitely dominating if for every / e aa> there is k G co and there are gi, i < k, 
gi e D such that f <* max{g,: i < k}, where the maximum is taken pointwise. 
The cardinal invariant cov(S%n) is the smallest cardinality of a collection of non 
finitely dominating sets whose union is dominating. An equivalent definition of 
cov(Srfin) (see [14]) is the smallest K such that there are non-principal ultrafilters Ua 

on co, a < K, and sequences gaj, p < K for a < K such that for every f Gmco there 
are a, /? < K such that f <ua ga.fi-

Obviously mcf > b. By Canjar [6], cf(o) > mcf. ZFC also implies mcf > g 
[4, Theorem 3.1] and mcf > &/ (with the same proof) and mcf > cov(2?gn) > g / [ l l ] . 
There is it shown with an oracle c.c. forcing that mcf = cov(2Jg„) = b+ = ^2 > 
max(b, g) = Ki is consistent. A model of mcf = cov(Sfg„) = N2 > max(gy, u) = Ki 
is given in [10] (u is the minimal character of a non-principal ultrafilter on a>.) Shelah 
[13] showed that g/ < b+ in ZFC. This consequence of ZFC lead to the question: 

QUESTION 1.3. Are there cardinal invariants "slightly" above Qf that still are 
bounded by b+? 

Here we show that there is no such upper bound on mcf. A similar proof works 
forcov(S?fin). 

THEOREM 1.4. Suppose that tti < d = cf(d) < 0 = cf(0) < K = cf(«) < X 
and GCH holds up to X. Then there is a notion of forcing P of size X that preserves 
cardinalities and cofinalities and that forces MA<a and b = 6 andmcf > K and c = X. 

We write the proof here for /i+ = X and juH° < X. The cardinal preserving forcing 
P from the proof of the theorem gives a model of K < mcf and c = X = /u+ > K. Our 
constructon gives that« is a successor. With the collapse CO11(K, X) we can arrange 
K = X in the end. Since the collapse is (< K)-closed it does not destroy the cardinal 
invariant constellation of d, 6 and K. If we want for example that the continuum is 
a limit afterwards (or even a weakly inaccessible) then we assume the existence of a 
strong limit cardinal (or of a strongly inaccessibel cardinal) v, carry out the forcing 
P with K < ft, X < v as in the theorem and thus v stays a strong limit cardinal (or 
strongly inaccessible). Then after the forcing P we collapse v to K with conditions 
of size < K. K — c is a limit cardinal afterwards (or weakly inaccessible). 

Sharp and Thomas [12] showed that cf(Sym(co)) = b+ is consistent and also 
cf (Sym(a>)) < b is consistent, and Mildenberger and Shelah [9] showed that g = 
Hi < cf(Sym(to)) = b = H2 is consistent. Brendle and Losada [5] showed that 
the inequality g < cf(Sym(&;)) follows from ZFC. Simon Thomas [15] showed 
thatcf(Sym(ai)) < cf*(Sym(to)) < 0. For the definition of cf*(Sym(a>)) and more 
results on this useful intermediate cardinal we refer the reader to [15]. So also 
cf(Sym(co)) is a candidate for the question above. Again we prove that it is not 
bounded. 

THEOREM 1.5. Suppose that Ki < d = cf(d) < 6 = cf(0) < K = cf(«) < X 
and GCH holds up to X. Then there is a notion of forcing P of size X that preserves 
cardinalities and cofinalities and that forces MA<a and b = 8 and mcf > K and 
cf(Sym(a>)) > K andc = X. 
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1324 HEIKE MILDENBERGER AND SAHARON SHELAH 

The same remark about using Levy collapses afterwards apply. The forcing 
CO11(K, X) might add new short sequences of subgroups. However, it does not 
introduce new witnesses decompositions of length < K. Our forcing in the proof of 
Theorem 1.5 uses only the witness to define an iterand destroying the witness and 
at the same time all decompositions that have this witness. So Coll(«, I) preserves 
cf(Sym(co)) > n. 

§2. Forcing arbitrary spread between b and mcf. In this section we prove Theo
rem 1.4. 

For a set of ordinals C, the set of accumulations points is acc(C) = {<5 G C: 
S = sup(C n<5)}. If C is closed then acc(C) C C. For a set C of ordinals, otp(C) 
denotes its ordertype, the unique ordinal a such that there is an order preserving 
bijection from (a, e) onto (C, e) . 

HYPOTHESIS 2.1. GCH holds up to X, Ni < d = cf(<9) < 9 = cf(0) < K = 
cf(«) < X,/i+ = X. 

LEMMA 2.2. By a preliminary forcing of size X that preserves cofinalities and car
dinalities starting from the hypothesis we get a forcing extension with the following 
situation: 

(a) d = cf (5) <K = cf(K) < fi < X = X<x, ju+ = X, p*> < X. 
(b) A( is a family of size X of subsets of [fi]<K, i^A G Ao)(VB G A\)(AC\B isfinite). 
(c) ifm < K and (UQ, U\ ) is a partition of /x then there is I G 2 and there are X many 

A G Ae such that A C ug and \A\ > K\ . 
(d) there is a square sequence C = (Ca: a G X,a limit) in X = [i+ that is club 

guessing, i.e., C has the following properties 
(1) Ca C a is cofinal in a and closed in a, i.e., acc(Ca) C C U {a}, 

otp(CQ) < ju, 
(2) for B G acc(CQ), Cp = Can fi, 
(3) for every club E in X there are stationarily many a e X with cf (a) = /u and 

Ca C E. We call this "C is club guessing". 
(e) There is an <*-unboundedsequence {ga : a < 9) in ma>. 

PROOF. We first add by forcing an almost disjoint family A C [fi]<K as in Baum-
gartner's work [3]. We recall some of the main steps of Baumgartner's forcing in 
Section 6 [3]: Let A{K', X, K', V) be the following statement: There is a family A of 
size X such that each A G A is a subset of K' of size K' and for A ^ B G A, the 
intersection A n B is of size less than v. Let F = (Fa: a < X) be a sequence of 
members of [K']K , repetition is allowed. A basic forcing factor is Q'(K', X, v, F) con
sisting of conditions p = f that are partial functions / : X -* [jFa, | dom( / ) | < v, 
f(a) C Fa, \f(a)\ < v a n d / <QI{K^VP} gift f (a) C g(a) for a G dom(/ ) and 
for all a ± fi G dom(/ ) , f(a) n f{fi) = g(a) n g(fi). 

Now let K = {/u: v < v' < K, fi regular cardinal} and let 

Q(K',X,V,F) = {{fv,: v' G K) G Yl Q'W,X,v',F): 
v'eK 

(Vv" < v' G A")(dom(/v») C dom(/v/) 

A (Va G dom(/v»))/v»(a) Q / v ( o ) ) } . 
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COFINALITIES 1325 

This forcing has size X, forces the desired witness A of A(K', X, K', V), and it preserves 
cardinalities and cofinalities by [3, Lemmata 2.2. to 2.6]. 

Now we let K'+ = K in the successor case, and if K is a limit, take «' = «;. Forcing 
with Q ( K \ A, v, F) gives a v-almost disjoint family A C [K' ] < K . We take v = No. 
We fix /i > K. Now we show that (c) is true. Let ((UQ , uf)): a < A) enumerate all 
partitions of ^ such that each pair appears X times. Let {Aa: a < X} enumerate A. 
Then, given the task (UQ,U?) we choose ta e 2 such that |w£ n ^4a | = |J4Q |. In the 
end we let At = {uta C\Aa: a e X,ta = £}. So we have the desired Ao, A\ and even 
more: .Ao U A\ is a family of almost disjoint sets. 

Now, in this forcing extension by Baumgartner's forcing we force again, by a 
/^-distributive (so no new p sequences are added, and X = p+ is preserved) forcing 
of size X: This forcing combines the forcing for adding a square sequence by 
approximations (as in [7, Exercise 23.3]) with a component that makes the sequence 
club guessing. 

A forcing condition has the form p = {(Ca: a < y,acc(a)),C) = {Ci: 
a < y(p)Aim(a)),Qp) with the following properties. Ca C a is club in a, 
otp(Ca) < fx, y < X, for /? e lim(Ca), Q = Ca D /? and Cp is a set of size 
,« of clubs in X. A condition q — {{Da: a < y',lim(a:)),D) is stronger than 
p = {{Ca: a < y,lim(a)), C) iff (DQ: a < y',lim(a)) is an end extension of 
(Ca : a < y, lim(a)), 6 C D, and there is a e y', Z ) a C f | e . 

By density arguments, the generic G of this forcing gives rise to 

CG = {J{C:3e(C,e)€G} 

a square sequence with built in club guessing. 
We now show that the forcing is indeed ju -distributive. 
Let / be a name for a function / : ju —• V, / € V[G]. By induction o n a < / j w e 

choose pa. Let ^o be any condition. Let pa+\ > pa such that pa+\ decides f(a) 
and such that Cy(Pa+l) has order type < p.. Now assume that a < p is a limit ordinal. 
Letlim^_ya y(/>^) = yo- Now let y(pa) = yo + co-j for a sufficiently large _/ < X. We 
define C(/?a) = \J{G(pp)'- P < a}. The square sequence part (Cga: fi < y{pa)) 
of pa is the union of the C-parts of the pp, fi < a, together with the additional 
elements: Cy

p„a :— U«<a ^ 7 ' ) ^s °^ ordertype < p. Then we prolong the C-part 
of the condition pa coherently by some additional elements Cy°+(0.t, i < j , so that 
the last element C^+UJ.j again has ordertype < p and such that there is i < j with 

q:+m, cf]e(PS 
Since K > K2 in the ground model and since all the forcings so far are (< «)-

closed, after the Baumgartner forcing and the square with club guessing forcing 
we still have the CH. Now we extend by an iteration of length 0 of Hechler reals 
(see, e.g., [2, Def. 3.1.9] for Hechler forcing, called D there) and thus get a sequence 
(ga : a < 0) that is <*-unbounded. H 

Now we assume that we have families .Ao, Ai and a square sequence with built 
in club guessing C and an unbounded sequence (ga: a < 6) as described in the 
conclusion of Lemma 2.2 in the ground model, and will now describe the final two 
forcing orders in the proof of Theorem 1.4. For ease of notation, we consider the 
model after the forcing from the proof of Lemma 2.2 now as the ground model V 
and argue over it. 
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1326 HEIKE MILDENBERGER AND SAHARON SHELAH 

The first step is a forcing IK = (K, < K ) of approximations q G K, where K = 
U{Ka: a < X) and Ka is the set of a-approximations. The relation < K denotes 
prolonging the forcing iteration and taking an end extension of the partition of 
the iteration length and of A. Once we have a generic GK for this forcing by 
approximations and end extension, we force with the direct limit 

P G K = U P , : « I G C « > - (Z1) 

We let 

P : = K * P G K . (2.2) 

DEFINITION 2.3. Assume that At, I = 0,1, X, fi, K, d, g and C have the properties 
listed in the conclusion of Lemma 2.2. A finite support iteration together with three 
disjoint domains and a sequence of subsets offi, q = (P*1, UQ, U p U ' , ^ ) , ^ an element 
of the set Ka o/a-approximations iff it has the following properties: 

(a) P*1 = P£, where Qq = (P?, (Q$: p < a(q), y < a(q)) is a finite support iteration 

of c.c.c. forcings of length a = a(q) = lg(q) < A. 
(b) UQ = UQ are the odd ordinals in a andU\, U2 is a partition of the even ordinals 

in a, U2 contains only limit ordinals, and A = {Ap: /? G a n U2). 
(c) For /? G Ho, Qp is the Cohen forcing (m>2, <) and we call the generic real Qp. 
(d) For p &U\,Qp is a c.c.c. forcing of size dp < d. 
(e) For P £ U2, there is fjp = {npj: i < Kp) of length up < K, that is a Pp-namefor 

a sequence of functions from co toco. 
Moreover there is a sequence (£pj: i < Kp) = : £p of^pj = £(p, i) £ UQ n P, 

increasing with i, of Cohen reals relevant for time p, and there are ApC.fi and 
a sequence of conditions pp = (ppj: i < Kp), and tp G 2 with the following 
properties 

{ipj: i < Kp} C {e + 1: e G acc(Cp)}, and 

(Ap G Atf A Ap i {Ar: y G P D U2} 

AApD {otp(e n acc(Cp)): (e £ acc(Cp) (2.3) 

A e + 1 G {£,pj: / < Kp})}) and 

np,i isaP^^-name, and 

Pp = (Pfi.i- i < Kfi),Pfij £ W(tfJ+iy 

(f) With the objects named in (e), for p £ U2 we define Pp+\ as follows: We let 
p G Pp+i iffp:P + l^\,p\PePpand 

p\P\h¥fp(P) = (n,f,u) 

An £ co 

A / : n —> co 

A u C Kp is finite 

A(Vi£u)(ppj£G(Fp)) 

A\{i £Kp: pp,t G G ( P / ? ) } | = Kp. 
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P <p/((l qiff 

q \ P ll-P/, np(fS) < nq(p) 

A fp(fi) C fq(p) 

A (VM G [np(p),nq(fl))){\li G upW) 

(<?£„,,(«) = tp^ njAn) < fq(p)(n)). 

(g) For P < a we define P» to be the set of the p e Vp with the following properties: 

Ify G dom(p), then p(y) G V {is not just a name) and if y G dom(/?) (Mi2 then 

p \ y Ih i e upM -> (pyj <Vy p \ y 

A £yJ G dom(p) 

A/? \ £,yi forces a value ton y,i \ \g{p{£y,i)), 

A « p W <lg(/>(<^)))-

Remark: We call (p(£y,i),riy,i \ \g(p(£y,i))) in our indiscernibility arguments 
h 

The objects whose existence is presupposed in Def. 2.3(e) are free parameters. 
There is no book-keeping involved, but the forcing K with the approximations does 
a similar job: In Lemmata 2.7, 2.8 and 2.10 we invoke density arguments. Since 
X<A = X is regular and since PGK is a finite support iteration of c.c.c. forcings, since K 
does not add sequences of length < X and since K < X, each sequence (//,-: i < K') of 
K' < K reals in Vp has a P^-name for some /? < X. For cf (/?) = JU, once (tjpj : i < Kp) 
is fixed, it is easy to find suitable Ap, £p, pp, tp that fulfil (2.3), as we see in the proof 
of Lemma 2.7. 

We outline the purpose of the properties (a) to (g) listed in Def. 2.3: Item (e) 
is to keep the Cohen part {£pj: i < Kp} of the supports in the definition of the 
iterand Qp almost disjoint from that of another iterand Q{ with tr ^ tp, C, P G IX2. 
The sequence (rjpj : / < Kp) is a possible cofinal sequence in a reduced product. We 
do not name the ultrafilter, just the fact that a Cohen real Q((pj) or its complement 
will be in the ultrafilter T> will be used to produce a fast growing function / and 
a collection of domains di = 0jf«(-){ty}> ' ^ Up, Up cofinal in Kp, such that / 
dominates npj on dt G T> for i G Up. So / shows that the sequence np:i, i < Kp, is 
not cofinal in the reduced ordering. Starting with p G Ka, ij G VpP, and a P-name 
T> for a non-principal ultrafilter on co, there are a /? > a and q+ > K q > K P, 
q G Kp, q+ G K^+i, such that Q% adds a <©-dominator to fj\ = fj (this will be 
shown in Lemma 2.7). Item (g) together with equation 2.3 will be used in the 
"negative theory" (Lemma 2.10): K * PGK does not destroy the unboundedness of 
the sequence (ga : a < 6) from the preliminary forcing. 

DEFINITION 2.4. We let K = [J{Ka: a < X} be the set of approximations. For q = 
(¥a,U0,Ui,U2,A) eKaand(3<aweletq \ fi = (Pp,U0np,Uinp,U2np,A \ fi). 
We let the forcing with approximations be K = (K, < K ) with the following forcing 
order, q >K qo iffq \ a(qo) = Qo-

LEMMA 2.5. (1) For a < X, each q G Ka has the c.c.c. 
(2) If a < X andq G KQ and fi < a then q \ P G K^. 
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1328 HEIKE MILDENBERGER AND SAHARON SHELAH 

PROOF. (1) We prove by induction on a that PQ has the c.c.c. For limit ordinals 
p, the c.c.c. is preserved because we are iterating with finite support. In the case 
of a = P + 1, if we wish to put /? e IXo or in U\ we have the c.c.c. iterand Q^ and 
P a = Pys * Qp. If a = fi + 1 and we wish to put /? G U2 we prove directly that 
P a has the c.'c.c. Suppose that {py: y G co\} are conditions in PQ. By induction 
hypothesis we can take a P^-generic filter G such that A = {y G co\: py \ p G G) 
is uncountable. Now by the definition of P a , there are n G co and f:n—¥(o such 
that B = {y G A: py \ fi W- (nP7(p),fPr(p)) = ( " , / ) } is uncountable. Now we take 
y ^S G B such that py \ p JL ps \ p. Since y,S G B, also py / #5. Hence P a has 
the c.c.c. Now % is the P/j name o(Pa/Fp. H 

LEMMA 2.6. (1) K = (K, < K ) is a (< X)-closedpartial order. 
(2) Ih-K PGK satisfies the c.c.c. 
(3) Forcing by K * PQK rfoes not collapse cofinalities nor cardinals and it forces 

2N° = X = A<yl a«J the power fiK for fi > X does not change. 

LEMMA 2.7. In the generic extension by P = K * PGK, M A ^ /ZOW.? anafmcf > K. 

PROOF. MA<a holds because of the iterands attached to Ui and by Lemma 2.6 as 
cf(2) = /I. Now let a P-name for an ultrafilter T> and P-names //,, / < n', for some 
K' < K, and (p, p) G P be given. 

As PGK is c.c.c, and K is (< A)-closed we can assume that ?/, is a Pp-name of a 
member of mco and /> = p G Pp. 

We show that there is a stronger (q, p) >r (p, /?) that forces that r\-„ i < K', is not 
cofinal in cow/T>. 

We choose (qa: a < X) continuously increasing in < K such that qo = P and 
q«+i forces a P ^ + i ) - n a m e to T) n 0>{u>Y^ . For this we use {Ma < X)(am < X) 
and known reflection properties of finite support iterations of c.c.c. iterands of size 
< X. Then E = {lg(qa): a < X} is a club in X. So by Lemma 2.2, there are 
P > lg(p), P e E, cf (/?) = /i and C ; C £ and otpCCy?) > ^. Let q be that qa with 
lg(<la) = /?. Let {e(0: i < fi} enumerate the accumulation points of Cp and note 
that i i-)- otp(acc(C^) fief/)) is injective and independent of /?, by the coherence of 
the square sequence C. For i < 11 we choose ?(/) G 2, /?, G P», p, > p such that 

Pi Ihp*, „ ( " : ee(,-)+i («) = ' ( 0 } e I). 

Since K^ < K < ju, for some Ho < fi 

ue = {i<fi: t(i) = t, (V/ < Kp)(nj is a P^-name)},^ = 0,1 

is a partition of fi \ juo into two parts, and hence by conclusion (d) of Lemma 2.1 
there is some tp G 2 such that there is A = Ap e At/I \ {^y: y G U' D P} such that 

{/ G utli: otp(e(/) n acc(Q)) G Ap} 

has size at least n''. 
Now we thin out {e(0 + 1: i G Mr/l,otp(e(/) n acc(C^)) G Ap}, to a sequence 

(£(/): J < «') such that £(/) G {e(i): ' € w,/,>otp(e(/) n acc(Q)) G Ap}, £(i) > 
i(j) for j < i, and (J(/) increasing with i, such that a there is a strengthening 
Pfij >pf Pi with />£,• G (P')'(,-+1)- We define q+ >K q by 
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(a) q+ eKfi+u 

(b) A; = A, 

(c) Kqp = K', 

(d) {nf.:i<K},) = (,ii:i<K'), 

(e) (zfy.i<Kf) = (Z(i) + l:ieK>), 

(f)^;,=^e(P'4/+1). 
SoQ'* is defined by (d), (e), (f). 

Now P*1 has the c.c.c, hence there is p' > q+ p, 

p' lhp,+ "W = {i<K': pi€ G(Pq)} has cardinality «'". 

So (q+, /?') forces for the Qg -generic real gp that 

i e w ->• ?< r e^{^} <* f/» r % ! ( ^ } - H 
Since / H-> otp(acc(C/g) n e(0) is by the coherence of the square sequence in

dependent of p and injective, equation (2.3) has an important consequence: If 
tfo / tPl, then {(/,y) G K A X KA : £Ai(- = ^ j } C {( / , ; ) : otp(<^,- n acc(CA)) G 
.4$, A otp(^ , j n acc(C^)) G ̂ ) } , and this is finite, since Apt G Apt, t = 0,1. This 
finiteness will enter in Claim 2.11 part (2). 

Now in the remainder we prove that in the generic extension b = 6. 

LEMMA 2.8. Ifq G Ka and P < a then P^ = (P')« is a dense subset ofFp = P^. 

PROOF. Let for p\ < p2 < a, P^ ft = {p e Fp2: the demands from Defini
tion 2.3(g) hold for y G dom(/>) \ P\ for all i G up^ \ P\, and if i G up^ n /?i then 
we only demand p7:i < p \ y and <!;,,,, G dom(p)}. 

So we prove by induction on P\ < a for every Pi G [Pi, a) for every p G P^ » 
there is q G P^2 such that p <rh q and p \[P\,Pi) = q \ [P\, Pi). 

Case 1: P\ = 0. Since P» = P» „ we can take p = q. 
Case 2: /?i is a limit ordinal. We let /?o = sup(dom(/>) n j8i)) < P\ and use the 

induction hypothesis for /?o + 1. 
Case 3: /?i = /?o + land/?o G UJ}. If jffo ^ dom(/>) we use the induction hypothesis. 

If Po G dom(/?) we let v = {y G Pi: y G U2 PI dom(^i) \ /?i and for some z < Kp0, 
Ao = <fy,,}. For y G u let /(y) witness it. Let w» = sup{np^ : y e v}. Let #0 € P#,, 
qo > P \ Po and force a value to p{po), a Cohen condition. As usual w.l.o.g., 
lg(/>(/?o)) > "*• Now {nyj(y): y G w} is a finite set of P^-names so some q\ e P#,, 
?i > 90 forces a value to fjyJ^ \ lg(p(Po)) for y G » . W.l.o.g. p \ p0 = q\ and we 
are done. 

Case 4: P\ = /?0 + l and/fo G U,. If/?0 ^ dom(/>) we use the induction hypothesis. 
If Po G dom(p), p(po) is a P^-name of a member of Q̂ g, i.e., an ordinal < dp. Now 
p \ Po G P/?0 hence there is ^1 G Py?0 as in the induction hypothesis and such that 
P \ Po <q\ and q\ forces a value to /?(/?o). Now let Aom(q) = dom(^ri) U dom(^), 
q \ P0 = q\ and q(p0) = C and q \ [p0 + \,p2) = p \ [Po + I,Pi). Now easily q is 
as required. 
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Case 5: fi\ = po + l and/?o G U\. If/?o £ dom{p) we use the induction hypothesis. 
If/?o 6 dom(/?), />(A)) is a P^-name of a member of Q/;, and by strengthening p \ p0 

we can assume that p \ PQ forces a value to p(Po), say («, / ,w) . Since /fo G U2 it is 
a limit ordinal. 

Choose #1 G P/j0 such that (/? \ /?<>) < q\ and for every i G «;,(#>), £/?„,, e dom(^i) 
and 91 >/> \ PodiaAqi \ p0 > />&,/• W.l.o.g., 91 =/? f $> and/>(#>) = (n,f,u). Let 
/?* = sup(dom(/?) n /?o) + 1- Now apply the induction hypothesis to p and /?*. H 

DEFINITION 2.9. Le? a ant / i be finite sets of ordinals and \a\ = \b\. By OP(a,b) 
we denote the unique order preserving bijection from a onto b. 

LEMMA 2.10. Let g = {ge: e < 9) be a <*-increasing sequence in V that does not 
have an upper bound, d < 9 < K. Then, for every a < X andq G KQ, after forcing 
with P*1 the sequence g is still unbounded. 

COROLLARY 2.11. After forcing with P, g is unbounded. 

Proof of the lemma. Towards a contradiction assume that q G Ka and there is 
p* G Pq and there is a P'-name g such that /?* Ihp, (Ve < 9)(g£ <* g). 

Hence we can choose for e < 6~, (pe,nt) with the following properties: pe G (P')q, 
P* <pi Pe, n£ G co and pe lh n G [ne,co) -> ge{n) < g(n). We let pe{y) = 
(ne,y,f£ty,uej) for y G dom(/>£) n IX2- We let ue = \J{uej

: 7 G dom(/>£) D U2}. 
Now by the A-system lemma and by Fodor's lemma there is a stationary S C 6 

and there are 

(«*, m*, W2, w», w*, (ny, /7)7g„.nu2, (/'y*)y€».n(ul)uul)) 

with the following homogeneity properties: 

(1) Fore G S, |dom(/?£)| = m* and«£ = «* and \u£\ = wj*. 
(2) For e e S, PQ ^ pi e dom{pe) n U2 with ?A ^ ty,, the finite set {£#,,,•,: 

r'o < «#,} n {£#,,-,: I'I < «/?,} is independent of e, just dependent on the 
position of j§o and Pi in dom(pe). 

(3) For j ^ ( e 5 , dom(/>£) n dom.(p^) = u* and ue n M{ = w*. 
(4) For f , ( £ X the function OP(dom(/?£),dom(/?£)) maps i>* to itself and 

(Po,€po,k) t o (Putp^), that means: if i0 G uPe(k), then ;'i G w ^ , ) and 

hpe.Po.k = "P(,P\,i\ • 

(5) For e G 5", if y G v* nU2, thenw£,y = «? and fey = fy. 
(6) For e e S\ if y e v* D (Ho U Ui) then />£(y) = p**. 

We fix e = (e(k): A: G co) with the following properties: The sequence (e(k): 
k G co) is increasing e(fc) G S and there is « > «„,«,, y G v*, such that pe^ lh 
ê(fc) (w) ^ k f° r every A:. It is important that n is indendent of A:. Since (ge: e G 5) 

is <*-unbounded, there is such a countable subsequence that has such an n. 
Now take q G P„, q > pe(0) such that q lh g(«) = 1 for some ? G co. 
Since dom(/?£), e G S, is a A-system with root v* there is &(*) > 1 such that 

dom(/?£(fcW)) n dom(q) C v», w.l.o.g., = w* and «? = U W w : 7 e dom(<?) n U2}. 
Now here is the critical claim, leading to a contradiction: 

CLAIM 2.12. The conditions pe(k{*)) andq are compatible in P"1. 

PROOF. The obvious candidate for a condition witnessing compatibility is r with 

(a) dom(r) = dom(?) Udom(/?e0tW)), 
(b) for P G dom{q) \ dom(/?£(ytW)), r(p) = q(P), 
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(c) for P G dom(/>e(fcW)) \ dom{q), r(p) = pE(k(*))(P), 
(d) for P G v, n (UJ U U?) , r(/0 = ?(/?) = />e(fcW)(/?)> 
(e) for / ) e i ) , n U«, /•(/?) = {nq(e)Jqm,uq(p) U «A(i(.„(/j)). 

Does r belong to Pa? Is it > #, pe(k(*))7 The critical case is r > pe(k(*))> ar»d herein 
the critical case is 

(VyS G «. nU 2 ) (V i G HA(t(.))(,))(Vn G [»/,, lg ( / , ( / ! ) ) ) ) 

Fix/?' G v*C\U2. Let/ ' G uMkM){pi). Let£ = £p>j> G dom(/7£(fc(„)))nU0\dom(^). 
We consider 

Wi = {pev*nul:(3i)(£PJ = 0}-

There is ^ G 2 such that p ew(^y tp = t^. Why? 
If /?o ^ P\ e wt; and *#, ^ ty,, then {£#,,,-: i < «#,} n {<!;#,,•: i < Kp{) = F is 

finite and non-empty and by item (2) independent of e G S. Since t>* is the heart of 
the A-system {dom(pe): e G S}, there is e G 5 such that dom(/?£) \ w* is disjoint 
from F. By the indiscernibility (2) also dom(/?e(fc(»))) \ w* is disjoint from F, in 
contradiction to the choice of £ G dom(/je(jt(„)))n'Uos-.dom(#) C dom{pe(k(*))) ^v* 
and<J g f . 

Well, equation 2.5 is not quite correct. We correct r to a stronger condition r+ 

by letting for £, G domC/^^,,))) n UQ \ dom(#), 

r+(<f) = r ( ^ r ( l - ^ , l - r e * , . . . ) , 

and otherwise r+{£,) = r(f). Now r+ > q, pe(k(*))- We prove 

(V/? G «, nU2)(Vi G «A(t(.))(/j))(V/i G [» / j , lgOW)) 

r+ f A II- ^ , ( « ) = tfi ^ fq(p){n) > t]jj{n). 

First case: n e [np,\g{p£(k(*))(0))- Then /? ( jg ) is big enough as demanded in 
the definition of pe{k{*)){P) < r{p). Why? The point is that we look at £0 = 
OP(dom(/>£(jt(,))), dom(/j£(0)))(<^) and recall we we have the same h and that p \ en
forces a value to rjyJ \ lg(p(£yj)). Since P G v*, and i G ^Ps{tM)(p), £o = £p,v for 
some /' G up tp). "So we have from q > pe^ that 

9 \ P II- ?&(«) = tp -> /?(/?)(") > >?/U'(«)-

Now since « < lg(/»£(fc(*))(<^)) = \g(pe{0)(Zo)), already/>e(0) forces this: 

Pe(o) \ P II- qM = tj -> /„(/;)(") > 7/»,*'(")-

Now from the requirement (d) about the same h we get 

Pe(k(*) \ P I1" QjW) = $-> fq(p){n) > r]pti(n) 

and hence 

r \ P Ih ^ ( n ) = ^ - • /,(/»)(«) > 7/j.,-(n)). 

Second case: Now we look at lg(/?e(/t(*))(£)) < n < \g{fq(p). We show that 
fq(p) is big enough as demanded in the definition of pE[k{*))iP) < K/?)- Now by 
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our thinning out procedure by the requirements we imposed on OP, pe(o)(0 = 

Now £, £ dom(^) and hence r(£) = /?e(0)(£) = Pe(k(*))(0- So for any j ? £ ^ w c 
get t£ = t^ and 

r+\fi^Qi = pe{0)(zr(i-t;,i -t},...), 

and since pe{0)(0 = pE(k(*))(€) w e 8 e t 

r+ \ P IK QifJ(n) = tj -»• /,(/,)(«) > ^ , , («) . H 

§3. Increasing cf(Sym(eo)) at the same time. In this section we prove Theo
rem 1.5. 

DEFINITION 3.1. (1) For h G Sym(co), let supp(/z) = {n: h{n) ^ «}. 
(2) For u <^ co let Hu — {f £ Sym(a>): supp(/) C u}. 
(3) Let Wj = {k G co: k = i mod 3}. 
(4) Let Ui = {k G co: k ^ / mod 3}. 

DEFINITION 3.2. {I) We say e is a witness for the decomposition G = (G,•: 
i < K) iffe = (e,: i < K) and e, G Gi+\ \ Gj and e, is of order 2 and et G HW]. 

(2) e is a witness iff there is a decomposition G such that e is a witness for G. 

Since there are only countably many recursive permutations and since all de
compositions have uncountable lengths [8], we have: If there is a decomposition 
G then there is a decomposition G' with the same length such that all recursive 
permutations are in GQ. SO for increasing cf (Sym(co)) by forcing it is sufficient to 
show that there are no short decompositions with all recursive permutations in the 
first subgroup. 

LEMMA 3.3. Every decomposition G such that all recursive permutations are in Go 
has a witness. 

PROOF. We first show that \Ji<3HUi generates Sym(co). Let / G Sym(tu) be 
arbitrary. There is £ e 3 such that vo = {n: n = 0 mod 3 A / ( « ) = I mod 3} is 
infinite. Wetake^i G 3 \ { 0 , ^ } . There isgi G HUt such that Vn G vo,g\of(n) = n. 
There is gi G HU2, g2 maps vo onto wo and gi \ {n: n = 2 mod 3} = id, so 
g2 G HUl. So fi=gi° gf1 o / o g^1 is the identity on {n: n = 0 mod 3}, so 
fi G HU(t. So / is a composition of permutations in \Jj<3 HUj. 

Now let (Gi:: i < K) be a decomposition such that all recursive permutations are 
in G0. Since (J(<3 HUi generates Sym(co), for every a < n there is i(a) such that 
that there is ga G (G«*+i \ Ga) n HUj{a) ^ 0. Now since supp(ga) Q w,-(a) there is a 
recursive ga,o of order 2 such thatga = ga,o°ga °ga,o € # { 6 „ + 1 : „ero} n (Ga+i \ GQ): 
ga,o maps Uj(a) bijectively to {6n + 1: n G <a} and g'a € Ga+i \ GQ imitates 
ga after this bijection. Now there ea<\, ea,2 G Ga+\ n /ftu, of order 2 such that 
#4 = ea,\ ° ea,2- ea,i(6n + 1) = g'a(6n + 1) + 3, eaj(3n + i) = 3n + i for / = 0,2, 
ea,i(6n + 4) = ( ^ ) " ' ( 6 « + 1). ea>2(6« + 1) = 6« + 4, ea,2(3« + /') = 3n + i for 
/ = 0,2, ea,2(6« + 4) = 6« + 1. So ea,i G {Ga+\ \ Ga) n //W| is of order 2, and put 
it into the witness. H 

We explain why we work with permutations of order 2. At the very end of the 
proof we will use the following: 
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LEMMA 3.4. Suppose e, f are permutations of order 2 and supp(e) C w\ and 
supp(/) C wo and both supports are infinite. Then there is g oforder 2, supp(g) C m 
such that 

e = g of og. 

PROOF, supp(e) is the union over a collection of pairs {i,e{i)} for i from a set 
called EQ. Note that / ^ e(i). supp(/) is the union of a collection of pairs {/,/(/)} 
for / in a set called Fo. Both Fo and Fo are infinite and co \ (Fo U FO) is infinite. Let 
g: E0U e"E0 UF 0 U f"F0 -> co be defined such that for every i G E0, g(i) = j iff 
g{e{i)) = f{j), and for every ; G F0, g{j) = i ifig(f{j)) = e{i). Such a g exists, 
since there is a bijection from {{i, e{i)): / G Eo} to { ( / , / ( / ) ) : i G Fo} and both e 
and / are of order 2. Let g identity on co \ Fo U e"Fo U Fo U / " F o . H 

We have a preliminary forcing similar to the one from the proof of Theorem 1.4. 
This time the preliminary forcing establishes a little more almost disjointness in the 
family A. This family A will be used as previously to find the Cohen supports in 
the history for the iterands adding <D-dominating reals, and now as well to find 
(disjoint from the former ones) Cohen support in the history for a new kind of 
iterands that destroys a given decomposition of length < K. 

LEMMA 3.5. By a preliminary forcing of size X that preserves cofinalities and cardi
nalities starting from the premises of Theorem 1.5 we get a forcing extension with the 
following situation: 

(a) d = cf(<9) <K<JU<X = X<X = cfU), fi+ = X, fiHo < k 
(b) A is a family of almost disjoint subsets of[fi]<K, 
(c) if{uo,u\) is a partition of /x, then there are £ G 2 and X many sets A € A such 

that A C U(, 
(d) there is a square sequence C = (Ca: a G A,lim(a)} in X = fi+ that is club 

guessing {so as in Lemma 2.2), 
(e) there is an <*-unboundedsequence (ga: a < 9) in mco. 

PROOF. We do the Baumgartner forcing first, as in Lemma 2.2. However, then 
we do not water down the resulting almost disjoint family A C [n']K as we did in 
the proof of Theorem 1.4. Let K'+ = K. How do we modify A in order to get 
item (c)? Let A be {Aa: a < X}. Enumerate by {(UQ , uf): a < X} all partitions 
of /u into two parts, each of them appearing X times. Then we choose ta € 2 such 
that \Aa Piu,a\ = \Aa\. We set A'a = Aa n ut«. Now .A' = {A'a: a < X} has also 
property (c). The rest of the proof is like in Lemma 2.2. -\ 

Now we use the forcing framework as described in equations (2.1), (2.2) and 
we use the same letters as there. However, we define a richer notion of a-
approximation, Ka. 

Fix a bijection h: m>2 ->• {in: n G co), e.g., h'{n) = £ { 3 • 2": n{n) = 1, 
n < \g(n)}, and h(^) = b(\g(n),h'(n)) for some bijection b: co x {3«: H G W } - > 

{in: n G co}. The purpose of this bijection is to interpret one Cohen real as 2m 

almost disjoint Cohen reals that operate on branches of the tree m>2. 

DEFINITION 3.6. q = (P,Q, (Ut)e<5,A,ir) = (Pq,Qq, ( U ^ < 5 , i q , wq) G H{X) is 
an a-approximation iff 

(a) F1 = PL where Qq = (Pj, Q^: j? < a(q), y < a(q)) is a finite support iteration 

ofc.c.c. forcings of length a(q) = lg(q) < X. 
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(/?) (Ue)e<5 is a partition of'lg(q). 
(y) IXo U U3 is ?/ze .se? of odd ordinals below lg(q), U2 U IX4 is a subset of the limit 

ordinals. 
(5) Clauses (c) to ( / ) / rom Definition 2.3 AoW wfrA .A instead ofAo UA\. 
(e) If P G II3 then Qp is actually a Cohen forcing but interpreted a bit differently. 

P e Qpiff 
(a) p = (n,g,b,g) = (np,gp,bp,Qp), 
(b) b C {3k: k G co} infinite, n G co, Q G "2, 
(c) {h_ 1(m): m eb} C {v: v < 0}, 
(d) g is a permutation of dora(g) = max(n + l,max(6) + 1), 
(e) g is the identity ondom(g)\(bUwi), rememberw\ = {&: A: = 1 mod 3}, 
(f) g has order 2, 
(g) g interchanges (n+ 1) n w\ andb, 
(h) /? < q ifnp C «? andbp C Z>? andgp C g? and QP < Qq. 

(£) w = (wy?: /? G IX4 H a) is .sfn'wg .SMC/; that for p G 1X4 n a, 

w^ = («/?, G/J, <f/?, e^, ;>, /^ ) 

/zai' the following properties: 
(a) K^ = cf(/c/?) G [HI ,K) , 
(b) Gy? is a Fp-name, 
(c) IFp̂  "G^ = (Gjj,,-: i < Kfi) is a Kp decomposition" 
(d) ;/;ere ii"a string {£#,•: i < Kp} C IX3 n {e + 1: e G acc(C^)} (?«e toter «<xs 

.size /i Z>y induction hypothesis) and 

(ApeAAAp^{Ay:y €pr)(U2UU4)} 

AApD {otp(e n acc(Q)) : (e G Q A e + 1 G {£#,•: i < Kp})}). 

( e ) ""Pmi„(C/,) " ^ is a witness for Gj.". So ep = {epj: i < up) 

(f) Pp = {Pfi.i '• i < Kp)> Pp.i 6 Pkj+1' Pp "• a ^-system, see later for F't, 

(g) 7> = (y>,/: i < tp) is increasing, jpj < Kp, 
(h) Pp,i^gj(p,i) G G W w . 

(77) For P e U4 we define Fp+i as follows: First we have yvp as in item (£). We let 
p G P^+i iffp: P + \ ^ \ , p \ pefpand 

p\p\\-v,p{P) = (n,f,u) 

An G co 

A f: n -> co 

Au <Z Kp is finite 

A (Vi G «)(/>/,,, G G(P„)) 

A |{ie*cA :/>/».,- GG(P^)}| = K/J 

A / is a permutation of order 2 

A Vw G « \ (tui U ( J i ^ , ^ , ) : i G «})/(m) = w 

A Q((p.i) \ n,i & u, arepairwise different. 
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p <p/(+l q iff 

a \ P ll-P/g np{p) < nq(p) 

A fp(p) Q fq(fi) 

A (Vi G up{/j))(Vn e [np{fs), « ? w ) nZ>p(^.)) 

(G^., ° ?/*,• °?^,-)(>0 = fq(fi)M)-
(9) For a < lg(q) we fef P^ = (P')« be those p G P a st/cn that for yS e dom(p) 

/?(/?) is an object from V ana" not just a name and for y G dom(p) n U2 the 
requirements for P'afrom Definition 2.3 (g) hold and for y G dom(j?) n IX4 

p t 7 lhp7 i G ̂ (y) -> (prJ <Vy p \ y 

A £yj G dom(p) 

A p f £yJ forces a value to eyJyJ \ lg(p(£y,i)), 

A ^ ( 7 ) < \g(p(iy,i)))• 

Again we call (/?(£>,,,•), eyjyi \ lg(p{£yj))) in our indiscemibility arguments hPiyj. 

NOTATION/OBSERVATION 3.7. For £, G IX3 we get the generic objects (g,g,B) = 
(q(,gj,B{) := (LKh-'to:* G *,,/> G G(q{)},Ute,:/> G G(Qj},U(V 
p G G(Qf)}) £ ffl2x Sym(co) x £P{a>) and B\ is an infinite subset 'of {n < co: 
h~'(«) < Q%}, it is considered as a branch by the identification h. 

NOTATION 3.8. For B e U4, Let {Upjp) = (\J{up: p G G{Qp)},\J{fp: 
P G G(Qp)}), 

Now we show that the forcing P is as desired. 

LEMMA 3.9. For q G Ka, P^ is dense in ¥a. 

PROOF. Like in Lemma 2.8. 

LEMMA 3.10. For /? G U4, if(npj '• i < Kp) is such that up is not cofinal in fi there 
are tp G 2, Ap G At/I and {£pj: i < Kp} such that Equation (2.3) in the Definition of 
P/j+i are true. Then Qp ^ 0 and for every n G co, z'o G Kp,theq G P^+i with nq^ > n 
and 3i G uq^ n [io, Kp) are dense in Fp+i. 

PROOF. The first statement follows from Definition 2.2(c) and (d), applied to 
u\ = {otp(e U acc(Cyj)): (npj: i < Kp) is a P£+i-name} and ju \ u\ = UQ: Since 
|«o| < M there are £p, pp, tp and Ap for u\ as in Def. 3.6(C). This is shown as in 
the proof of Lemma 2.7. So we can define P/?+i- Now for the density argument: 
Let p G Po+1 be given. We assume n > np^ and up^ < k- We show that there is 
q > p such that for np <m <nq for i G up(p), if m G bp^ y then 

q lh fq(p)(m) = gifjM ° efijfJ ° g(pjM 
and such that fq(p) is a permutation of nq^ and such that it is the identity on 
nq(p) x ("i u {J{bq(in,)'- i G "/>(/?)})• Now up(p) is finite. Fix for a moment a P^+i 
generic G with p G G. First choose i G {i: ppj G G} \ io- Since Fp has the c.c.c. 
and since ppj G P^ such an i exists. We let uq^ = up^ U {/}. h~l(m) > g^fi \ np 

for just one i G up^, since g^ \ np^ for i G up^ are pairwise different. We can 
choose fq(m) so that the equation is true. The c.c.c. for Q^ is proved by induction 
on lg(q) as in the proof of Lemma 2.5. H 
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Remark 3.11. In Section 2 finding a bound g for many {tjpj: i < Kp} is easier 
than showing that for f$ e U4, Gp is not a decomposition since we have to put 
together permutations on the almost disjoint (by the last clause in Def. 3.6(77)) s e t s 

(B(fl: i e C/js). The set Up is not all of {/' < Kp: pp{ e G{Fp)} but as in Section 2, 
an unbounded subset of Kp suffices. 

Now we take the framework as in the previous section 2.4, 2.5, 2.6. We let 
P = K * PGK, now with the a-approximations from Definition 3.6. 

LEMMA 3.12. In the generic extension by P = K * PGK, MA<^ holds and mcf > K 
and cf(Sym(co)) > K. 

PROOF. MA<a and mcf > K are shown as in Lemma 2.7. Now let a P-name for 
a decomposition G = (G,-: / < «') of length K' < K and a P-name (<?,•: / < /«') for 
a witness for G, and (p, p) e P be given. As PGK is c.c.c. and K is (< >l)-closed we 
can assume that p — p e Pp. We show that there is a stronger (q, p) >p (p, p) that 
forces that G is not a decomposition. 

We choose (qa: a < X) continuously increasing in < K such that qo = p and and 
qa+i forces a P ^ ^ - n a m e to G, n ^{co)^" and a P j j ^^ -name to et e (raco)vP"° 
for each 1 < K'. 

For this we use 2m = 9 < X and known reflection properties of finite support 
iterations of c.c.c. iterands of size < X. Then E — {lg(qa): a < X} is a club in X. 
So by clubguessing property of C, there are /? > lg(p), (I £ E, cf(y9) = ju and 
Cp C E and otp(C^) > K'. Let q be that q„ with lg(qQ) = p. Let {e{i): i < ju} 
enumerate limits of Cp, and note that i i-> otp(acc(C/?) n e(/)) is injective. We 
choose {e'(i): z < K'} C U3 n {e(z') + 1: i < fi} and we choose A = A% such that 

(A eAAA i {A^: y e 0 n {U\ U Uj)} 

A ^ 3 {otp(enC / ; ) : (e e C/? A e + 1 e {e'(z'): i < «$})})• (3.3) 

Now we thin out (e'(z'): i < Kp) to a continuous sequence (£(/): i < Kp) such that 
there are pp = (/»,•: z < K/?), />, e lPf(,-+1)> i5/? is a A-system, and y'̂  = (y^,-: / < Kp) 
is increasing, j p j < Kp, p{ lhP^+|) g({/u) e GpJfr 

Now we define q+ > K q and w^ 

(a) q+ e Kp+\, jp as above, 

(b) A}' =A. 

(c) Kf = K', 

(d) (Gfi:i<Kf) = (Gi:i<K'), 

(e) < ? £ : / < / # > = (? , - : /<«' ) . 

(f) $ i = P+(fi,i) = Z(i) + l a s above, 

So Qjf is defined by (a) to (g). 

Now P ^ has the c.c.c, hence there is p' >pq+ p, 

p' H-P,4 "U = {i < K' : pi e G(Pq), i e Up} has cardinality K'". 
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So (q+, p') forces for the Q„ -generic real fp that (by Def. 3.6(n)(b)) 

(Vi G U){Tm e BifJ)(fj{m) = (gJpj °eNfi ogJpi)(m). 

We take a P*1 -generic filter G with p' e G and let x[G] = x. We can invert the 
composition of permutations and together withg^' B^. = w\ we get 

ePJ,An) = far.,•°//»°ftw)(») 
for all n G wi but finitely many. Since outside w\, epj and the righthand side 
are the identity and w\ is recursive, we so have that epj^p^ is in the step of the 
decomposition as the righthand side. Note that by Def. 3.6({)(h), gpt e Gpj/U. 
Now Up is cofinal in Kp and jpj is cofinal in Kp and Gp is a decomposition. Hence 
there is i G Up such that fp G Gpj^py A permutation with finite support making 
up for the finitely many mistakes is in Gp$. So also epjpi G Gpj/ti. So fp shows 
that (epj : i < Kp) is not a witness for the decomposition Gp. 

How did we refer to Gp? Only j{p, •): Kp -> Kp entered the forcing Qp. So if an 
iteration covers all possible j and all witnesses, then it covers all short decomposi
tions. This argument is used for the remark from the end of the introduction, that 
CO11(K, X) does not destroy the achievement of Theorem 1.5. H 

Now in the remainder we prove that in the generic extension b = 9. 

LEMMA 3.13. Let g = {g£: e < 9) be a <*-increasing sequence in V that does not 
have an upper bound, d < 9 < K. Then, for every a < X, after forcing with Pq for 
q G K0, the sequence g is still unbounded. 

COROLLARY 3.14. After forcing with P, g is unbounded. 

Proof of the lemma. Towards a contradiction assume that q G Ka and there is 
p, G Pq and there is a P^-name g such that /?» Ihpq (Ve < 9)(ge <* g). 

Hence we can choose for e < 6~, (pe,n£) with the following properties: pe G (P')a, 
P* < n Pe, ne G co and pe lhpq n G [n6,co) -> ge(n) < g{n) and let pE(y) = 
(nej,fe.y,u£j) for y G dom(pe) n (U2 U IX4). We let ue = \J{ue,y: y G dom(/>E) n 
(U2UU4)}. 

Now by the A-system lemma and by Fodor's lemma there is a stationary S c 9 
and there are 

(«•, w*, m\, vt, u*, (ny, /y )>,<=„„ n(u2nu4)> \P**)yev,n(u„uu,uu,)) 

with the following homogeneity properties: 

(1) Fore G S, \dom(pe)\ = m* and«e = «* and \us\ = m\. 
(2) For e G S, p0 ^ fii G dom(^£) n (U2 U U4) the finite set {£poJo: i0 < «&} n 

{£/?,,;,: ' < «#} (as in equation (3.1), that together with Definition 3.6(d) 
ensures the claimed finiteness) is independent of e, just dependent on the 
position of ySo and fi\ in dom(/?e). 

(3) For E / ( e S, &ora{pe) n dom(/>j) = u* and ue n Mf = M*. 
(4) For e, £ G S the function OP(dom(/?£),dom(/?f)) maps v* to itself and 

(A>, £/*„,,„) to (fii,Zpui]), that means: if i0 G uPeW, then *i G w ^ , ) , and 
if)? G U 2 U U 4 a n d / G H ^ , , then / j f t , A , , 0 = hPoplJr OP(dom(/?£),dom(/?c)) 
preserves the predicates U,. 

(5) For e G S, if y G u* n (IX2 U U4), then «£,7 = ny and /e ,y = fy. 
(6) For £ G S, if y G v, n (U0 U U\ U U3) then ^ ( 7 ) = /?;*. 
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We fix e = (e(k): k G co) with the following properties: The sequence (e{k): 
k G co) is increasing e(k) e S and there is n > n*,ny y G vt, such that pe(k) lh 
ge(k)(n) > k for every k. 

Now take q G F'a, q > pe^ such that q lh g(«) = i for some r G co. 
Since dom(p£), £ 6 S, is a A-system with root v„ there is &(*) > i such that 

dom(/?e(A.(„))) n dom{q) C v*, w.l.o.g., = u* and uq = U{"?(}>): 7 e dom(^r) n U2}. 
Now here is the critical claim, leading to a contradiction: 

CLAIM 3.15. The conditions p£(k(*)) andq are compatible in P*1. 

PROOF. The obvious candidate for a condition witnessing compatibility is r with 
the properties (a) to (e) from the proof of Claim 2.12. AsintheproofofClaim2.12, 
we let W( for £, G Ho be defined as there for /? G v*, £, = £pj G domC/?^,))) n Ho \ 
dom(^r). Since .A consists of almost disjoint sets, the proof in Claim 2.12 shows that 
w^ is a singleton so ft is well defined. We correct r by to a stronger condition r+ by 
letting, for fi G w«, £ = ^,- G dom(p£(i(,))) n H0 \ dom(^r) with w^ ^ 0, 

r+(o = K«fni-^.i-^. . . .>. 
and otherwise r+{£,) — r{£,). Now r+ > q, pe(k(*)) m t n e °ld cases. 

Does r+ belong to Pa? Is it > q, pe(k(*){! The new critical case in r+ > pe(k(*)) is 

(VjS e v* n iu) 
r+ r p lh (v/ e «A(t(.))(/,) x M,( / ! ) ) ^ 

( V / n e l n / , , ^ / ^ , ) ) ! - ! * ^ , . , ^ ) ) 

Fix;?' G w«nU4. Let/ ' G uPs(kM)(p>)- Let£ = <̂ /,,v e dom(/>£(A.W))rVU2\dom(g). 
(For £ G dom(#), (3.4) is true as q is a condition.) We consider 

v{ = { / f€ i>. ntl3:pj)(f/».» =<?)}• 

Since A is a family of almost disjoint sets, and £, = £pij> G dom(pe^k^) n 
IX2 \ dom(#), V{ is a singleton: If /?o 7̂  /?i G w<j, then by Definition 3.6(d), 
{^0,: 1 < K/joJnf^,,;: r < K^,} is finite and non-empty and by item (2) independent 
of e G S. Since u* is the heart of the A-system dom(pe), e € S, there is e G S such 
that dom{pe) \ v* is disjoint from this finite set. By the indiscernibility (2) also 
dom(/)£(jt(+))) \ w* is disjoint from the finite set, in contradiction to the choice of 
£ G dom{pe{kM)) n H0 \ dom(q) C dom{pe{kM)) \ v*. 

First case: m G [np,lg(pe[kM)(0))^bPMt){illj). Then fq(p){m) is the shift of the 
witness epj to the branch &r+(£«,•) by £{/<<• a s r e q m r e d in pe{k(*))(fi) ^ r(P)- Why? 
The point is that we look at £0 = £p,v = OP(dom(pe^k^), dom(p£^))(^) and 
recall we have that p \ £yj forcesa value to p(£y,i) and we have the same p. (£y>.) for 
y G v*. Since /? G v*, and i G uPe{kM)(p), £0 = £/?,/' for some / ' G uPdm{p)- So we 
have from g > pe^ that 

?r/? IH (Vm e [/./,,lg(/W/J))) n * w , / ( , ) ) 
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Now since n < \g(pe{k(f)){0) = lg(/>£(o)(&>)) and pe{k{t))(£)) = pe{0)Uo), already 
/>£(0) forces this: 

Pe(0) r P IH (Vm 6 [«/j,lg(/A(0)(/»))) n^E W. ) {^ . ) ) 

(fq(H)(m) = g(fj, o efJfjl o g{w, (m)). 

Now from the requirement about the same h in item (4) of the homogeneity prop
erties we get 

Pe(k(,) \ P I!" (V»l £ [ "^g ( / f ! ( i M ) (« ) )^ P e ( 1 | , | ( ( , ) ) 

(fq(fiM) = gifj ° ?y»J/w °ft/ l ( (»«)), 

and hence 

r
+ r^ih(vm G N,ig(/A w, ) ) W))n^( t w K w )) 

(fq(p)(™) = g(fJ ° epjfj ogfaim)). 

Second case: Now we look at lg(/»e(fc(*))(<^)) < w < lg(/?( / ?), m G bPe{H^f.) and 
£ = £pj. Now we can change neither fq(p) nor epj^y However, we can make 
them conjugated by correcting, i.e., strengthening, our condition r+ once more to 
a condition called r++: Note v^ is a singleton, and £ G U3 \ dom(#) and hence 
r+(0 = r(0 = />e(o)(£) = />e(*(.))(f). 

So for £, and the unique /? e v* such that v<j = {/?}, we have that also there is just 

one / such there is p G v$ with ^,- = <?;. We let 

r + (£) = (« r + ( f l .?r+(f l .*r+K)^r + K)) ' 

so lg(r+(£)) = lg(/>e(*W)(f)) = «f+(f). We let 

so that form G [lg(/?£(*(*))(^)),lg(/?(W)) n Z ^ , , ^ , ) ) , 

Note that such an r + + exists by Lemma 3.5, since supp(e#,) C woandsupp(/?(jgj) C 
w\. So for any fi G v* with {/?} = v<j we get 

r + + t jff lh (Viw G [nfi,lg(fqi/1)))nbr++{ifi)) 

(fq(P)(m)= gifJ o e W w o gf ̂ . (w)). H 

§4. Open questions. 

QUESTION 4.1. Is cf (Sym(co)) < mcf a consequence of ZFC1 

Remark: If there are no 2-points, the answer is positive, even for cf*(Sym(eo)), 
see [1]. 

QUESTION 4.2. Is cf (Sym(co)) > 0/ a consequence o/ZFC? 

Remark: The answer is positive for Q, by Brendle and Losada [5]. 
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