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A COMPACTNESS THEOREM FOR SINGULAR 
CARDINALS, FREE ALGEBRAS, WHITEHEAD 

PROBLEM AND TRANSVERSALS 

BY 

SAHARON SHELAH* 

ABSTRACT 

We prove, in an axiomatic way, a compactness theorem for singular cardinals. 
We apply it to prove that, for singular A, every A-free algebra is free; and 
similar compactness results for transversals and colouring numbers. For the 
general result on free algebras, we develop some filters on SK(A). As an 
application we conclude that V = L implies that every Whitehead group is 
free. 

0. Introduction 

General iz ing the c o m p a c t n e s s  t heo rem is a natural  quest ion.  H a n f  [9] p roved  

that  the genera l iza t ion "a  set of  sen tences  in LK.K which  every  < K of  them 

have a model ,  has a mode l "  usual ly fails; moreover ,  the coun te r example  has 

cardinal i ty  K. La te r  the var ious  genera l iza t ions  were  classified (by equiva lence  

and implications),  and the theory  of  large cardinals  arose  (with not ion as K 

weakly  compac t ,  measurable ,  compac t ,  supercompac t ) .  Gust in  asked  when 

does PT(A, X) hold (PT(A, X) means ,  that  if S is a family  of  h sets, each of  

cardinal i ty  < X, and every  subfamily  with < h sets has a t ransversa l  (see Def.  

2.1), then S has a t ransversal) .  The  ques t ion  was ment ioned  by Erd6s  and 

Hajnai  [6, 7, p rob lem 42 (C)]. Shelah [25] p roved ,  in fact ,  that  X < A, cf  h = N0, 

implies PT(A,X). Clearly not  PT(N1,N,), and in fac t  not  PT(A,A)  (see [22]). 

Milner and Shelah [21] p roved  that,  fo r  regular  h, not  PT(A,X) implies not  

PT(A+,X), hence  not  PT(~, ,N,) .  It is clear  (see [7], p. 279) that  S~ implies not  

PT(A,X§ where  

S~:A,X are regular  cardinals ,  X < A ,  and there is a 

s ta t ionary  set A C_ h such that a E A =), cf  a = X, and for  

any  limit /~ < h, ~ f3 A is not  a s ta t ionary  subset  of  & 
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320 s. SHELAH Israel J. Math., 

Note that, if g < A are regular, A is not weakly compact, and V = L, then S~ 

holds (for X = No by [17], for ~, >No by a slight strengthening of [17] due to A. 

Beler). 

Note also that, when A" < A,A weakly compact, then PT(A,)t') (see [22]). 

Later the author observed that there was a great similarity between the 

results just mentioned and the research on the existence of A-free non-A '-free 

(abelian) groups. 

A question on this appeared in [18] and later in [8]. Specker [32] proved 

incompactness (i.e. existence) for abelian groups, A = •. ; Higman [14] proved, 

for groups, incompactness in N, and compactness in strong limit A, cf A = No. 

Griffith [16] proved the existence of N.-free non-free abelian groups (whose 

cardinality was not necessarily N.). Hill [10] proved the existence of N.-free 

non-free abelian groups of cardinality No. and proved the compactness result 

for A when cfA = No. Eklof [3], Gregory [15] and the author [26] independently 

proved that S~ implies incompactness in A for abelian groups. Eklof [4] and 

Gregory [15] proved, independently, that for abelian groups, incompactness in 

A, A regular, implies incompactness in A ', hence proved (independently of Hill) 

the incompactness in N.. Mekler [24] generalized those results to groups, except 

for the last one, which he proved for N. only. He also proved again the 

compactness result from the model theoretic theorem of Chang [2]: if M, N are 

L ~  -eigenvalent, and of cardinality =A, and cfA =No, then M, N are 

isomorphic. Eklof and Mekler [24] proved that if K is a compact cardinal, every 

K-free (abelian) group is free. Kueker [20] proved the compactness result for 

freeness in any variety for strong limit A of cofinality No. 

This led me to the following conjecture (only the simple cases are given, as X 
can be added): 

CONJE(TrURE A. The following properties of A are equivalent: 

(I) PT(A, N1). 

(2) If G is a graph with A vertices, and every subgraph of G spanned by 

< A vertices has colouring number ~ No, then G has colouring number ~ ~ .  

(3) If G is a A-free group (i.e. every subgroup of cardinality < A is free), 

then G is A'-free. 

(4) As (3) for abelian groups. 

We shall give here a positive result for singular A for (1)-(4). Hence we have 

a complete answer when V = L (for (2) see [25]). 

By [26] (see Fuchs [8] for the group-theoretic information) we can use our 

compactness theorem to prove (here we deal with abelian groups): 
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THEOREM 0.1. (A) ( V = L)  Every Whitehead group is free. 

(B) The statement "every Whitehead group is free" is independent of  and 

consistent with ZFC. 

PRoov. (A) We prove by induction on it that every Whitehead group A is 

it ' - f ree .  

(I) For it = Ito the proof is well known (see e.g. [8]). 

(2) it regular: as being a Whitehead group is hereditary, and by the 

induction hypothesis we can assume I A ] = it and A is it-free, the proof in [26] 

works. 

(3) it singular: as being a Whitehead group is hereditary,  and by the 

induction hypothesis A is it-free, hence, by Theorem 2.4. A is i t ' - f ree .  

(B) Immediate by [26] and part (A). 

Hill [12] proved that it-free abelian groups are it *-free when cfit  = It,. Let us 

explain his proof. Let A be a it-free group, [ A ] =  2(; then we can find an 

increasing and continuous sequence of pure subgroups of A, 

A , ( i < w , ) .  A = U A,. IA,/<it. 
i < w  I 

So A~ is free and let L be a basis of A,. Choose an increasing and continuous 

sequence of pure subgroups of A. 

A',{i<,, , ,) ,  A = tO A;, IA, l< i t ,  

so that A', N A, is generated by a subset of .I,.. Now choose an increasing and 

continuous sequence of pure subgroups of A. B~ (i < it ), so that ]B~.,/B~ I <- l,l, 

and Bi n A} is generated by a subset of I~ (1} a fixed basis of A ) .  Hill then 

proved that B~.,/B, is free. He used his theorems: 

(I) ([14l) /.t" [B] =i t , ,  B an abelian group, B = U~r B, increasing and 

continuous. B, free. and B,.,/  B, is It,-free, then B is free. 

(2) ([ 11 ]) If  B, is a pure subgroup of  B, , ,, B, is free. then U ~ ~ B, is free. 

This proof is an embryonic form of Lemmas 1.8, 1.10 (see below). 

SCHEME OV OUR PROOE. We first give the axioms, and prove technical 

Lemmas 1.1, 1.2. [ .emma 1.3 is a generalization of : if A is a i t*-free 

group,B C_ A, [B] < it, then there is C, B _C C _C A, [C] < it, C is free and A / B  

is l i t - f ree .  Then we introduce our central notion when A / B  is P~(it)-free. 

Lemma 1.4 is technical, and Lemmas 1.5, 1.6, 1.7 prove that the notion 

Po(it)- free satisfies (variants of) the axioms VI, V, VII. In 1.8 we prove that, if 

it is singular, A / B  is A-free, ]A 1 = A, then A / B  is P~(cf i t ) - f ree  for a _-< it. In 
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1.10 we prove that, if A/B is P ,+~(g) - f ree , /x  --<_N~ or a => to, then A/B is free 

and 1.9 proves the main point of 1.10. Lemmas 1.11,2.1(1), (3)-15) are not really 

needed. In Section 2 we apply Section 1 to the cases of conjecture A, and to 

free algebras in general. For  A-free groups and A-free abelian groups we get 

compactness  for singular A. To get this result for algebras, we deal in Section 3 

with E-f reeness  for filters E over  SK(A) and get that, if rcf A =< -< A (e,g. A 

strong limit singular or A = N~+~), then without Ax I* we get that A-free are 

A+-free. Using results from Section 3 in Section 2, we prove that if A is a 

A-free algebra, cf A < A, then A is A+-free. We also prove that K+-freeness of 

A (or K-freeness, for limit K) implies L~,K-equivalence to a free algebra. This 

improves previous results of Mekler [24] (on groups and abelian groups he uses 

Ax I*) and Kueker  [201 (for general algebras, but from (2~)+-freeness he 

obtains L| or assumes K is strong limit). (Notice that his filter 

"almost  all K+-subalgebras of A "  is contained in E~(A). Our filters are a 

combination of his filters, with the construction of models of saturation in [28] 

VII Section 1. Our results are stronger, as our hypotheses look like: the set of 

non-free C _C A, I C I = K does not belong to the filter.) 

Ax I* has a special role, because in some applications we use two settings: 

one in which it is satisfied, so we can use 1.8, and one in which it fails but 

X, = No, so it is easier to use 1.10. 

In [29] we shall give abstract form to (and strengthen) the theorem on 

"A-incompactness implies A§ ''. E.g. we prove it for groups, 

and also generally, that V = L implies the equivalence of all our properties. We 

prove some independence results disproving conjecture A. It is consistent that 

every 2"o-free group (or abelian group) is free; and it is also consistent that a 

graph has colouring number =< No iff every subgraph with _<-N1 vertices has 

colouring number -< No. We shall also put results from Baumgartner [1] into our 

scheme, and show the connection with some filters. We also prove in 

conjecture A that (I) o (3) o (4) "~. 

Our results were announced in [27], [30], [31]. 

CONJECTURE B. Prove that in 3.8 we cannot omit rcf A --- =< A. 

Possibly for a =to,  or a =to, to;  when N o < 2  "* there is an N~-free not 

N~+,-free pair of rings. 

OPEN PROBLEM C. What is the situation in conjecture A for A = N,+,? It 

seems likely that the result is independent.  

" '  We also eliminate AxI*, so also problems B, C are solved. 
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OPEN PROBLEM D. Are our axioms the right ones (i.e., are there axioms, not 

much more complicated, applicable to cases which we cannot include in our 

scheme), and what is the situation for chromatic numbers and property B? (See 

[6], [7] problem 42.) 

OPEN PROBLEM E. (l) Characterize the varieties which satisfy Ax I* (or 

even those for which being free is hereditary). 

(2) Characterize the varieties (and the r ' s )  such that there is a r (even if 

V = L) such that any K-free algebra is free. 

CONJECTURE F'. Prove that for r < [A  I, Kueker filters (see e.g. [20]) (for 

almost all subsets of A of cardinality r )  E,(A), _E,(A) are distinct. Similar 

problems arise for E~(A), E~(A) and _E,"(A). 

REMARKS AND QUESTIONS. ( l )  Lemmas 1.5, 1.6, 1.7 say that Pa(A) satisfies 

(variants of) the Axioms VI, V, VII, respectively, and 1.11, 1.3 are parallel to 

Ax III, IV and Ax VII for A-free. 

(2) We can generalize the Po(A)-free (and add to it cardinal parameters) by 

replacing in Def. 1.2 (3), (iii), (iv), (v) "free", by "r,-free". Clearly, many 
lemmas generalize. 

It may be interesting to investigate the generalizations suggested in (1) and 
(2). 

(3) Clearly, 1.8 gives a much stronger result than the one needed as a 

hypothesis in 1.10. This may suggest that our theorem could be strengthened. 

(4) Similarly to the incompactness results in [21], [4] and [16], we can show 
that P,(N,)-freeness does not imply freeness. 

(5) Clearly in 2.1 (and the conclusions) we can replace "A-free" by "not _E~- 
non-free", for arbitrarily large successors r < A. 

(6) The notion of A-free in our paper is weaker than the usual one (hence our 
results are stronger). 

(7) For abelian groups, because of the theorem in [i i], we can weaken the 
definition of P~ (A )- free, as long as we replace "subgroup" by "a pure 
subgroup". 

(8) In Section 2, when we deal with free algebras, we can replace ' T  a set of 

identities" by "F a set of universal Horn sentences" (even for sentences in 
L,..~,; i.e., members of F have the form 

(Vy)  [A, ' r , (y )  = o - , ( y ) ~  7-(y) = o.(y) ] .  

Hence our treatment is not less general than that of Kueker [20]. ~2~ 

~2~ But this free algebra is also the free algebra for some set of identities, so no generality is 
gained (remarked by M. Rubin). 
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(9) Kueker (e.g. [20]) introduces a filter on S,(A);  in Section 3 we add 

several others (E~(A), E_~ (A), E~ (A)). We can easily suggest more. A better 

understanding of their interrelations, and relations with < ~.,, is desirable, 

conjecture F is just an example. 

It seems that the filters in Section3 can be better understood as projections of 

filters on sets of sequences of members of S~(A). E.g., let for 8 < r § 

S,* (A) = {(Ai : i < 8): Ai E S. (A): A~ increasing and continuous} 

and for any function 

g: 1,3 S~(A)--->S,(A) 
j<8 

s~(a ,g)  = {(A, : i < 8) ~ S~,(A ): g((aj  : j _-< i)) C_ A,+,}. 

The sets S*~ (A,g) generate a filter over S~ (A). 

(10) In Section 3 we investigate E-freeness,  and "not E-non-freeness",  in 

order to get results on A-freeness. In may be interesting to investigate these 

notions, and their interrelations (e.g. does Ej-freeness imply E2-freeness), for 

their own sake. In this context, we can seek improvements of 3.7, 2.5, 2.6. 

(I 1) It is easy to prove that an algebra (with countable language) which is 

L=,~-free is ~t,-free, for a suitable M. 

Also, if A = U ~<~Ai, each Ai is free, A~+,/A~ is free if i is a successor or 

cf i < / z  (see Section 2 for terminology), then A is L| (i.e. equivalent 

to a free one, in the logic with the quantifiers ( . . . ( V ~ )  (3 I~) .. .)~<,, where 

< / z  (X, Y~ of length < A,A regular) and arbitrary conjunctions. Also the 

converse is true, and if e.g. V = L, tz -<- )t, p. and A are regular, we can find such 

A, I AI = A, which is not L~.G~.§ 

(12) Notice that, by 3.9, if rcf h _-< =< A, then the conditions (i), (ii) are 

equivalent. 

(i) For arbitrarily large successor K < h, A / B  is not _E,'-non-free. 

(ii) For every K < )t there are K(l) (l = 1,2), K < K(I) < h, such that A / B  is 

not E,'~t21-non-free. 

(13) We can strengthen Section 3 a little and the appropriate part of Section 

2, by replacing S, by S<,(a)  = {b C a:  Ib [< K}, mainly for regular K. 

1. The abstract setting 

In the following setting U and F are essential, whereas _M is for conve- 

nience. Let  U be a fixed algebra, with Xo operations, and F be a set of pairs 

(A,B)  where A, B are subalgebras of U or O (the empty set). Let X2 be such 
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that U, F E H ( X 2  ) ( = the family of sets which are hereditarily of cardinality 

<X2) and let M be an expansion of the model (H(x2), E ,  = , U , F )  by ~X~ 

relations and functions, and we assume M has Skolem functions. We say A is 

free over  B or A / B  E F if (A, B) ~ F. During this section U, F, M_, Xo, X,, )r are 

fixed, hence "A is free over  B "  is not ambiguous. We assume go_- < h'~--< ~2 and 

that the functions of U are functions of _M. 

NOTATION. Let A, B, C, D denote subalgebras of U or empty sets; M, N 

will denote elementary submodels of _M of cardinality X2. We shall not 

distinguish strictly between a model M and its universe [M[ and similarly for 

U, and in fact also A , . . . .  Let M < N mean M is an elementary submodel of N, 

and M < N mean M < N and M • N. For a subset V of U, cl V is the closure 

of V to Q or a subalgebra of U. We shall usually write U~Ai instead of 

cl ( U aa~). 

REMARK. TO strengthen his intuition the reader may think of an example: 

abelian groups or transversals. For abelian groups A [ B  E F will mean 

cl(A U B ) / B  is a free abelian group; and the reader may read the proof that the 

axioms hold (in Section 2) immediately after  reading the axioms. 

REMARK. The theorems using Ax I* will be marked by a star * 

SET OF AXIOMS. Ax 1". If  A is free over B and B E N, then A n N is free 

over B. 

Ax II. A is free over B iff A U B is free over B ; and always B is free over B. 

Ax III. I r A  is free over B, and B is free over C, where A D_ B D C, then A is 

free over C. 

Ax IV. If A = Ua<, A,, Ai (i < A ) increasing and continuous, Ao C B and for 

i < j < ~, Ai/Aa U B is free and A is a regular cardinal, then A is free over B. 

Ax V. Suppose D E M, C~ E M ( i < a ), B C_ D, A C_ D, D C_ Co, and C~ is 

increasing, l f  A is free over (Co A M) U B and Ca n M is free over (Co n M) U D 

for i < a, then A is free over [( U ~<~ N M] U B. '~' 

REMARK. Instead of D C_ Co we can require M N ( D -  Co)C B (just use 

Ca U D instead of Ca). We shall use this version freely. 

Ax VI. I r A  is free over B U C, and {A,B,C}C_ IV, then A n N is free over 

( B N N ) U C .  

Ax VII. IrA is free over B, and {A, B} C_ N, then A is free over ( A n  N)  U B. 

'"' It seems better to replace "C, n M is free over  ( c o n  M ) U  D'" by "'C/Co is free".  
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(2)* 

(3) 

A-free. 

CLAIM l. l .  I f  A~ (i < a)  is increasing and continuous, Ao is free over B, and 

A~.~ is free over A~ U B (for i < a ) ,  then U , < ~ A ~ i s f r e e  over B. 

PROOF. By induction on a ;  for a = 0, U ,<~A, = 0 ,  hence the conclusion 

follows by Ax II. If a = I, then U ~<~A~ = Ao, so the conclusion is one of the 

hypotheses.  If a =/3 + l, /3 a limit ordinal, then U ~<~A~ = U ,<~A, (by the 

continuity of A~), so the conclusion follows by the induction hypothesis. If 

a = fl + 2, then Ao = U ~<~§ A~ is free over  B by the induction hypothesis,  

and A~.~= U ~<.A~ is free over As U B by a hypothesis of the theorem, 

hence, by Ax III, our conclusion holds. We are left with the case a a limit 

ordinal, so A = cf a is a regular cardinal, and we can choose an increasing 

continuous sequence/3( i )  (i < A) whose limit is a,/3(0) = 0. So A = U ~<~A,,, 

Ao~,~ is increasing and continuous;  by the induction hypothesis,  A~j~ is free over  

Au,~ U B for i < j < A. By applying Ax IV (to A ', where A~ = ~ ,  A '~., = A~,~ U 

B) we obtain our conclusion. 

DEFISITION 1.1. (I) A is A-free over  B if A > g ,  and [[NIl<A, A E N ,  

B E N implies A n N is free over  B. 

(2) A is weakly A-free over  B if A > X,, and for any N, []N[[ < A, there is 

an M, IIMI[ <A, N < M ,  A A M  is free over B. 

(3) We also use the expression " 'A /B  is (weakly) A-free". 

CLAIM 1.2. (1)* A / B  is A-free iff A / B  is weakly A-free. 

I f  A / B  is A-free, B E N, II NII < A, then A n N / B is free. 

For A = ~, or even A >-_ I A [§ A / B  is free iff it is A-free iff it is weakly 

(4) I f  A,-> A2 > X,, and A / B  is A,-free, then A / B  is A2-free, hence weakly 

A~-free. Also A~-weakly free implies A2-weakly free. 

(5)* I f  A~ (i < ~) is increasing, cf 8 > A, A~ is A-free over B, then U ~<~A~ is 

A-free over B. 

(6) I r a  is free over B U C, and {A, B, C}C_ N < M, then A O M is free 

over (A A N )  U ( B A M ) U C .  

(7) I f  IA I = A > X,, A = U ~<~A~, A~ is increasing and continuous, IA~ I<  

A, and A is regular, then A / B  is free iff there is a closed unbounded set S C_ A 

such that for any i, j ~ S, i < ], A , /B  and Aj/A, U B are free. 

PROOF. (1) For the "only if" part choose M, N < M, IIMll< A, { A , B } C  M. 

Then by the definition of "A-free" ,  A n M / B  is free. On the other hand, for the 

" i f "  part, suppose {A, B} C_ N, II N II < a ; then for some M, II M I1 < A, N < M, 
a n d A  n M / B i s f r e e .  A s B E N ,  b y A x I * ( A  A M )  A N = A  n N is free over  

B. 
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(2) Choose M, N < M, II M II < A, {A, B } C_ M; then A O M/B  is free by the 

definition of "h-free",  so, by Ax I*, (A O M) n N = A O N is free over B. 
(3) Trivial. 

(4) Immediate. 

(5) If B C N, IINII< A, then for some a < a ,  ( U ,<~A,) N N C A o ;  hence 

( I,.J ,<6A,) n N = A, N N. But by 1.2(2), A~ tq N / B  is free. 

(6) B y A x V I I ,  A is free o v e r ( A N N )  U B U C .  A s N < M ,  A N N C M ,  

hence, by Ax VI, A N M is free over (A N N) U(B n M) U C. 

(7) The " i f"  part follows by 1.1. For the "only if" part assume A / B  is free 

and choose an increasing and continuous sequence N~ (i < ,~), so that i <./ 

N , < N j ,  II ll<A, {A ,B}CNo,  and AC_ U , < ^ ( A A N , ) .  Clearly, S =  

{i < A: A O N~ = A,} is closed and unbounded, and if i, i E S, i < i, then A,/B is 

free by Ax V1 and Aj/A, U B is free by 1.2(6). 

LEUMA 1.3". If A is A-free over B, A '  C_ A, and i~ + < A where ~ = [ A'] + g~, 

then there is N such that II N II = A'  c N, {A', A, B} C_ N and A is A-free over 
(A n N ) U  B. 

PROOF. Suppose there is no such N, and we shall get a contradiction. Define 

M~(i < ~ + )  by induction on i so that it is increasing by < ,  and ttMil! =/.L. 

Choose Mo so that II Moll = ~, A '  U {A ', A, B} _C Mo. If M~ is defined for i < 3, 

~5 a limit ordinal, let M~ = U ,<~Mi (it exists as M~ is increasing by < ). Clearly 
the induction hypothesis is satisfied. 

Suppose Mi is defined, and we shall define M~,,. As Mi cannot serve as N, 

necessarily there is N '  such that IIN'II< A, M, < N' ,  and A f3 N '  is not free 

over (A N M~) U B (using Ax I*). Choose N 2 such that M, < N 2, IIN21J = a and 
N ~ E N 2. 

As A is A-free over B, and B C Mo~ M~ < N ~, clearly A r N ~ is free over B, 

and as N ~ C N 2, clearly A N N '  E N2; hence, by Ax VII, A n N '  is free over 

(A AN~ON2)  UB. If A A N  ~ A N  2 is free over (A AM~)UB,  then (as 
A A M~CA N N ' n N 2 ) ,  by Ax III, we get that A A N '  is free over 

A A M~)UB, contradicting a previous hypothesis. We can conclude that 

A N N'C~ N 2 is not free over (A N Mi)U B. Notice that, as M has Skolem 

function, I N'I  tq I N21 is the universe of an elementary submodel of _M, so call it 

M~,. As I M~I C I N ' I ,  I M~ I-cIN21, clearly M, < M,.,, and as M~ E N ' ,  N 2, 

clearly M, E M~.,, so M~ < M,+,, hence the induction hypothesis holds. 

Now M = U ,<,,-M, < M, IIMll = ~ <  A, and of course {A,B}C M, hence 

(by Definition I.I) A A M  is free over B. If i < j < # +  and 

A A M f l ( A ~ M ~ ) U B  is free, then, as ( A N M j ) U B E M ~ . , ,  by Ax I*, 
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(A fq Mj)A M,., = A A M~, is free over  (A fq M~)U B, contradicting our con- 

struction. So for i < j < A .  A N M j / ( A A M , ) U B  is not free. Noticing 

I A n M, I -<- ~z < ~t § we get a contradiction by 1.2(7). 

DEFINITION 1.2.  We define when A is P,(A)-free over B (or A / B  is 

P~(A)-free); where a is an ordinal, A usually a regular cardinal, but sometimes 

a limit ordinal. We define by induction on o~: 

(1) o~ =0 .  Any pair A / B  is Po(A)-free. 

(2) a = 6 a limit ordinal. The pair A / B  is P~(A)-free iff for every 13 < a, 

A / B  is P, (A )- free. 

(3) a =/3 + 1. The pair A / B  is P~(A)-free if it has a G(A)-decomposi t ion .  

A Po(A)-decomposition of A / B  is a sequence A, (i < 8) such that: 

(i) A, is increasing and continuous. ( .J ,~A,  C_A and cf 6 = c f A ,  

AoC B. 

(ii) For i _<-i < & A~., is Pz(A)-free over A, U B. 

(iii) A is free over U ~<~A~ U B. 

(iv) A~., is free over B (for i <  8). 

(v) For i < j < &  Ai., is free over  A,.,. 

REMARK. Notice that the definition depends on U and F only (and not on 

M). 

DEFINmON 1.3. The Pz(Z)-decomposi t ion is called standard if 6 = cf A. 

CLAIM 1.4. (l) If A / B  is P~(8)-free, y<=ct, cf 8 ' = c f  ,5, then A / B  is 
P,(8')-free. The same holds for decompositions. 

(2) If A / B  has a P~(A)-decomposition, then A / B  has a standard P,(A)- 

decomposition. 

PROOF. (I) We prove it by induction on o~. For a = 0 it is self-evident, and 

for o~ limit it follows by the induction hypothesis and the definition. 

For o~ =/3 + 1 let A, (i < 6,) be a P~(6)-decomposit ion of A/B,  cf 6, = cf 6. 

Then by the induction hypothesis we see (checking Def. 1.2) that for every  

~r ~ /3  it is a Pr of A lB, hence A / B  is Pr If ~ is a 

successor, choose r such that r + 1 = % if 3, = 0 there is nothing to prove, and 

for y limit it should be clear from the definition. 

(2) Let A~ (i < 8) be a P~(A)-decomposition of A/B. Choose an increasing 

continuous sequence of ordinals j(i) (i < cf A ) which converge to 6 so that, for 

i successor,  j(i) is a successor and j ( 0 ) = 0 .  Clearly, Am~ ( i < c f A )  is a 

P.(A)-decomposi t ion (check Def. 1.2), hence a standard one. 

Sh:52



Vol. 21, 1975 A COMPACTNESS THEOREM 329 

LEM~A 1.5. If A / B U C  is P,(h)-free (A a regular cardinal) and 

{ A , B , C , A , a } U a C _ N  and h A N  is an initial segment of  A, then 

A A N / ( B A N )  D C  is P~(8*)-free where 8 * = A  A N = t h e  order type of 

A N N = the first ordinal not in N. 

PROOF. By induction on a ;  

a = 0: There is nothing to prove. 

a limit: Immediate, by the induction hypothesis. 

a =/3 + 1: Let A, (i < A) be a standard P~(h)-decomposi t ion of A / B  such 

that (A,: i < A)E N (clearly it exists as N < _M). Clearly, (A, n N:  i < 8") is 

increasing, continuous and of length of cofinality cf 8" and 

U (A, A N ) C _ A  A N ,  A o A N C _ ( B N N ) U C ,  
i<&* 

hence (i) from Definition 1.2(3) holds. For (ii) use the induction hypothesis. As 

for (iv), {A,+,,B,C}C_N, so, as A i + J B U C  is free, by Ax VI also 

A,+, n N/ (B  n N)  U C is free. We can prove (v) similarly. As for (iii), notice 
that (A,§ - A,) n N ~  ~ implies i E N, hence 

U (A, A N ) = ( ~ y ,  A , ) A N ,  
i<z~* 

so (iii) also is easy by Ax VI. 

LEMMA 1.6. Suppose D E M, C~ E M (i < V) and B C_ D, A C_ D, D C_ Co, 
and C~ is increasing, h a regular cardinal. 

I[ A is P~(A)-free over (Co n M) O B and C~ n M is free over (Co n M) u D, 

then A is Pa(A)-[ree over ( U i<~Cl n M) U B. 

REMARK. We can replace the demand D C_ Co by M n (D - Co) c_ B (just 
replace Ci by Ci U D). We shall use this remark freely. 

PROOF. We shall prove by induction on a ;  

a = 0: The conclusion says nothing. 

a limit: The conclusion follows by the induction hypothesis. 

a = fl + 1: Let A, (i < A )  be a standard P0 (A )- decomposit ion of A/(CoN 

M ) U B ,  and we shall prove that it is also a P~(A)-decomposit ion of 

A/(  U ~<,C~ n M ) U  B. We check the conditions of Definition 1.2(3). 

Condition (i) is obvious. Let i < j < A, j a successor,  then Aj is P~(A)-free 

over A~ U (Co N M) U B. By the induction hypothesis with Aj, A, U B replacing 

A, B, respectively,  we get that At is P~(A)-free over A~ U [ U ~<, C~ N M] U B, 
hence condition (ii) holds. 
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By the choice of A, ( i < A ) , A  is free over U , < ~ A i u ( C o n M ) u B ,  s o b y  

Ax V (with U , < , A ,  U B  replacing B), A is free over U , < , A , U  

(U~<~C~ n M) U B, hence condition (iii) holds. 

Conditions (iv) and (v) can be proved similarly. 

LEMMA 1.7. SupposeAisregular, A > x , , a n d a U A  U{A,B,a,A}C_N. I f A  

is Po(A )-free over B, then A is P,,(A )-free over ( A n  N) U B. 

PROOF. By induction on a ;  

a = 0 or a limit: Immediate. 

a =/3 + 1: Let (A,:i  < A)E N be a P,(A)-decomposition of A/B,  and we 

shall show that it is a P,(A)-decomposition of A/(A  n N)  U B. As )t c_ N, for 

each i < A ,  A~EN.  

Let us check the conditions of Def. 1.2(3). 

Condition (i) is immediate. As {A,B,U,<~A~}C N and A/U~<,A~ U B is 

free, by Ax VII A is free over (A O N) U Ui<,A~ U B, so condition (iii) holds. 

For i < A, A,., /B is free, A,., E N, hence, by Ax VII, A,.,/(A,., n N)  O B is 

free. Now f o r /  > i, Aj.I/A,,, U B is free. hence, by Ax VI. Ai., O N/A~.I O B is 

free. So we can apply Ax V with N, A,.,, B, A,,, U B,A, A,+~.,(~ < A) for M, A, 

B, D, y, C~(~" < y), respectively (notice that A,.,, B, A~.~., E N). We get that 

A , . , i s f r e e o v e r  ( U  A,-, N N) U B = ( U A, A N)  U B. 
A * l ~ ; i  j < A  

Now clearly A / U , < ~ A ~ U B  is free, hence, by Ax VI, A A N I  

[ U ~<,Ai n N] u B is free. Now apply again Ax V with A~.,, B, A,., U B, 2. 

( U ,<~ A, A ) for A, B, D, 7, (C, : i < y), respectively. Hence A~_,/(A n N)  u B 

is free, so condition (iv) holds. 

The proof of condition (v) is similar, and also the proof of ( i i ) I u s i n g  1.6 

instead of Ax V. 

THEOREM 1.8. (I)* If tX is a singular cardinal. /~ >)(, ,  cf /x = A, and A is 

i~-free over B, IA I = i.t, then A / B  is Po(A)-free for every a <- It. 

(2) If  lz is as above, I A I = / z ;  and for every N, It NII < ~, there is M, N < M, 

][Mll < ~ such that A is ~t-free over ( A n M) O B; and A O M / B is free, then 
A / B  is Pa(A)-free for every a <- Iz. 

(3) Suppose that I~ is as above, I AI = I~, A / B  is tx-free; and there are 

N ~ ( i < A )  such that A U{A,B}C_No, i < j ~  N~<Nj, and [or limit ~ < a .  
N5 = U,<sN,  and I[N,I< ja and A C_ U,<,  N~. 

Suppose also that A / ( A O N ~ ) U B  is ii-free or for every i < j < a ,  

A O N,.j /B and A n N~+j/(A n N~_,) U B are free. Then A / B  is Po(a)-free for 
every a <-Ix. 
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PROOF. (I), (2) We prove by induction on a ;  

a = 0 or a limit: For a = 0 we have nothing to prove, and for a limit the 

proof follows by the induction hypothesis. 

a =/3 + 1 : Let A = {aj : j </Z }, p. = Y.,<~/Z~, /~, increasing, /Z, </Z. 

Define by induction on i < A, a model N, so that II N, II </Z, J < i :ff Nj < N;. 

For i = 0, choose any No, II Noll </z, A u {A, B} c_ No. For limit i, N, = U j<, Nj 

(exists by the induction hypothesis, which clearly continues to hold, and 

IIN, II</Z as i < A  = c f  /Z). 

If N~ is defined, choose N,+, so that N~ < N,+,, {at: ./</Z,} C_ N,§ II  +,11 < I, 
and A is /z-free over ( A n  N,+,)U B (possible in (1) by 1.3, in (2) by an 

assumption). 

We shall prove that ( A n  N~:i < A )  is a P~ (A )- decomposition of A/B. 

Denote A~ = A N N, and let us check the conditions of Def. 1.2(3). 

Condition (i) is trivially true, and condition (iii) holds by Ax II as 

A = { a , : i < / z }  = U {a,:i</z,}c_ U (A A N , , , ) =  U A,C  U A, UB. 
i < A  i<) t  /<A  i<~. 

Also condition (iv) holds (by Def. 1.1). By the choice of N~+,, A/(A O 1V,+O U B 

is /z-free, and, for j > i + l ,  {A,B,N,+,}C_Nj, hence, by Def. 1.1, 

A n N~/(A n N,.,)U B is free, so condition (v) holds. 

Thus only condition (ii) is left; let i < . / <  A, i successor, so N~ < N~ and 

{A,B}C_NoCN,  hence, by 1.7 and the induction hypothesis ( = A / B  is 

P~ (A)- free), 

A/(A A N ~ ) U B  is P~(A)-free, 

hence, by 1.5 (noting N, E Nj, hence A n N, E Nj), 

( A A N t )  is P~(A)-free over [ ( A A N , ) O N j ] U B = ( A A N , ) U B ,  

so we prove condition (ii). 

(3) We can prove it similarly. 

LEMMA 1.9. Suppose aU{A ,~ ,A ,B ,C}CNo,  No<N1,  A>X1, A regular, 

N, AA = 8, <A, IIN, II--FS, I> A, IA I=A and cf 8, =to. 

I[ A is P,§ )-[ree over B U C, then A n N, is P,(cf  8o)-/ree over ( A n  No) U 

(B n N,) U C. 

PROOF. We prove by induction on a ;  

a = 0 o r  a limit: Immediate. 

a =/3 + I: Let (A~: i < A)E No be a P~+~(A)-decomposition of A/B  U C, 
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and we shall prove that A ~, = A, n N, (i < go) is a P~(cf ~o)-decomposition of 

A ON,/(A NNo) U ( B A N , ) U C .  
Condition (i) follows immediately, and for condition (ii) use the induction 

hypothesis: for i < j < go, j a successor, {A, A,} C_ No, so use our theorem with 

/3, Aj, A, U B, C, No, N, instead of a, A, B, C, No, N,, respectively. We get that 

Aj n N,/(Aj n No) O [(A, n N,) O (B n NJ]  u C 

is P~(cf ~5o)-free. 

Now we use Lemma 1.6, with/3, cf~o, No, Aj N N,, (Ai n N,) U (B N Nj) U C, 

AjUBUC,~o,(Aj .r  <~o) for a , s  3",(C~:~ < 3"}, respectively 

(notice that j < c5o, r < tSo =), j + ~" < tSo; the assumption, A/(Con M) U B is 

Po(A )-free, corresponds to the statement above; and to "Ci O M/(Co M M) U D 
is free",  corresponds "A j§ n No/(Aj n No) U B U C is free",  which holds by 

Ax VI, because {Aj,~.,,Aj, B,C}C_No and Aj+r UB UC is free by Df. 

1.2(3) as / is a successor). So we get that Aj n N, is P~(cf ~5o)-free over 

( U A,+,§ N N , ) U ( B A N , ) U C ] .  
~<8o 

Notice that 

U A~,~.,= U A~, and U A~ANo = U A~ANo.  
~;<5o s s s 

Using 1.6 with /3, cf go, A j O N , ,  (A, ONt)  U ( B A N , ) U C ,  A ~ U B U C ,  2, 

( U ~<, A~, A), No for a, ~., A, B, D, 3', (C~: ~" < 3'), M, respectively, we get that 

Aj n N, is P~(cf ~o)-free over 

( A n  N,,) U [(A, n N,) U (B n N,) U C)] 

= ( A ,  n N,) U [(A n No) U (B n N,) U C], 

so condition (ii) holds. 

The proof of conditions (iv) and (v) is similar, using Ax V instead of Lemma 

1.6. 

So we are left with condition (iii) and we have to prove that A n N, is free 

over 

(,~<~o A i n N , ) U ( A  NN,,)U(B n N,)UC.  

We will rely on the hypothesis cf 3, = No. 

First we prove that, if A*, B*, C * E  N,, A*/B*U C* is P,(,t.)-free, then 

A ' O N ,  is free over ( A * O N , ) U ( B * O N J U C * .  Let ( A * : i < A ) ~ E N ,  b e a  

Po(A)-decomposition of A*/B* U C*, and choose i ( n ) <  8,, j (n)<j(n  + I), 
/~ = U,<~./(n), j(n + I) successor, ] (0)= 0. By Def. i.2(3), (iii), (iv), (v), 
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A * / U  A * U B * U C *  and Aj , .+ , , /A* , . ,UB*UC* 
i < ' A  

are free. Hence.  by Ax VI. A* n N, is free over  

(U/.~., A * N N I ) U ( B * n N I ) U C * .  

and A*~..I,N N~ is free over  

(A *,., N N,) U (B* n N,) U C*. 

By 1.I it follows that A ' A N ,  is free over ( B * N N O U C * .  as 

U A ' A N , =  U A * n N , =  U A , . , A N , .  
i < A  / < 8  I r l < ~  

Now we return to (iii). Choose ./.. ~5o =< j. < j . . ,  < ,%, ./o = 80, ./.§ is a successor,  

U.<~j .  = t~,; denote A '  = U,<,A, and notice A '  n N. = A,. n N. for e = 1, 2. 

As ( A ~ : i < A )  is a P~.~(A)-decomposition of A/B, Awj/A~o~UBUC is 

P,.~(~.)-free. hence, by 1.4 (i), it is P,( ; t )-free.  hence, by the previous 

observation. 

Aj., N N,/(Aj,o, n N~) U (B n N,) O C 

is free. Clearly. 

is free. hence 

Aj,...,/Aj~.. ii U B U C 

At,..~., n N,/(A,,o. ,, N N,) U (B n N,) U C 

is free. Hence.  by Claim I.I. 

U At,., n N,/(Aj,o, n N,) U (B n N,) U C 
n 

is free. Notice that 

U A j r  
n 

hence A'  O N, is free over (A~, n N,) U (B n N,) U C. 

Now we apply Ax V with No. A'  U B U C, A~, n N,. (A~ n N,) U (B n N,) U C, 

2. ( A ' . A )  for M, D. A. B. 7, ( C / : i <  7), respectively. 

Let us check each hypothesis of Ax V. Firstly. As, n N, is free over  

(A' n N,,) U [(A~, n N,) U (B N NI) U C] 

by the previous result, as 

A ~ , N N ~ = A ' N N ~ .  and A ' N N o = A ~ N N o C A ~ o N N ~ .  
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Secondly,  
A A N o / ( A ' A N o )  U ( A ' U B U C )  

is free by Ax VI, as {A,A' ,  B, C}C No and A is free over  

A ' U B U C =  A ' U ( A ' U B U C ) .  

Hence,  we can conclude that A'  O N, = A^, O Nt iS free over 

( A n  No) U [(A~,A N,) U(B  n N,) U C].  

Now A / A '  U B U C is free.  and { A. A '. B. C} C_ No < N .  hence, by 1.2(6), 

A n N, is free over 

(A N N , , ) U ( A ' N N , ) U ( B A N ~ ) U C .  

Combining this with the previous result, we get by Ax Ill that A n N, is free 

over  

(A,. n N,) u (A N No) U (B n N,) U C. 

so we prove condition (iii). hence 1.9. 

THFOREm 1.10. Suppose X,---N*, or there is ~ < ) [ such that (*) for every 

regular i.t <- X,,. i r A / B  is P;(I~ ) free and I A t <= ) , ,  then A / B  is free. If X, = ~ let 

~'- - I .  

(A) Then for every ordinal or. every P;.o(l,t.)-free pair is free. 

(B) If ~ >- oo A a = 0 or ~ < ~o A o~ = o~. then every P~.~ (A )-free pair is free. 

PROOf. If XJ = No, the condition (*) above is satisfied; because /z _-< l~l. (so 

/x =No) and ( A , : n  <oJ)  is a standard P~(A)-decomposition of B. AoC_B, 

A . . d A ,  U B are free, hence, by I.I, A / B  is free. 

Now we prove 1.10 by induction on or, and for a fixed a. by induction 

/z = I A ] ,and let in (A) A = N,,.and for fixed a and #, we prove by induction on 

A. 

Case I. I A [ = i z  >A +X,. Choose an increasing (by < )  and continuous 

sequence N i ( i< / . t )  so that I]Nill</.t, A c U ~ < , N ,  N~EN~.,  and 

A U {A,A,B}_C N. By 1.5, A N No/B is P~_.(A)-free, and by 1.7, A is P~.,,(A)- 

free over  ( A n  N~)U B, hence, by 1.5, ( A n  N~.,) is P;. , . (A)-free over  ( A n  

N,) U B. By the induction hypothesis,  A n No]B and A n N,_,/(A n N~) U B 

are free (for i < A ) ,  hence, by I.l,  A / B  is free. 

Case II. I A l = / . t  <A. Let ( A ~ : i < A )  be a P, lA)-decomposit ion of A[B, 

hence, for some i (0)<A,  A,o,= U,~A,; so A / A , o , . , U B  and A,o, . , /B  are 

free, A,,,, . ,  C A, hence, by Ax lII, A / B  is free. 
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Case HL (a) [ A [ = g => A, p. =< go. Our conclusion follows by (*) (if A'o = ~ ,  

we have proved (*), otherwise we have assumed it). 

(b) [A ]= tx = A, A singular. In this case A / B  is also P~.a(cf A)-free (by 

1.4(i)); hence our conclusion follows by the induction hypothesis. 

(c) [A [=/z  = A, A regular > g,. Choose Ni(i < A) so that Ni < N~§ < _M, 

N =  U;<~N, IIN~tI<=IiI+x,<A,{A,~,A,B}C_No, A C_ U; < ,Ni ,  andA NN~is  

an initial segment of A of cardinality IIN~ II, such that, for successor i, it has 

cofinality ~ .  

Notice that, if / 3 ~ N ,  I + / 3 - < ~ ' + a .  then, by 1.5, A O N , / B  is Po (cf 

( A n  N~))-free [as A / B  is P,.~(A)-free,/3 _-< l +/3] and by 1.9 A n Ni., is Po(cf 

(A n N~))-free over (A n N~)O B [as A / B  is P,.~(A)-free]. Hence, by the 

induction hypothesis and 1.2, A n No/B, A n N~.t/(A O N~) U B are free, so, 

by I.I, A / B  is free. 

LEMMA 1.1 1". Ira,  ( i < a) is increasing and continuous, Ao/ B is A-free and 
Ai§ O B is A-free, then U ~<aA,/B is A-free. 

PROOF. As in !.1, it suffices to prove the parallels of Ax III and Ax IV. 

(!) If CC_BC_A and A / B  and B/C  are A-free, then A / C  is A-free. 

For suppose C E N, II N II < A, choose M, II M II < A, N < M, A, B, C E M. So 

by the definition, A n M is free over B. Choose M ,  [tM,II < A, M < M~; then by 

Ax VI, ( A n  M) n M, = A N M is free over (B n M,) U C; and as B/C  is 

A-free. B n M, is free over C. So, by Ax III, (A O M) U (B n M~) is free over 

C. As C E M, also 

[(A A M ) U ( B A M , ) ] A M = A  A M  

is free over C; so we finish by 1.2 (1). 

(2) If A~ (i < tz) is increasing and continuous, #. regular, AoC_ B. and for 

i < j  < tz, Aj/A, U B is A-free, then U ,<,A,/B is A-free. 

Clearly, it suffices to prove this for regular A > )r If ~ = A, the conclusion 

holds by 1.2 (5), so we can assume/x < Ao. If [IN II < A. B E N, choose I[ M II < A 

so that A, E M  (for i < g ) .  Then, by Ax VI, for i < . / < t t ,  

(A, N M ) / ( A ~ N M ) U B  is free, and AoC_B. ~'~ Hence, by Claim I.I, 

( U ~<,A,) n M = U~<,(A, n M)is  free over/3, so clearly (2) holds by 1.2 (1). 

2. Applications 

MAIN THEOREM 2.1. Suppose U, F, A, B are given (as in Section I) and 
(1) ]A I= A, A is singular; 

"; Seemingly incorrect, but the lemma is true under stronger Axioms of [29]. 
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(2) There are M, XT, X ~_< ~ such that 

(~) Ax I-Ax VII are satisfied and A / B  is h-free or 

[3) Ax II-Ax VII are satisfied and the assumption of  1.8 (2) or (3) holds ; 

(3) There are M_ ', X',, X~ such that X', = ~o or for some ~ < (X'O* condition 

(*) o f  1.10 holds, and Ax II-Ax VII are satisfied" 

Then A / B is free. 

PROOV. Using assumptions (1) and (2), we get by !.8 that A / B  is P, ,(cf 

~. )-free for any a _-< ,L Remembering that this notion depends on U, F only, we 

can use 1.10 (in the context of _M') and we get that A / B  is free. 

Transversals 

DEHNmON 2.1. A transversal of a family S of sets, in a one-to-one choice 

function, i.e. a E S - - ~ f ( a ) E S ,  a # b  E S  ~ [ ( a ) # f ( b ) .  

I,et S be a family of subsets of V, each of cardinality _- Xl- Assume without 

loss of generality that S n V = O, and let U = S U V, and A ] B  E F if there is a 

one-to-one choice function of ( A -  B ) n  S, whose range is C _ ( A -  B)V1 V. 

(Notice that V is an algebra in a trivial way: it has no operations.) 

Let V, S E H(X~.), and _M' = (H(),_), E ,  V, S) and M* = (M',i),<~,. It is easy 

to check that all the assumptions of 2.1 hold. E.g., Ax I* holds for M* because 

if a E S, a E A n N, then a C N, hence, if f is the choice function showing 

A / B  is free, [ I A g'l N shows A V1 N / B  is free. Hence,  clearly, 

CONCLUSIO~ 2.2. If I S ] = )t > ;p, ~ singular, S a family of  sets of  cardinal- 
, i S , ity = x ~ and every S C S,~ ] < ;~ has a transversal, then S has a transversal. 

Colouring numbers 

DEHNmON 2.2. A graph G has colouring number _-<;t if there is a well 

ordering < of its set of vertices V(G)  so that 

I{b < a : b E V( G), (a, b ) E E(  G)}i < )t 

for each a E V(G) ,  where E(G)  is the set of edges of G. 

Let Xo be a cardinal, G a graph, U =  V(G) ,  and A / B E F  if for every 

a E A  - B ,  

{b E B : ( a , b )  E E(G)} I < Xo, 

and the restriction of G to A - B has colouring number = Xo. Let G E H(X2), 

M = (H(x_.), E G,i)~<~~ Notice that, if IA I=<Xo, and for every  a E A ,  

]{b E B : ( a , b ) E  E(G)} I<  Xo, 
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then A / B  is free (choose any ordering of A - B of order- type ~ Xo). Hence, if 

]A I ~ x o a n d  A / B  is P j (# ) - f r ee  for some p., then A / B  is free (by the way, this 

implies that if A, (i < a, cf a < ~,~) is increasing, A,/B is free, then U,<oA~/B 

is free). 

So, by 2.1, 

CONCLUSION 2.3. If G is a graph of cardinality A, A singular, A > Xo, and 

every subgroup o[ cardinality < A has colouring number <_ Yo, then G has 

colouring number <= Xo. 

Free algebras 

Let U be an algebra with X,, operators,  which satisfies a set F of identities 

(see 0(8)). We say that I C U is free over a subalgebra A of U, if for any 

algebra U' (of the same similarity type) which satisfies F, A C U',  and function 

f :  I---~ U'.  f can be extended to a homomorphism g : c l  CA U I)--~ U',  g is the 

identity over A. For simplicity let Xo = 1~,. 

We call an algebra A A-free (for a fixed F) if any subalgebra of it of 

cardinality < A is free (this does not coincide with our definition in Section 1. 

but is stronger, so our result surely holds). We say I is a free base of A / B  (A, B 

are Q or subalgebras of U) if I is free over B and c l (A U B) = cl (B U I). Let 

F = { A / B  there is a free base of A/B} .  

We shall prove now that. for any appropriate _M, Av,. Xz. axioms II-VIII are 

satisfied. 

Ax II: Trivial (the free basis of B/B is the empty set). 

Ax 1II: Let I, J be free bases of A/B,  B /C  respectively. Then I UJ  is a 

free basic of A/B. 

Ax IV: l~et Io be a free basis of Ao, ,/A, UB,  then U~<,Io is a free basis 

of A/B. 

Ax V: Let l be a free basis of A / (Con  M) U B and suppose l is not a free 

basis of A/(U~.oC~ N M ) U B .  

Clearly. 

hence I is not free over  ( U ,~o C~ n M) U B, hence, for some i, I is not free 

over  (C, n M ) U  B. Let J be a free basis of C, N M/CoN M. As J c_ 6', n M is 

free over  Co n M, it is free over  Co, hence over  (Co n M) U D. So J is a free 

basis of C~ n M/(Co n M) U D and, as 

I C cI(A U ( C o N M ) U B ) C c I ( ( C o N M ) U D ) ,  
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clearly ! U J  is free over  (CoO M ) U  B, hence I is free over  

c l [ J  U(CoN M ) U  B]_~cl [(C, n M ) U  B],  
a contradiction. 

Ax VI: There should be ! E N  which i s a f r e e  basis o f A / B U C .  S o f o r  

every  a C A  U B U C ,  a E N ,  there are a, E l n N ,  b, E B n N ,  c, E C n N  
and term r so that a = r ( a . , .  �9 . ,b . , .  �9 . , c , , .  �9 .). Hence 

cl[(A A N ) U ( B N N ) U ( C N N ) ] = c I [ ( I n N ) U ( B A N ) U ( C n N ) ] .  

It is also clear that I n N is free over B U C, hence also over  (B n N) U C. So 

I n N  i s a  free basis of A n N / ( B A N ) U C .  

Ax VII: There is I E N  such that I is a free basis of A/B.  Let J =  

I -  I n N ;  then clearly 

c l (A U B ) = c I ( I U B ) = c I ( J U ( I A N ) U B ) = c I ( J U ( A  n N ) U B )  

and J is free over  

c l ( ( l n N )  U B ) = c l ( ( A  n N )  U B ) .  

So J is a free basis of A over 

c l ( ( l n N ) u B ) = c l ( ( A  n N )  U B ) .  

So J is a free basis of A/(A n N) U B. 

Clearly for abelian groups Ax I* holds, hence 

CONCLUSION 2.4. If A is a A-free abelian group of cardinality A, A singular 

(so F is the set of identities of abelian groups), then A is free. 

Do groups satisfy Ax I*? 

For abelian groups, A is free over B iff the quotient group A[B is free, so 

there are no problems. However ,  checking the proof of a somewhat more 

general theorem, appearing in [19], Vol. II p. 17, we find easily that groups 

satisfy Ax I*. 

Unfortunately,  e.g. not every subring of a free ring is free. It is not known to 

me whether  2.1 (2) (13) (et) may hold. This motivates Section 3, so now we 

assume knowledge of it. By 3.8, if A is A-free, A regular, I A I = A ,  and 

rcf A <_- =< A, then A is free, so e.g. for A strong limit this holds. But using the 

particular properties of A-free algebras we can get a better result which, 

however,  seemingly does not generalize to pairs. Let  from now on B = ~ .  

DEFINmON 2.3. P,(A,C)  meansthat lCl<=K, K >= xo, C is freeandthere is 
a free algebra with K § generators C', C C_ C', C'/C is free and (A,a)oEc, 

(C',a)oEc are L . . . .  -equivalent (see e.g. [2] on L,.~). 
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DEFINITION 2.4. A is L=,.-free if it is L| equivalent to the free algebra 

with r generators (see e.g. [2]). 

LEMMA 2.5. (A) Let /,~ =<r, Xo<r<lml, and R(A,E~)=oo,  then A is 

L .. . .  -free, 

(B) If xo<-_-r,<r <IA[, A is L| then A is L .... -free. 

(C) If  A is L| X o < r ( 1 ) < r  <lml, r(1) is regular, then 

{C E S,,(I,(A): C < | } E E ~ ( A ) ,  

where < | means being an L| submodel. 

(D) If  xo<=r(1)<r <IA[ ,  C <| P.v)(A, Co), CoC_C, C is free, then 
C/Co is free. 

PROOF. Let D. be the free algebra with K-generators. 

(A) Let W be the set of functions f such that: f is an isomorphism from a 

subalgebra A i of A onto a subalgebra D~ of D.§ D~ and D.+/DI free, I A ~ [ = r 

and R~ (A0 = oo. (We first assume R~ = ~ 

By well known results, it suffices to prove that: for any f E W ,  AIC_A, 

D~ C D,*, [A I + I D~ I < r, there is f '  E W extending f such that A~ C Dora f ' ,  
D~_CRange f'. For this it suffices to prove that, if IAol= r, R~(Ao)=ao, 

Ao C A~ _C A, I A, I --< r, then for some A2 C A, A~ C A2, R ~ (A2) = oo and A2/Ao is 

free, and generated by K-generators. Except for "generated by K-generators", 

this holds by 3.4. Using 3.10 and R~ instead, we get our requirements easily. 
(B) Well known. 

(C) Clearly, for every C ~ S.o~(A ) there is C' E S.( ,(A ), C C_ C' and 

C' < | (there is a sentence in L| saying that, and D. satisfies it). It is also 

easy to see that if C~ < | (i < r(1)), C~ increasing, then U~C~ < | ; 
hence our conclusion, is easy. 

(D) We can assume A = C. We define by induction on n < oJ sets C. such 
that IC. I = r(1), C. c_ C.+. P.(.(A, Cz.), C~.+2/C~. is free and C2.+. = A M N., 
N. <_M, A E N .  < N.+~. This is easy, and A~ U .<o,C. is free by Ax VII, 

U.<.C./Co is free by 1.1, hence, by Ax III, A/Co is free. 

TrtEORE~ 2.6. (A) If  A > Xo is singular, A is A-free, then, for arbitrarily large 
r < A, A is not E_~:-non-free. 

(B) If  xo < r < A = [A I, A is not E~:-non-free, then A is L|247 
to the free algebra with r +-generators. 

(C) I rA  is L |247 to the free algebra with r +-generators for every 

r < to, then A is L| to the free algebra with Ko-generators. 
(D) If  I A I =  A, singular and A is L| then A is free. 
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REMARK. Note that each part gives in fact, as a conclusion, the hypothesis 

of the next part. 

PROOF. (A) Trivial. 

(B) By 3.4 and 2.5 (A). 

(C) Let W be the set of functions f such tha t : [  is an isomorphism from 

A ~ C_ A onto D'  C_ D,o, [A ~ ] < K0, D ~ and D~/D ~ are free, and P~(A, A ~) where 

--IA l. 
Now, for every f E W, and A 2 C A, [ A 21 < Ko, choose r < to, [ Dora f U A z] < 

K, and A 3 < ~ , A ,  I A ' I  -- K, P , ( A , A  3) and Dom f U A 2 C _ A  3 (possible as A is 

L~,---free) .  So A 3 is free and by 2.5(D) A3/Dom f is free, so we can extend f 

to f '  E W, Dom f '  = A 3. As clearly free basis of A 3/Dom f has cardinality K, we 

are finished, as in the proof of 2.5(A). 

(D) Similar to 3.7, assuming this time P.c,I(A,C) for successor i. 

CONCLUSION 2.7. For singular A, any A-free A is A~-free. 

Subalgebras of  free algebra 

The context here is just as in the preceding sub-section ("free algebras"), i.e., 

we have the same U, Xo, X,, X2, _M but: 

F ' =  {A /B:  there is an algebra C (satisfying F), 

A t3 B CC, C /B  is free in the previous sense} 

(we have to assume U is quite "big"). 

THEOREM 2.8. All axioms, including Ax I*, hold, provided the class of  

algebras satisfying F has the amalgamation property. Hence for A singular, 

A-freeness implies A +-freeness (for pairs). 

Generalizing transversals 

Like Mirski (23), we can replace transversals by "independent transversals" 

relative to some independence structure satisfying some natural requirement. 

We shall need a special case in [29]. 

THEOREM 2.9. Suppose S = {(Q,,P~): i '< A}, where IQ, I =<)t'o, Pi a family of  

subsets of  Q,, I P~]< x2. 

We say S has a transversal if we can choose ti @ P~ (i < A ) which are pairwise 

disjoint. If  Xo + X, + cf A < A, and every S '  C S, I S '  I < A has a transversal, then 

S has a transversal. 

We leave the proof to the reader. 
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3. On "almost all subsets of cardinality r" 

Let /z denote a regular cardinal, X, < r < A. We return to the setting of 

Section l, and let A, B be fixed, [A ]= A. 

DEFINITION 3.1. For any s e t a a n d r - < ] a J , l e t S , ( a ) = { b : b C a ,  l b l = r } .  

DEFINITION 3.2. (A) An expansion M* of M is called a z-expansion if it is 

an expansion by _-< r relations and functions, and A, B, i (i _-< r )  are individual 

constants of M*. 

(B) N~ (i < ct) is an _M*-sequence if it is increasing (by < ) and continuous 

and for every i < a ,  (Nj:j<-_i)EN~+, and N ~ < M * .  

(C) For any r < A (and/z =-< r )  let _E,(A) [_E2 (A)] be the filter generated 

by the sets A C_ S . ( A )  called its generators such that, for some z-expansion 

_M* of _M, 

where 

S -- _& (M*) [S = _S~ ( _M*)] 

f 
(1) _Sx (_M*)= {A f) LJ N~: N i ( i < a )  isan _M*-sequence, 

i i<m -i 

IIN, II-- r, a < r § a = r/Z, where /z = c f a  / (z/z-ordinal multiplication), 

.S~(_M*)= /AA 1,3 N i : N i ( i < a )  is an _M*-sequence, a = r / z / .  (2) 
L i<tx J 

DEFINmON 3.3. E . ( A ) , E ~ ( A ) a r e d e f i n e d a s i n D e f .  3.2(C),onlyreplacing 

a = K/z by cf ~ = /z  in (2) and omitting a = x/z in (I). Similarly we define 
S . ( A ) ,  S ~ ( A ) .  

LEMMA 3.1. Let /Z <= r < A (it regular). 

(A) The -tilters E, (A ), E~ (A ), _E. (A ), E_ ~ (A ) are non-trivial (i.e., the empty 

set is not in the -tilter), not principal, and K'-complete. Moreover, the intersec- 

tion of any <- r generators includes a generator. 

(B) S E E. (A ) iff for every /z <- K, S E E~ (A), a n d S  E E_~ (A ) iff for every 
/z <r,= SEE~(A)._ . 

(C) E , ( A ) C E ~ ( A ) ,  _E, (A) C _E~ (A), E , ( A ) C E _ , ( A ) ,  E ~ ( A ) C  

E_ ~(A) .  

(D) l[ in Def. 3.2(C) (2), we replace a = r/z by a =/z, we get the same ]ilter. 

A similar result holds for _E,(A ). 

(E) The filters depend on A and the cardinal parameters, but not on M_ *, B. 

(F) If  the language L* o-f M_* contains only finitely many symbols, except 

.for the individual constants, M_ " is an expansion of _M*, then -for any M_ § 
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sequence (N~:a  < an), i[ N* is the L*-reduct of N~, then (N~: a < an) is an 

M_ *-sequence. 

(G) In Def. 3.2(C), it suffices to take M_ * as mentioned above; so we need 

not distinguish strictly between N < M* and IN I. 

PROOF: left to the reader. We shall use this lemma freely. 

DEFINITION 3.4. (A) For limit cardinal 4, let rcf ~t (revised confinality of A) 

be the first (regular) cardinal /~ such that for some An < )t, for every singular 

cardinal A ~, )to < A~ < A ::> cf ,~, </~. 

(C) /x<_-<A if A,<A implies A~"<A. 

(D) Let K(1)<K, then K is near K(i) if K(1)</x <_--K A c f  /z--_<K(i):~ 
K crvt ----- K. 

< LEMMA 3.2. (A) cf A < rcf A _--< A, and if rcf A < = A, then there is .~o < A 

such that [or K(I), K: 

)to< K(1)< K = K<rcf'< A implies K is near K( l). 

(B) II rtNll '~ IINII and N < M, then for every at ~ N (j < ~ ) the sequence 

( a i : j<o~)  belongs to M. I[ a E N, Ia I = K, then a C_ N iff K C N. 

(C) If  K =K '~', Cz<cf 6, _M* is a K-expansion of M_, ( N , ' i < 6 )  is an 

M_ *-sequence and at E 1.3i<,N~ (j < a) ,  then (aj: j < oc)E (.J,<~N~. 

(D) Let K( l )<  K, K is near K(l), M* a K-expansion o[ _M, (N~:i < 6) an 

_M *-sequence : 

(1) I[ a C_N~, l a l < K ( 1 ) ,  y is the order type o.f {K':K(I)<K'<--K, cf K '<  

K(l)}, then there is a, ~ N , . , . , ,  a _C a,, la,] = K(1). 

(2) Ira C_ I..J,<sN, [al<= K(I)<  cf 6 [SO T (From (I)) divides 6], then there is 

al (E Ui<,Ni,  a (Z a , ,  la,] = K(I). 

PROOF. (A) Immediate. 

(B) As N E M, [ N ] E  M, hence S, the set of sequences of length a of 

members of I N ], belongs to J M t- As (aj: j < a )  E S E M, IS 1 = I] N H, it suffices 

to prove the second phrase (then use it t w i c e : ] N ] C [ M ] i m p l i e s  IfN[[C]M],  

which implies S U [M]). 

So let N < M, a E N, [a I= K. AS the function car, car (a) = [a ], is definable 

in _M, K = [ a J E N ,  and as _Ml=]a[= K, also N]=]a l=  K, and so a one-to-one 

function from K onto a, 6 N, hence K C_ ]N] iff a C_ N. 

(C) Immediate by (B). 

(D) (I) For K~_- > K(I) let p(K~) be the order type of 

{a" K(I) < ~,  _-< K2, cf~t, _-< K(I)}. 
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Now we prove by induction on Ks, K(I)----<K~=<K, that, if aC_a*, a * ~ N ,  
la*]-<- ~2, then, for some a ' E  Ni~p (p = p(K2)), a C_ a', [a 'f  _-< K(I). If K2 = K(I) 

this is trivial. If cf Kz > K(I), there is in Ni a one-to-one function [ from K2 onto 

a*, so for some i< K,., a C_{f(j):j < i}, and we can use the induction 

hypothesis. If tz = c f  K2 =< K (1), then a* = I..J i~,, a*, a* e~ N,, I a*[ < i a*l .  So by 

the induction hypothesis there are a ; U  N,,p ,, a A a* C_ a ; C  a*, la;] =< K (I). 

By (B) (a ~: j < # ) ~  N~.~ (p = p(K2)), hence U i<~ a ; ~  Np is the desired set. 

(D) (2) Immediate by (D) (1). 

LEMMA 3.3. For regular K <~., _E~(A) is generated also by the sets 
S_ * ( M_ *) (for x ~-expansion M* of M, X, < K) where 

* * l  I S . ( M  ) =  .4Cl U N,: N~(i <~)anM_ *-sequence, andllSill<K . 
i < K  

PROOf. We should prove that every set of the form _S," (M*) includes one of 

the form _S* (M*) and vice versa ( M * - - a  x-expansion of _M). 

PART I. _S~ (_M')CS* (_M*), where _M' is the expansion of _M* by 

P={N:N<M_*}  and i(i~=K). For every A*ES2(_M +) there is an M ' -  

sequence (N'~:i <~), such that A * =  A Cl I..J,<~ N' ,  8 = KK. Let N~ -- N',, then 

(N~:i< K) is also an M ' - sequence  and A* = .4 ~ U,~ .  N,. 

There is a function g,, definable in _M, so that g,(a) (a ~ M) is a one-to-one 

function from l a l  onto a. There is a function g~ definable in _M +, so that for 

~ < i < K, (N~:./< i) an _M*-sequence IINJll = K, g~((Nj:j < i),c~) depends on ~ 

(Nj : . /<  ~) only, has the form (M; ' I3  < K), M;(fl  < K) is increasing and 
continuous, [[M;[I<K, UoM~ = N,~, M;  < M * ,  for y < a  IMIIC_[M;[ and 

for limit or, M ;  = I..J~<~M~ and ( N i : j ~ T ) E M g  § when 7 < a .  

Then N*= U~.,~M~(i  <K) is an M*- sequence, IIN*[[<K, A * =  
A (q U , < . N * ,  so A * E  S*(_M*). 

Part 11. _S*(_M~)C_S;(_M *) for appropriate M ~. By 3.1 (D) there is a 

K-expansion _M' such that 

S ' = { a f 3  ,<.~ Ni:N~(i<K) an_M'-sequence, IINilI=K} 

is a subset of _S~ (M*). Using parametrization, there is a h',-expansion _M 2 of _M, 

so that all relations, functions and constants of M'  are first-order definable in 

(M2, i)i~.. Hence $2C_ S ~, where 

S~={ A N  i<~L'J Ni:N~(i<K)isanMLsequence,]lNi[]=K, KCNo}.  
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We can assume that _M 2 has Skolem-funct ions .Let  _M* be the expansion of _M 2 

by a function g, so that for N < _M 2, IINII < K, g(N)  is the Skolem-hull of 

IN[  tJ K in M 2. It suffices to prove that _S*(_M*) _C S ~. 

So let 

A * = A t q  U N , N , ( i < r )  an _M*- sequence,  IIN, II<r. 
i < K  

As N, < N~.,, r M N,  is strictly increasing, and r C_ U~<,N~, hence Nj C 

g(N~)C_ U,< ,  N,  hence U~<, N~ = U~<,g(N~), hence A M U,N~ = 

A t q  Ug(N , ) .  As (Nj ' j<=i)EN~. , ,  also (g (Nj ) : j<=i )EN, . , ,  hence 

(g(Nj):./_-< i )Eg(N~).  Clearly g(Nj) is increasing and continuous,  so we are 

finished. 

DEFmrrIoN 3.3. (A) The pair A / B  is E- f ree  (E, or E(A) ,  is a filter over  a 

family of subsets  of A)  if 

{C: C E U E, C/B is f ree}E E. 

(B) We can replace " f r ee "  by any other property.  

REMARK. Obvious monotonici ty results hold. 

DEFINITION 3.4. (A) For every /z =< r < A, C E S . (A) ,  A, I A I = A, and B, 

and filter E over  S.(A ), we define the rank R (C, E)  as an ordinal or ~, so that 

(1) R(C. E)=> a + I iff C/B is free and 

{D E S.(A):  C C_D,D/C U B isfreeand R ( D , E ) > - a } ~ O m o d E .  

(2) R(C, E)->_ 8 (8 = 0 or 8 limit) iff C/B is free and a < 8 implies 

R(C,E)>= a (more exactly,  we should write R ( C , E ; A / B ) ) .  

(B) R(A/B ,  E) = s u p { R ( C , E ) :  C E S.(A)}. 

(C) R".(C)= R(C, E~)and R ~ =  R ~ ( A / B ) =  R(A/B,E~);  _R~,R~ are defined 

similarly. 

LEMMA 3.4. Suppose K ' < A ,  tx_<--r, A / B  is not E_**:-non-[ree and 

S~ E _E~:(A), $2 E E~(A), M* a K-expansion of M_. 

Then R~ = 2 moreover[or every K-expansion M_ * of M_ there are C E $2 and 

D E S~ and N < M*,IIN]I = K such that D E N, C = D f3 Nand  R~ (C) = ~. 

PROOF. If C • S~ (A), 0_-< R," (C) < ~c, then there is a generator  

S(C)  E E~(A ), S (C)  = S~ (M*), such that for D E S(C) ,  D/C U B is not free 

or R ~ ( D ) < R ~ ( C ) .  If C/B is not free or R ~ ( C ) = ~ ,  let M *  be any 
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x-expansion of _M, and let S~ = S~ (_M2). Let _M" be a r -expans ion  of _M, 

expanding _M*, M 2 and having the relations P, p2 where 

P = { ( C , N ) : C E S . ( A ) ,  N < _M~*,, IINII<X2}, 

P2 = {N: S < _M-', IINII < X.}. 

As 

{D G S.. (A): D / B  is free} ~ • rood _E." : (A) 

and S, E _E~-(A) and (by 3.3) S * , ( M * ) E  _E~*.(A); there is D such that: 

(I) D / B  is free. 

(2) D E S,. 

(3) D = A N U i < . - N , ,  N , ( i < K ' )  is an _M'-sequence and [[ Ni [I _--< K. so 

without loss of generality I] N~ 1[ = r,  r _C N,. 

Let  A* = D f3 N.  so A * E N~.,, and let N = U~<.- N~. Clearly (N, : i < K*) is 

also an _M2-sequence, hence for each ~5 < r ', (N,: i < 6) is an _M2-sequence, 

hence, if r divides 6, cf ~5 =/.t. then A*ES ._ .  if C ~ N .  C E S . ( A ) .  then for 

every  j > i ,  j < r "  there is a model N ~ <  _M*, i iN~[[=r ,  I N, I C_iN~I and 

N I E Nj.,, hence Nj C_ Nj.,. 

Hence,  for any limit ordinal 6, i < 6 < r -  implies N, < M*. Clearly 

(Nj: i < j < r ' ,  ./limit) is an _M "- sequence, hence it is an _M*.- sequence; hence, 

if i < 6 < r - ,  6 is limit, r "  divides 6, c f3  =/z,  then A * C  S fC) .  As D / B  is free, 

by 1.2(7) there is a closed unbounded subset of r ", W. such that for  i , . /E W, 

i < j, A j /A ~ tO B is free and A * / B  is free. We can assume that each i E W is 

divisible by r z. Hence,  if i,j E W, i <j ,  c f j  = p., R~ (A*)<ze ,  then R ~. (A'}')< 

R". (A*) < ~  (by the definition of S(C)) .  So, if for some i E W, R." ( A * ) <  ~, 

c f i .  =/z,  i. E W, i < i. < i .~,  then R~ ( A * )  is an infinite decreasing sequence 

of ordinals, a contradiction. Hence i E W implies R~ ( A * ) =  zc. Let D = 

U~<.- A*, and choose N < M *, D ~ N, N f3 U ,~. . A*  = A *. I~ E W, cf6  =/1, 

and C = A*. So we are finished. 

LEMMA 3.5. (A) I f ~  ~ K  < A , C ~ S . ( A ) , R ~ . ( C ) = ~ c ,  S E E ~ ( A ) , t h e n [ o r  

some D ~ S, C C_ D, R ~ ( D ) = ~ and D / C U B is [ree. 

(B) The same holds for any filter over S . ( A  ). 

PROOF. (A) As S . ( A )  is a set, for some ordinal a o < [ S . ( A ) [  +, for no 

C E S . ( A )  is R~ (C) = ao. We can easily prove that R~ (C)-> aoiff  R~ (C) = 2. 

Using the definition we get our assertion. 

(B) The same proof. 
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I.~:MMA 3.6. S u p p o s e t z ( I ) < - K ( I ) < # < = ~ < A . R " ~ , ' ] ( C ) = ~ , K i s n e a r K ( I )  

and A / B  is not E_ ".-non-free. Then A / C  U B is not E_ ~.-non-free. moreover the set 

o f  D ~ S . ( A )  such that " D / B  is free implies D / C  U B is free" belongs to 
E ~. (A) .  

REMARK. (1) The  l e m m a  holds also when  ~t(1)= K ( I ) = p .  = No_-- < K < A, 

(2) We can rep lace  _E~, E L  

PROOF. l~et M* be a K-expans ion  of _M, including C as an individual 

cons t an t  and (by 3.5 it exists)  the func t ion  g, so that if R~ ( C ) = ~ .  C o C  

C, E S.  (A) .  then C, C g(C, C,) E S. (A) ,  :z = R~ (g(C, C,)) and we shall p r o v e  

that  eve ry  D E S~ (_M*) satisfies our  conclus ion .  

So let ( N i : i < 6 )  be an _M*-sequence.  IIN, II=K. ~,. divides 6. and D =  

A f3 Ui~.N, .  and let N = U , < . N , .  c f 6  = ~. 

We define M., C.. by induct ion on n. so that  

co- -c ,  l c . t  = IIM. II= K(I), 

(2) R~II ] (C. )  =~c and C.. , /C.  U B  is free,  and C. C D .  

(3) M, < M, , ,  < _M, D G M , ,  

(4) C, C D N M .  C C, , , .  C . @ M , ,  C, C N .  

For  n = 0 there  is no p rob lem.  For  n + 1, by 3.2 (D)  there is a E U , , , N , .  

D n M .  c a , [ a l = K ( l ) . N o w l e t  C,+, = g (C, ,  a n A ). N o w  it is easy  to define 

Mn, 
By 1.1 U , < ~ C . / C U B  is f ree ,  and as U , < ~ M ,  < _M, by Ax VII  D is f ree  

o v e r  ( D N  U , M , ) U B  = U . ~ C .  UB.  Hence ,  by Ax III ,  D / C U B  is free.  

THEOREM 3.7. Suppose A = [A ] is singular, rcf) t  < =< M and moreover, for 

arbitrarily large successors K < .~, r ~r,r = K and A / B  is not _E'.-non-free, and 

(*) of  1.10. Then A / B  is free. 

REMARK. The  condi t ion rcfA _-< =<)t holds,  e.g. if )t is s t rong  limit or  if 

A---I~ . . . .  

PROOF. We can find , t , < A  ( i < c f ; t )  such that  )t, is increasing,  and,  

denot ing  K(i) = ~.i, K(i) <r~r = K(i) and A / B  is not _E2~i',-non-free and for  i < j ,  

K(j) is near  K(i),  L (see 3.2(A)). 

By 3.4, for  e v e r y  # :<_- .t,, R ~" = ~. Le t  A = {a, : i < a }. 

N o w  we define, by induct ion on i < cf  ~., sets  C, C A and models  N, such that  

A AN,. = :C ,  Ni<N ~ , ,  for  i / 0 ,  and 

, ~,.,(C,. ,) ~ , { a j : j < A , } C C ~ . , ;  
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and N, is increasing and continuous, and for i < i, C . , / Q - ,  o B is free. 

For i = 0 ,  let C , = 0  and for limit ~5<cfA, N s =  U , , s N ,  C~ = U,<sC,. 

Suppose Ni, C, is defined and let us define C~,,, N~.,. Let C ~ = Ci U{a,: i < X~}; 

by 3.6, 
K(i+l) So = {D E S., , .  ,,(A ): for any j < i. D / B  free--*D/Cs., U B is free} E E., , . , , (A ) 

E . .  ,,(A) is ~(i + IV-complete). Let (because -.~i. ,, 

M* = (M, (Ni: j < i), i)i-~*,. 
and 

S, = S , ,NID:  D = A A N ,  N < M_ * , I INl l  = K(i + I)}, 

E,,i. ,~(A ). so clearly S , ~  " " ' "  

Now apply 3.4 (h,., stands for K), SO there exisls D E S,, C, N such that 

C = D N N , D E N , R  ~ . ( C ) = ~ , N < _ M * .  

As D E S,, D = A n N' ,  N'  < M*. Clearly. for j < i. Cj,, ~ N. and as D E So, 

D/Cj. ,  U B is free. hence C/C,. ,  U B is free. 

Let N~,, = N N N' ,  then N,,, < _M*, hence N, < N,,,, (/Vj : j -_< i) ~ Ni.,. and 

C = A n N~.~, so all our demands are satisfied. 

So A = U~C,, C~ is increasing and continuous, C o = ~ ,  C,. , /B is free (as 

R~ (6;, ,)  = :c) and f o r . / <  i, C. , /C , . ,  U B is free. So A / B  is P , (c fa ) - f ree ,  and. 

as in 1.8, we can prove by induction on a _<-A that it is Po(cfA)-free. By 1.10. 

A / B  is free. 

CONCt.USION 3.8. I f  I A J = A, A is singular, rcf a _-< -< A. and A / B  is A-free, 

then A / B  is .free provided that for arbitrarily large K < A, K ~'f* = x. 
We can notice also 

LE~MA 3.9. I f K i s n e a r K ( I ) , t Z ( I ) < = K ( I ) < I z < = K < A . K ~ " " ' = K a n d A / B i s  
p.(l) E,,~-non-.(ree. then A /B is E~-non-[ree. 

PROOV. Let _M* be a K-expansion of _M so that whenever N, (i < 6 = / z '  

~(I))  are as in Def. 3.2(C), ( A n  U~,~N~)]B is not free (see 3.1(D)). Let 

P={N:N<_M*, {[NII--'~}, and it suffices to prove that for any A * =  

A o U,~6N,*. N*, 6. (M* ,P )  as in Def. 3.2(C), A * / B  is not free; let 

N * =  U~( ,N*.  We define M,', e = l ,  2, by induction on i < ~ . ,  so that 

M," (i < tz) is increasing and continuous, [IM," II = , , (1) ,  M', < N*,  N*  E 

M_ + , ( M l : i < = i ) ~ M , ' . , , a n d  M ~ f q A  CM~NA_ CM?,_ , N A .  

For defining MI.,  use 3.2(C) and 3.2(B). 

By the choice of M_*, A O U ~ , M ' ~ / B  is not free. But if A * / B  is free, as 

N * E  U,<~ M~< _M', A * E  U,~, .M~,  hence, by Ax VI. A * N  U,~, .M~,/B is 

free. But A* N U,r  M] = A N U,~,.. M~,, a contradiction. 
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DEFINITION 3.5. 

ST(_M*), M* a K-extension of _M, where 

S~(A_*)={D:(N, : i<K' )  an _M*-sequence. 

IIN, II= K, and there is an _M*-sequence 

(M,: i < ~), (N,: i < K' )E  M.. c f ~  ::/.t. 

M,A ~ N,=N., , , , .  and D = A f q  (.J N.,,,. 

divisible by K}. 

LEMMA 3.10. I . f K ' < A .  /z_<r,  A/B is not E_~:-non-[ree and S E E ~ ( A ) ,  
then for some C E S , ( A ) ,  R ( C . E ~ ) = ~ .  

PROOF. The same as for 3.4. 

S. SHEI,AH Israel J. Math., 

E~(A) is the filter over S.(A) generated by the sets 
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