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Abstract

The original theme of the paper is the existence proof of “there isη̄ = 〈ηα : α < λ〉 which is a
(λ, J )-sequence for̄I = 〈Ii : i < δ〉, a sequence of ideals”. This can be thought of as a generalization
to Luzin sets and Sierpinski sets, but for the product

∏
i<δ dom(Ii ), the existence proofs are related

to pcf.
The second theme is when does a Boolean algebraB have a free caliberλ (i.e., if X ⊆ B and
|X| = λ, then for someY ⊆ X with |Y | = λ andY is independent). We consider it forB being
a Maharam measure algebra, orB a (small) product of free Boolean algebras, andκ-cc Boolean
algebras. A central case isλ = (iω)+, or more generally,λ = µ+ for µ strong limit singular of
“small” cofinality. A second one isµ= µ<κ < λ < 2µ; the main case isλ regular but we also have
things to say on the singular case. Lastly, we deal with ultraproducts of Boolean algebras in relation
to irr(-) ands(-) etc. 1999 Published by Elsevier Science B.V. All rights reserved.
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0. Introduction

1. The framework and an illustration

We define when “̄η = 〈ηα : α < λ〉 is a (λ, I, J )-sequence for̄I = 〈Ii : i < δ〉”, which
means (I = J bd

λ for simplicity) that eachηα ∈∏i<δ Dom(Ii) and that forĀ = 〈Ai : i <
δ〉 ∈∏i<δ Ii for all large enoughα, ηα “run away” from Ā, i.e., for theJ -majority of
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136 S. Shelah / Topology and its Applications 99 (1999) 135–235

i < δ, ηα(i) /∈ Ai . We give the easy existence ifIi is κi -complete and〈κi : i < δ〉 are
strictly increasing converging to a strong limit (singular)µ, µ+ = 2µ = λ (1.8). We define
normality, explain how by the existence of suchη̄, coloring properties can be lifted (1.6).
As an illustration we prove that (the well known result that), e.g., ifλ = 2iω = i+ω , then
i+ω is not a free caliber of the Maharam measure algebra (i.e., some setX of λ elements,
is non-independent, in fact in a more specific way). For this we use ideals related to the
Erdös–Rado Theorem.

2. There are large free subsets

Why does the application in §1 involveλ “near” a strong limit singularµ of cofinality
ℵ0? We show that this was necessary: ifµℵ0 < λ6 2λ and cf(λ) is large enough (> i2 is
OK,> 2ℵ0 is almost OK, but involves more pcf considerations), thenλ is a free caliber of
the Maharam measure algebra.

3. Strong independence in Maharam measure algebras

We define when “̄η is a super(λ, I, J )-sequence for̄I ”. The strengthening is that we now
can deal withn-tuples (anyn < ω) and prove the easy existence (see 3.1, 3.2). We define
for a set ofλ intervals in a Boolean algebra variants of independence and strong negation
of it (3.4) and apply it to prove existence of a stronglyλ-anti-independent set in a Maharam
measure algebra (3.6), which (by 3.7) suffices for having a subalgebra of dimensionλ with
no independent set of cardinalityλ. This completes the consistency part of the solution
of a problem, which was to characterize all cardinalsλ which can have this property. The
question was asked forλ=ℵ1 by Haydon and appeared in Fremlin’s book [5]. Haydon [8,
9] and Kunen [10] independently proved it to be consistent forλ= ℵ1 assuming CH. The
question from [8] and [5] was what happens withℵ1 under MA. Recently, Plebanek [13,
14] proved that under MA all regular cardinals> ℵ2 fail the property, and finally Fremlin
[5] gave the negative answer to the original question of Haydon by showing that under MA
the property fails forℵ1. Džamonja and Kunen [2,3] considered the general case (anyλ)
and topological variants.

We prove here, e.g., ifλ = iω+1 = i+ω , then there is a Hausdorff compact zero-
dimensional topological space with measure on the family of the Borel subsets such that
it has dimensionλ, so as a measure space is isomorphic to the Maharam measure space
B(λ), but there is no homomorphism fromX ontoµ2 (see 3.8). We finish by some easy
examples.

4. The interesting ideals and the direct pcf application

We return to our original aim: existence ofλ-sequences for̄I . In 4.1 we consider some
ideals (J bd

A ,
∏
`<n J`, J

bd〈λ`: `<n〉 =
∏
` J

bd
λ`

, eachλ` regular, in the casesλ` < λ`+1, λ` >
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λ`+1, λ` > 2λ`+1). We point out (4.8) that for̄I = 〈J bd
λi

: i < δ〉, if λ = tcf(
∏
i<δ λi/J

bd
δ )

we get existence directly from the pcf theory. We then turn to the caseIi =∏`<ni
J bd
λi,`

,
give a sufficient pcf condition for the existence when〈λi,`: ` < n〉 is increasing (4.10) and
then prove that this condition occurs not rarely (in 4.12), so if

λ=
∏
i<δ

λi/J
bd
δ ,

λi increasing, we can “group together” intervals ofλi ; and the existence of such〈λi : i < δ〉
is an important theme of pcf theory.

5. λ-sequences for decreasinḡλi by pcf

We consider cases withIi = J bd
〈λi,`: `<ni 〉, 〈λi,`: ` < ni〉 a decreasing sequence of

regulars. We prove the existence by using twice cases of true cofinalities, and show that
if the pcf structure is not so simple then there are such cases (e.g.,iωi+1 > i+ωωi ). We
concentrate on the casei < δ⇒ ni = n, and then indicate the changes needed in the general
case.

6. Products of Boolean algebras

Monk asks about the free caliber of products ofBi = FBA(χi)= the free algebra with
χi generators, fori < δ. In fact he asks whetherλ= i+ω is a free caliber of the product of
the FBA(in) for n < ω. But we think that the intention was to ask ifλ = cf(λ) > 2|δ|
is a free caliber of

∏
i<δ Bi . Note that this product satisfies the(2|δ|)+-c.c. In fact it

has cellularity 2|δ|, so “tends to have free calibers”. We show that if there is a normal
super(λ, J )-sequencēη for appropriateĪ = 〈In: n < ω〉, thenλ is not a free caliber of∏
n<ω FBA(|Dom In|) (see 6.3, 6.3A), so a negative answer is possible. Now being “near

a strong limit singular of cofinalityℵ0” is necessary as a result parallel to that of §2 holds
(see 6.4).

Though the choice ofiω was probably just natural as the first case to consider, actually
the product of uncountably many FBA(χi)’s behave differently, e.g.,

∏
i<ω1

FBA(ii ) has
free caliber(iω1)

+! (see 6.5). The proof involves pcf considerations dealt with in §7. We
turn to another problem of Monk [12, Problem 34], this time giving unambivalent solution.
If κ is weakly inaccessible with〈2µ: µ< κ〉 not eventually constant, then there is aκ-c.c.
Boolean algebra of cardinality 2<κ and no independent subsets of cardinalityκ+ (see 6.8,
using the existence of suitable trees). We note that results similar to countable products
hold for the completion of FBA(χ).

We end by deducing from Gitik and Shelah [6] complementary consistency results (so,
e.g., the first question is not answerable in ZFC) and phrasing the principles involved, so
slightly sharpening the previous results. (See 6.11–6.14.) So together with the earlier part
of the section we have answered [12, Problems 35, 36] and [12, Problems 32, 33] in the
case we are near a strong limit singular cardinal.
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7. A nice subfamily of function exists

For completeness we deal with the following:fα ∈ θOrd forα < λ are given, 2θ < λ=
cf(λ) and we would like to get approximation to “for someX ⊆ λ, |X| = λ, 〈fα : α ∈X〉
is a∆-system”, continuing [26, Claim 6.6D]. We phrase a special case (7.1) and deal with
some variants.

8. Consistency of “P(ω1) has a free caliber” and discussion of pcf

We deal with another of Monk’s problems, [12, Problem 37], proving the consistency
of “there is no complete Boolean algebraB of cardinality 2ℵ1 with empty free caliber” (in
factℵω1+1= 2ℵ1 is always a free caliber ofB). The universe is obtained by addingℵω1+1

Cohens to a model of ZFC+ GCH, and the proof uses §7. We finish by discussing some
pcf problems.

9. Having aλ-sequence for a sequence of non-stationary ideals

We return to the original theme, for a more restricted case. We assumeλ = cf(2µ)
whereµ is strong limit singular, and in this sectionλ = 2µ, i.e., 2µ is regular (for the
singular case see §10). We get quite strong results: (fixn(∗) < ω for simplicity) for
some idealJ on cf(µ) (usuallyJ bd

cf(µ), always close to it) we can find〈λ̄i : i < cf(µ)〉,
i < j ⇒max(λ̄i ) <min(λ̄j ), λ̄i = 〈λi,`: ` < n(∗)〉, λi,`+1 > 2λi,` (λi,` regular of course,
µ = supi<cf(µ) λi,0), such that there is a(λ, J )-sequence for̄I = 〈J bd

λ̄i
: i < cf(µ)〉. This

is nice (compare with §5) but we get much more:Ī is a sequence of nonstationary ideals
and even〈∏`<n(∗) J

nst,σ
λi,`

: i < cf(µ)〉 whereJ nst,σ
χ = {A: A ∩ {δ < χ : cf(δ) = σ } is not

stationary} andσ = cf(σ ) ∈ (cf(µ),µ).
We then work more and get versions with club guessing ideals. We deal further with the

version we get for the case cf(µ)=ℵ0. (So it is less clear which idealsJ can be used.)

10. The power of a strong limit singular is itself singular: Existence

We do the parallel of the first theorem of §9 in the case 2µ is singular.

11. Preliminaries to the construction of ccc Boolean algebras with no large
independent sets

Here the problem is whether everyκ-c.c. Boolean algebra has free caliberλ; the case
of being “near a strong limit singularµ of cofinality < κ” was considered in [18], we
deal with the caseµ = µ<κ < λ < 2µ. Here we make the set theoretic preparation for
a proof of the consistency of a negative answer with strong violation of GCH. We use
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Boolean algebras generated byxα ’s freely except forxα ∩ xβ ∩ xγ = 0 for {α,β, γ } ∈W
for some setW of triples with intersection of any two having at most one element. The
point is that the properties of “η̄ is a λ-sequence for̄I ” with such idealsI (unlike the
ones associated with the Erdös–Rado theorem) are preserved by adding many Cohens toµ

(whereµ� |Dom(Ii)| etc.).

12. Constructing ccc Boolean algebras with no large independent sets

We complete the consistency results for which the ground was prepared in §11. We
construct the relevant Boolean algebra using a(λ, J )-sequence for̄I , Ī as there, using, as
building blocks, Boolean algebras generated, e.g., from the triple system. So we will give
sufficient conditions for theκ-c.c. and other properties of the Boolean algebra.

13. The singular case

We continue §11 and §12 by dealing here with the caseλ is singular but(∀α < λ)

(|α|<κ < λ), note that the forcing from §12 essentially creates only such cases.

14. Getting free caliber for regular cardinals

We continue dealing withκ-c.c. Boolean algebras, giving a sufficient condition forλ

being a free caliber, hence a consistency follows (complementing §11 and §12; together
this solves [12, Problems 32, 33] in the case we are not near a strong limit singular cardinal;
thus together with §6 this gives a solution).

15. On irr: The invariant of the ultraproduct, greater than the ultraproduct of
invariants

We prove the consistency of

irr

(∏
n<ω

Bn/D
)
>
∏
n<ω

irr(Bn)/D

whereD is a nonprincipal ultrafilter onω and irr(B)= irrω(B) and irrn(B)= sup{|X|: X ⊂
B and if x0, x1, . . . , xm are distinct members ofX, m< n thenx0 /∈ 〈x1, . . . , xm〉B}. The
way is to buildBn with irrn(Bn)= λ+, irr2n+1(Bn)= λ, λ= λℵ0. Our earlier tries as the
approximation toBn did not work. So the point is a version ofn-graded independence
phrased as〈F`: ` < n〉, then solve [12, Problem 26]. We then deal withs( ), hL(−), hd(−)
and Length(−), using the construction of §12 in ZFC, and solving [12, Problems 22, 46,
51, 55].
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0. Introduction

Our original aim was to construct special subsets of
∏
i<δ λi , concentrating particularly

on the case whenλi converge to a strong limit singular.
This continues [18] (so [25,28], Rosłanowski and Shelah [15]), but as these are

essentially notes from the author’s lectures in Madison, they are self-contained. (§1 and §4
just represent old material, adding an illustration for Maharam algebras.)

Some sections improve the general existence theorems. The main new point is the case
when we use

Ii =
∏
`<ni

J bd
λ`,i

with theλ`,i ’s regular decreasing

(as well as the case of the nonstationary ideal). We shall discuss this below and give the
definition after we first fix some notation.

Notation.
(1) I denotes an ideal on a set Dom(I), which means thatI is a subset ofP(Dom(I))

closed under (finite) unions and subsets, Dom(I) /∈ I , and usually for simplicity, all
singletons are assumed to belong toI .
I is κ-complete if it is closed under unions of< κ elements.

(2) I, J denote ideals.
(3) I+ = {A⊆ Dom(I): A /∈ I }.
(4) If A is a set of ordinals with no last member we let

J bd
A = {B ⊆A: B a bounded subset ofA}.

(5) The completeness of the idealI , comp(I) is the maximalκ such thatI isκ-complete
(it is necessarily a well-defined regular cardinal).

(6) [A]κ = {a ⊆ A: |a| = κ}, [A]<κ = {a ⊆A: |a|< κ}, etc.
(7) cov(λ,µ, θ, σ ) = Min{|P |: P ⊆ [λ]<µ, and for everya ∈ [λ]<θ there areα < σ

andai ∈P for i < α such thata ⊆⋃i<α ai}.

Definition. We sayη̄= 〈ηα : α < λ〉 is a(λ, I, J )-sequence for̄I = 〈Ii : i < δ〉 if
(a) I is an ideal onλ (if not mentioned, we assumeI = J bd

λ ), Ii is an ideal on Dom(Ii ),
(b) J is an ideal onδ (if not mentioned, we assumeJ = J bd

δ ),
(c) ηα ∈∏i<δ Dom(Ii ),
(d) If X ∈ I+ then{

i < δ: {ηα(i): α ∈X} ∈ Ii
} ∈ J.

By [18], if Ii is κi -complete,κi >
∑
j<i κj , µ =

∑
i<δ κi strong limit, |Dom(Ii )| < µ

and 2µ = µ+ = λ, then there is such a sequence. We recall this in §1.
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As an example of the application of suchη̄, we presented the following (presented in
1.13): Suppose thatB is a Maharam measure algebra of dimension> µ, cf(µ)=ℵ0. Then
we can findaα ∈ B for α < λ such that Leb(aα) > 0 and

(∀X ∈ [λ]λ)(∃n)(∀α0< · · ·< αn ∈X)
⋂
i6n

aαi = 0.

A “neighborhood” ofµ being strong limit of cofinalityℵ0 is necessary.
Our usual case, which we call normal is:κi >

∏
j<i |Dom(Ij )| (this was not used in the

measure algebra application, but it is still good to have).

Main point. The main new point of this paper is to build a(λ, I, J )-sequencēη for certain
Ī without using2µ = µ+. We describe the cases ofĪ which we can handle.

Case1: The easiest case ofIi : Ii = J bd
λi

, λ= cf(
∏
i<δ λi/J ). We only need to translate

from the known pcf results.
Case2:

Ii =
∏
`<ni

J bd
λ`,i
,

whereλ`,i are regularincreasingwith ` andi, andJ is an ideal on{(i, `): i < δ, ` < ni}
such that

(∀X ∈ J )(∃(J bd
δ )
+
i
)( ∧

`<ni

(i, `) /∈X
)
,

and where for idealsJm (m < n)∏
m<n

Jm
def={X ⊆×m<nDom(Jm): ¬∃J+0 x0∃J+1 x1 · · ·∃J+n−1xn−1(〈x0, . . . , xn−1〉 ∈X)

}
.

Starting from reasonable pcf assumptions and working a little, we can handle this case as
well.

Main Case3:

Ii =
∏
`<ni

J bd
λ`,i
,

λ`,i regulardecreasingwith `.
We prove: If

∧
i ni = n, and λ` = tcf(

∏
i<δ λ`,i/J

′) for ` < n, then we can find
〈ηᾱ : ᾱ ∈∏`<n λ`〉 (ηᾱ(i) ∈∏`<n λ`,i , i < δ) such that

if X ∈
(∏
`<n

J bd
λ`

)+
def=(J bd

〈λ`: `<n〉
)+

then
{
i < δ: {ηᾱ(i): ᾱ ∈X} ∈

(
J bd
〈λ`,i : `<n〉

)} ∈ J ′.
Interesting instances: λ`,i decreasing with̀ andi < j ⇒ λ`,i < λn,j .
Case4: Like Case 3, but using the nonstationary ideal, or nonstationary ideal restricted

so some “large subset” ofλ`,i instead ofJ bd
λ`,i

.

Case5: Like Case 3 but using a suitable club guessing ideal(ida(C
`,i
)).
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On history, background etc. and on Boolean algebras, see Monk [11,12]. This works
continues [18] and it evolved as follows. Getting the thesis of Carrieres, which was based
on [22], we started thinking again on “free calibers”, this time on measure algebras. We
noted that [18] gives the answer if, e.g.,λ= (iω)+ = iω+1, and started to think of what is
called here “there is a(λ, J )-sequence for̄I ”. We started to lecture on it (§1, §4, then §5,
§9, §10). Meanwhile Mirna Džamonja asked me if this doesn’t solve a problem from her
thesis. This was not actually the case, but it became so in §3. Then she similarly brought
me p. 256 of Monk [12] and this influenced most of the rest of the paper, while later I also
looked at pages 255, 257 of [12], but not so carefully. Lastly, §15 is looking back at the
problems from [15]. Some of the sections are (revisions of) notes from my lectures. So I
would like to thank Christian Carrieres, Donald Monk and the participants of the seminar
in Madison for their influence, and mainly Mirna Džamonja for god-mothering this paper
in many ways, and last but not the least Diane Reppert for typing the paper, and even more
for correcting and correcting and to David Fremlin who lately informed me that 1.13 was
well known and 3.7, 3.12 have already appeared in Plebanek [13,14].

1. The framework and an illustration

We are considering a sequence〈Ii : i < δ〉 of ideals, and we would like to find a sequence
η̄ = 〈ηα : α < λ〉 of members of

∏
i<δ Dom(Ii ) which “runs away” fromĀ= 〈Ai : i < δ〉

whenAi ∈ Ii (see Definition 1.1 below).
When Ii is κi -complete,κi >

∏
j<i |Dom(Ij )|, µ = ∑i<δ κi strong limit singular,

λ= µ+ = 2µ, this is easy. We present this (all from [18]) and, for illustration, an example.

Definition 1.1.
(1) We say that̄η is a(λ, I, J )-sequence for̄I if:

(a) J is an ideal onδ andI is an ideal onλ,
(b) Ī = 〈Ii : i < δ〉, whereIi is an ideal on Dom(Ii),
(c) η̄= 〈ηα : α < λ〉 whereηα ∈∏i<δ Dom(Ii ),
(d) if X ∈ I+ then{

i < δ: {ηα(i): α ∈X} ∈ Ii
} ∈ J.

(2) We sayη̄ is a weakly(λ, I, J )-sequence for̄I if we weaken clause (d) to
(d−) if X ∈ I+ then{

i < δ: {ηα(i): α ∈X} ∈ I+i
} ∈ J+.

(3) We may omitJ if J = J bd
δ , we may omitI if I = J bd

λ , and then we may say “η̄ is a
λ-sequence for̄I ”.

We can replaceλ by another index set.
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Definition 1.2.
(1) We sayη̄ is normally a(λ, I, J )-sequence for̄I (or in short, “η̄ is normal”, when

Ī , I, J are clear) if:
(∗) for everyi < δ,

comp(Ii ) >
∣∣{ηα � i: α < λ}∣∣.

(2) We sayĪ = 〈Ii : i < λ〉 is normal if

comp(Ii) >
∏
j<i

∣∣Dom(Ii )
∣∣.

Claim 1.3. If Ī = 〈Ii : i < δ〉 is normal andη̄ is a(λ, I, J )-sequence for̄I thenη̄ is normal
(i.e., normally a(λ, I, J )-sequence for̄I).

Proof. As for eachi < δ∣∣{ηα � i: α < λ}∣∣6 ∣∣∣∣∏
j<i

Dom(Ij )

∣∣∣∣=∏
j<i

∣∣Dom(Ij )
∣∣< comp(Ii ).

Discussion 1.4.Why is normality (and(λ, J )-sequences in general) of interest? Think for
example of having, for eachi < δ, a coloringci , say a function with domain[Dom(Ii )]2
(or even[Dom(Ii )]<ℵ0), call its range the set of colors. These colorings are assumed to
satisfy “for everyX ∈ I+i we can find someY ⊆ X with Y ∈ I+, such thatci � [Y ]2 (or
[Y ]<ℵ0) is of some constant pattern”. Now usingη̄ we can define a coloringc on [λ]2 (or
[λ]<ℵ0) “induced by the〈ci : i < δ〉”, e.g.,

c
({α,β})= ci(α,β)({ηα(i(α,β)), ηβ(i(α,β))}),
where i(α,β)=Min{i: ηα(i) 6= ηβ(i)}.

Now, normality (or weak normality) is a natural assumption, because of the following:

Claim 1.5. If η̄ is normally a(λ, I, J )-sequence for̄I (or weakly so) andX ∈ I+, thenthe
following set is= δmodJ (or 6= ∅modJ ):

Y =
{
i < δ: for someν ∈

∏
j<i

Dom(Ij ) andXi ∈ I+i we have:

(∀x ∈Xi)(∃α ∈X)
[
ν = ηα � i& x = ηα(i)

]}
.

Proof. LetXi = {ηα(i): α ∈X}, by the definitions it is enough to prove
(∗) if Xi ∈ I+i theni ∈ Y .
LetZi = {ηα � i: α < λ}, soZi ⊆∏j<iDom(Ij ) and|Zi |< comp(Ii ) by the normality

of η̄. Now for eachν ∈ Zi let us define

Xiν =
{
ηα(i): α ∈X andηα � i = ν

}
.
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Clearly Xi = ⋃{Xiν : ν ∈ Zi}, and Ii is |Zi |+-complete (as|Zi | < comp(Ii )). As
Xi ∈ I+i , necessarily for someν ∈ Z we haveXiν ∈ I+i . This exemplifies thati ∈ Y , as
required. 2
Conclusion 1.6. Assume

(a) η̄ is a normal weak(λ, I, J )-sequence for̄I .
(b) ci is a function fromω>(Dom(Ii )) to a setC of colors (or from[Dom(Ii )]<ℵ0).
(c) d is a function fromω>ε(∗) (or from [ε(∗)]<ℵ0) toC.
(d) ci exemplifiesIi 6→ (d) which means

(∗) for everyX ∈ I+i we can find distinctxζ ∈X for ζ < ε(∗) such that:
if n < ω andζ0< · · ·< ζn−1< ε(∗) then

ci
(〈xζ0, . . . , xζn−1〉

)= d(〈ζ0, . . . , ζn−1〉
)

(or ci ({xζ0, . . . , xζn−1})= d({ζ0, . . . , ζn−1})).
(e) We define the coloringc such that for alln < ω

c
(〈α0, . . . , αn−1〉

)= ci(〈ηα0(i), . . . , ηαn−1(i)〉
)

(or c({α0, . . . , αn−1})= ci ({ηα0(i), . . . , ηαn−1(i)})), when

` <m< n⇒ i =Min
{
j < δ: ηα`(j) 6= ηαm(j)

}
.

Thenc exemplifiesI 6→ (d).
[Why? If X ∈ I+, letY be the set as in Claim 1.5, henceY ∈ J+. Pick ani ∈ Y , so there

is Xi ∈ I+i andν exemplifying thati ∈ Y . Let {xζ : ζ < ε(∗)} exemplify thatIi 6→ (d).
Forζ < ε(∗), letαζ ∈X be such thatηαζ � i = ν andηαζ (i)= xζ . Hence for alln < ω and
ζ0< · · ·< ζn−1< ε(∗) we have

c
(〈αζ0, . . . , αζn−1〉

)= ci(〈xζ0, . . . , xζn−1〉
)= d(〈ζ0, . . . , ζn−1〉

)
. ]

Comments 1.6A.
(1) Of course in 1.6 we can restrict ourselves to coloring of pairs. Note that the

conclusion works for alld ’s simultaneously. Also, additional properties of theci ’s
are automatically inherited byc, see 1.7 below.

(2) We can also be interested in colors ofn-tuples,n> 3, wherei < δ as in clause (e)
of 1.6 does not exist.

(3) What is the gain in the conclusion?
A reasonable gain is “catching” more cardinals, i.e., ifIi = J bd

λi
, I = J bd

λ , then in
addition to having an example forλi we have one forλ. A better gain is whenI is simpler
than theIi ’s. The best situation is when we essentially can getI = J bd

λ , J = J bd
δ for all

normalĪ with 〈|Dom(Ii)|: i < δ〉 increasing with limitµ. Assuming a case of GCH this is
trivially true.
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Normally we can find many tuples for which there isi < δ as in clause (e) of 1.6.

Fact 1.7. In 1.6 if θ = (2|δ|)+, or at leastθ = cf(θ ) & (∀α < θ)(|α||δ| < θ) then:
(∗) for everyX ∈ [λ]θ , we can findY ∈ [X]θ andi < δ and a1-to-1 functionh fromY

into Dom(Ii ) such that

c
(〈α0, . . . , αn−1〉

)= ci(〈h(α0), . . . , h(αn−1)〉
)

for α0, . . . , αn−1 ∈ Y (actuallyh(α)= ηα(i), where for allα we haveηα � i = ν for
someν ∈∏j<iDom(Ij )).

Proof. By the∆-system lemma applied to
{{ηα � i: i < δ}: α ∈ X}. More elaborately,

let χ be large enough, and letM ≺ (H(χ),∈,<∗χ) be such that{θ,X, I, J, Ī , η̄} ⊆M and
Mδ ⊆M, while ‖M‖< θ andM ∩ θ is an ordinal< θ . If we chooseα ∈X\M, then we
can choosei < δ such thatηα � i ∈M, ηα � (i + 1) /∈M (exists asMδ ⊆M). Now notice

that for some suchα and i the setZ
def= {ηβ(i): β ∈ X,ηβ � i = ηα � i} has cardinality

θ . Let h :Z→ X be such thatγ ∈ Z ⇒ ηh(γ ) � i = ηα � i andηh(γ )(i) = γ . Lastly let
Y =Rang(h). 2
Lemma 1.8. Assume

(a) Ii is aκi -complete ideal onλi for i < δ, andδ is a limit ordinal,
(b) κi = cf(κi) >

∑
j<i κj ,

(c) µ= supi<δ κi = supi<δ λi ,
(d) cf(Ii,⊆)6 µ+ (usually in applications it is< µ as usually2λi < µ; the cofinality

is that of a partially ordered set),
(e) λ= µ+ = µ|δ| (soλ= λ|δ|; note thatµ|δ| > µcf(µ) > µ+ always).

Then somēη is aµ+-sequence for〈Ii : i < δ〉.

Remark 1.9.
(1) We shall focus on the caseµ as strong limit singular,δ = cf(µ).
(2) We can weaken the requirementλ= µ+, but not now and here.

Proof of 1.8. LetYi ⊆ Ii be cofinal,

|Yi |6 λ.
So|∏i<δ Yi |6 λ|δ| = λ, and we can list

∏
i<δ Yi as〈〈Aζi : i < δ〉: ζ < λ〉, whereAζi ∈ Yi .

For ζ < λ, let 〈β(ζ, ε): ε < µ〉 list {β: β <max{µ,ζ }} (or {β: β 6 ζ }).
Now we choose forζ < λ, a functionηζ ∈∏i<δ λi . Let ηζ (i) be any member of

λi
∖⋃{

A
β(ζ,ε)

i : ε <
∑
j<i

κj

}
.

[Why can we choose suchηζ (i)? BecauseAβ(ζ,ε)i ∈ Ii and Ii is κi -complete andκi >∑
j<i κj .]
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We claim thatη̄
def= 〈ηζ : ζ < λ〉 is as required. LetX be unbounded⊆ λ, we need to

showY is co-bounded inδ, where

Y
def= {i: {ηα(i): α ∈X} ∈ I+i }.

LetA∗i = {ηα(i): α ∈X} for everyi /∈ Y . LetA∗i
def= ∅ for i ∈ Y . LetAi ∈ Yi ,Ai ⊇A∗i . Let

ζ < λ be such that〈Ai : i < δ〉 = 〈Aζi : i < δ〉. So for everyα ∈X\(ζ + 1), for everyi < δ
large enoughηα(i) /∈Ai .

[Large enough means: Just that lettingε = εα,ζ < µ be such thatζ = β(α, ε) and letting
i∗ = i∗α,ζ be such that

∑
j<i∗ κj > ε, theni ∈ [i∗, δ)⇒ ηα(i) /∈Ai .] 2

Example 1.10.λ= µ+ = 2µ, µ strong limit of cofinalityℵ0. Letµ=∑n<ω µn. Without
loss of generalityµn+1> in+7(µn). LetDn = [in+3(µn)

+]n.
In

def= {X ⊆Dn: there ish :X→ 2µn such that for no infiniteA is h � [A]n constant
}
.

Fact 1.11. In is an ideal.

Fact 1.11A. The idealIn is not trivial (soDn /∈ In).

[Why? By the Erdös–Rado Theorem, see 1.14–1.15 for a detailed explanation.]

Fact 1.12. In is µ+n -complete.

[Why? If hi :Dn→ 2µn (i < µn), then there ish :Dn→ 2µn such thath(x)= h(y)⇒∧
i hi(x)= hi(y).]

Conclusion 1.12A. So, by Lemma 1.8, there is̄η = 〈ηi : i < µ+ = λ〉 which is a λ-
sequence for〈In: n < ω〉.

We apply Conclusion 1.12A to measure algebras getting a well known result:

Application 1.13. Assumeλ= µ+ andµ is a strong limit singular of cofinalityℵ0 (i.e., as
in 1.10). If B is a measure algebra(Maharam) of dimension> µ, we can findaα ∈ B for
α < λ with Leb(aα) > 0 for eachα, and such that for everyX ∈ [λ]λ we can findn∗ < ω,
α1, . . . , αn∗ ∈X such that

B �
n∗⋂
`=1

aα` = 0.

Proof. Let η̄ andIn be as in Conclusion 1.12A (all in the content of Example 1.10). Let
〈xn,α : n < ω, α < in+3(µn)

+〉 be independent in the sense of measure, all elements ofB
and of measure 1/2.
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For anyη ∈∏n<ω Dn, let

yη,n = yη(n) = 1−
⋂

β∈η(n)
xn,β −

⋂
β∈η(n)

(1− xn,β).

Note that
⋂
β∈η(n) xn,β has measure 2−n. So Leb(yη,n)= 1−2·2−n (hence Leb(yη(n)) > 0

if n> 2). Let

yη =
⋂
n>5

yη,n ∈ B.

So Leb(yη)> 1−2 ·∑n>5 2−n = 1−2 ·2−4= 1−2−3> 1/2. We letaα = yηα for α < λ.

We check that〈aα : α < λ〉 is as required. SupposeX ∈ [λ]λ. So, asĪ is normal, for some
n > 5 andν ∈∏`<n D` we have

Yν =:
{
ηα(n): α ∈X, ηα � n= ν

} ∈ I+n .
(Note thatν is not really needed for the rest of the proof.)

So there is{γ`: ` < ω} ⊆ in+3(µn)
+ increasing such that[{γ`: ` < ω}]n ⊆ Yν.

We use just〈γ`: ` < 2n− 1〉.
Foru ∈ [{γ`: ` < 2n− 1}]n let α(u) ∈X be such that

ηα(u)(n)= u.
It is enough to show that inB⋂

u

yηα(u) =
⋂
u

aα(u) = 0.

So suppose that there isz ∈ B with Leb(z) > 0 and such thatz6
⋂
u yηα(u) . Then without

loss of generality

` < 2n− 1⇒ z6 xn,γ` ∨ z6 1− xn,γ` .
Case1. |{`: z6 xn,γ`}|> n. Let u ∈ [{γ`: ` < 2n− 1}]n be such that∧

γ`∈u
(z6 xn,γ` ).

Soz6
⋂
γ`∈u xn,γ` . But z6 yηα(u) 6 1−⋂γ∈u xn,γ , a contradiction.

Case2. Not Case 1. So|{`: z 6 1− xn,γ`}| > n and continue as above using 1−
xn,γ` . 2

Let us elaborate on the ideals used above.

Definition 1.14. Forn,λ, ε let

ERJn,ελ = J n,ελ =
{
A⊆ [λ]n: there is now⊆ λ, otp(w)= ε and[w]n ⊆A},

ERIn,ελ,µ = In,ελ,µ =
{
A⊆ [λ]n: there areAi ∈ J n,ελ for i < i(∗) < µ

such thatA=
⋃
i<i(∗)

Ai

}
.
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Fact 1.15.
(1) In,ελ,µ is a cf(µ)-complete ideal on[λ]n, not necessarily proper(see(2)). J n,ελ is not

necessarily an ideal.
(2) In,ελ,µ is a proper ideal, i.e.,[λ]n /∈ In,ελ,µ iff

χ < µ⇒ λ→ (ε)nχ .

(3) In = In,ωin+7(µn)+,(2µn)+ (whereIn and〈µn: n < ω〉 are from1.10).
(4) In the proof of1.13we could have used less, for example,

In = In,2n+1
in+1(µn)

+,µ+n

asin+1(µn)
+ → (µ+n )nµn for n> 1.

Proof. (3) First direction: Let A ∈ In, so there ish :A→ 2µn witnessing it. LetAi =
h−1(i) for i < 2µn . NowX⊆ λ, |X|> ℵ0 ⇒ [X]n 6⊆Ai , by the choice ofA. Hence

Ai ∈ J n,ωin+7(µn)+ .

Hence

A ∈ In,ωin+7(µn)+,(2µn)+ .

Second direction: LetA ∈ In,ωin+7(µn)+,(2µn)+ , so there areAi (for i < i(∗) < (2µn)+) such

thatAi ∈ J n,ωin+7(µn)+ andA=⋃i<i(∗) Ai .
Renaming, without loss of generalityi(∗)6 2µn , and let

A′i =
{
Ai\⋃j<i Ai if i < i(∗),
∅ otherwise, i.e., ifi ∈ [i(∗),2µn).

So 〈A′i : i < i(∗)〉 is a partition ofA. As Ai ∈ J n,ωin+7(µn)+ , we know that¬(∃X ⊆
in+7(µn)

+ infinite) ([X]n ⊆Ai). Hence, lettingκ = in+7(µn)
+

¬(∃X ⊆ κ infinite) ([X]n ⊆Ai).
Defineh :A→ 2µn by

h(ᾱ)= i iff ᾱ ∈A′i ,
soh witnessesA ∈ In. 2
Definition 1.16.

(1) A setW ⊆ [λ]<ℵ0 is called a ccc base if

(∗) for u 6= v in W , |u∩ v|< |u|/2.

(2) ForW ⊆ [λ]<ℵ0 let

Iλ[W ] =
{
A⊆ λ: W ∩ [A]<ℵ0 = ∅},

Iλ,κ [W ] =
{
A⊆ λ: A is the union of< κ members ofIλ[W ]

}
.
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(3) For a Boolean algebraB we defineIB,κ by letting:X ∈ IB,κ iff X ⊆ B\{1} is the
union of< κ ideals ofB.

Claim 1.17.
(1) Assume

(a) η̄ is a (λ, J )-sequence for̄I = 〈Ii : i < δ〉, andcf(λ) > δ.
(b) For i < δ, the functionhi : Dom(Ii)→ λi satisfies

α < λi⇒
{
x ∈Dom(Ii ): hi(x) < α

} ∈ Ii .
Let h̄= 〈hi : i < δ〉 and letfα = h̄ ◦ ηα def= 〈hi(ηα(i)): i < δ〉 (∈∏i<δ λi).
Then
(c) (∀f ∈∏λi) (∀J bd

λ γ < λ) (f <J fγ ).
(d) for some clubE of λ, we have
(d)E if α < ε 6 β < λ andε ∈E thenfα <J fβ .
(So ifX ∈ [λ]λ, (∀δ ∈ E) |X ∩ (δ,min(E\(δ + 1))]|6 1 then〈fα : α ∈ X〉 is <J -
increasing cofinal in

∏
i<δ λi .)

(2) If f̄ = 〈fα : α < λ〉, E satisfies(d)E (and of coursesupi<δ λi < λ) andµ < λ then
without loss of generality forX as in(d)E the sequencēf �X isµ-free(see below).
Moreoverf̄ is (µ,E)-free (see below clause(1) of 1.18),if (∗) or just the weaker
(∗)′ or just (∗)′′ below holds where:

Definition 1.18.
(1) f̄ is µ-free if forX ∈ [λ]<µ we can finds̄ = 〈sα : α ∈X〉, sα ∈ J such that[

α < β & α ∈X& β ∈X& i ∈ J\sα\sβ
]⇒ fα(i) < fβ(i).

(2) f̄ is (µ,E)-free if forX ∈ [λ]<µ we can finds̄ = 〈sα : α ∈X〉, sα ∈ J such that[
α 6 δ < β & α ∈X& δ ∈E& β ∈X& i ∈ δ\sα\sβ

]⇒ fα(i) < fβ(i).

(3) Forλ > µ andλ̄= 〈λi : i < δ〉 we consider the conditions
(∗) λ= χ+, χ = cf(χ)> µ for someχ ,
(∗)′ µ= limJ λi and{δ < λ: cf(f (δ)) < µ} ∈ I [λ],
(∗)′′ there isf̄ ′ = 〈f ′α : α < λ〉 which is<J -increasing cofinal in(

∏
i<δ λi ,<J ) and

isµ-free.

Remark. This applies to the construction in §4, §5, etc. (e.g., construction fromλ =∏
i<δ λi/J

bd
δ ).

2. There are large free subsets

The reader may wonder if really something likeλ= cf(λ) ∈ (µ,2µ] for µ strong limit
singular, is necessary for 1.13. As in [18], the answer is yes, though not for the same reason.
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Of course, in what follows, Maharam measure algebra can be replaced by any measure
algebra. The interesting case is(∃χ)(χ < λ6 χℵ0).

Fact 2.1. LetB be a Maharam measure algebra. Ifi2 6 µ= µℵ0 < cf(λ)6 λ 6 2µ and
aα ∈ B+ (soLeb(aα) > 0) for α < λ are pairwise distinct,thenfor someX ∈ [λ]λ we have:

(∗) any nontrivial Boolean combination of finitely many members of{aα: α ∈ X} has
positive measure.

Proof. Let {xi : i < i(∗)} be a basis of the Maharam measure algebra (so eachxi has
measure 1/2 and xi ’s are measure-theoretically independent). So for eachα < λ we
can find ordinalsi(α,n) < i(∗) for n < ω, and a Boolean termτα such thataα =
τα(xi(α,0), xi(α,1), . . .). Note that this equality is only modulo the ideal of null sets.

Without loss of generality, eachτα is a countable intersection of a countable union of
finite Boolean combinations of thexi ’s. Again without loss of generality,〈i(α,n): n < ω〉
is with no repetition. Note that without loss of generality

i(∗)= {i(α,n): α < λ andn < ω
}
.

Hence without loss of generalityi(∗)6 λ, hence without loss of generalityi(∗) = λ. By
the Engelking–Karlowicz Theorem [4], we can divideλ to µ sets〈Xζ : ζ < µ〉 such that

(∗)1 the setsAζ,n
def= {i(α,n): α ∈ Xζ } for eachζ satisfy:〈Aζ,n: n < ω〉 are pairwise

disjoint.
As the number of possible termsτα 6 2ℵ0 6 µ, without loss of generality
(∗)2 if α,β ∈Xζ thenτα = τβ , call it τ ζ .
Note also
(∗)3 if Y ⊆Xζ then

ind(Y )=:
{
α ∈ Y : for nom<ω andβ0, . . . , βm−1 ∈ Y ∩ α do we have:

aα ∈ the complete subalgebra generated by

{xi(β`,n): ` <m,n < ω}
}
,

satisfies|ind(Y )| + 2ℵ0 > |Y |.
[Why? We can prove by induction onα /∈ ind(Y ) that for somem < ω andβ0, β1, . . . ,

βm−1 ∈ ind(Y ) ∩ α we haveaα ∈ the complete subalgebra ofB “generated” by{xi(β`,n):
` < m, n < ω}, whenxi(γ,m) are considered generated bya0. Now for eachm < ω and
β0, . . . , βm−1 ∈ ind(Y ), the number ofaα such thataα ∈ the subalgebra generated by
{xi(β`,n): ` <m, n < ω} is at most continuum.]

As cf(λ) > µ, for at least oneζ < µ, |Xζ | = λ, hence by (∗)3 we have|ind(Xζ )| = λ.
So, without loss of generality

(∗)4 (a) the setsAn = {i(α,n): α < λ} are pairwise disjoint,
(b) τα = τ for α < λ,
(c) for no m < ω and β0 < · · · < βm < λ do we haveaβm ∈ the complete

subalgebra generated by{xi(β`,n): ` <m, n < ω}.
Now for eachα < λ we define an idealIα onω: it is the ideal generated by the sets

Zα,β =:
{
n < ω: i(β,n)= i(α,n)} for β < α
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and let (where chA(n) is 1 if n ∈A and 0 ifn /∈A)

J = {A⊆ ω: τ (z0, z2, . . . , z2n, . . .)

= τ (z0+chA(0), z2+chA(1), . . . , z2n+chA(n), . . .)
}
.

As {xi: i < i(∗)} is free (in the measure theoretic sense), forA ∈ J , and{αm: n < ω} and
{βn: n < ω} such thatαn < i(∗) are with no repetition andβn < i(∗) with no repetition,
we have the following:

If (∀m,n < ω)[αn = βm⇔ n = m & n /∈ A] thenτ (xα0, . . .) = τ (xβ0, . . .) (just apply
the definition ofJ to 〈xα0, xβ0, xα1, . . .〉). By transitivity of equality we get

(∀n < ω)[n /∈A⇒ αn = βn] ⇒ τ (xα0, . . .)= τ (xβ0, . . .).

HenceJ is closed under subsets and (finite) unions. By clause (c) of (∗)4 we know that
ω /∈ Iα ; soIα is an ideal onω though it is possible that singletons are not inIα (a violation
of a convention in §0). [In fact we could have eliminated this violation, but there is no
reason to put extra work for it.] AlsoIα ⊆ J .

Now, the number of possible ideals onω is at mosti2 6 µ < cf(λ), so it suffices to
prove

(∗)5 if Y ⊆ λ, α ∈ Y ⇒ Iα ⊆ I , whereI is an ideal onω (so ω /∈ I but singletons
may or may not belong toI ) extendingJ , thenany finite Boolean combination of
{aα: α ∈ Y } has positive measure.2

Proof of (∗)5. Let β0< · · ·< βm−1 be fromY . Let

A= {n < ω: for somè < k <m we havei(β`, n)= i(βk, n)
}
.

By the definition ofZα,β , clearlyA ∈ I . ForZ ⊆ i(∗) letB∗[Z] be the complete subalgebra

of B generated by{xβ : β ∈ Z}. We letB∗ def= B∗[Z] if Z = {i(β`, n): ` < m,n ∈ A}. Let

B∗̀ def= B∗[{i(β`, n): n ∈A}].
AsB∗̀ is complete, for each̀<m we can findb−` , b

+
` ∈ B∗̀ such that

(i) b−` 6 aβ` 6 b
+
` ,

(ii) if c ∈ B∗̀ thenc6 aβ` ⇒ c6 b−` andc> aβ` ⇒ c> b+` .
By the definition ofB∗ and assumptions on〈xi : i < i(∗)〉 and〈aα : α < λ〉 clearly

(∗)6 if {i(β`, n): n ∈A} ⊆Z and{i(β`, n): n ∈ ω\A} ∩Z = ∅ andZ ⊆ i(∗) then
(ii)Z if c ∈ B∗[Z], thenc6 aβ` ⇒ c6 b−` andc> aβ` ⇒ c> b+` .

Obviously, for some Boolean termsτ−` , τ+` we have

b−` = τ−` (. . . , xi(β`,n), . . .)n∈A,
b+` = τ+` (. . . , xi(β`,n), . . .)n∈A.

Now, clearly τ−` = τ− and τ+` = τ+ for some fixedτ− and τ+. Also b−` < b+` as
otherwiseω\A ∈ J . Let b` = b+` − b−` so Leb(b`) > 0, and for some termτ ∗, b` =
τ ∗(. . . , xi(βl,n), . . .)n∈A, and letb =⋂`<m b` ∈ B∗.

Clearly
(∗)7 Leb(b) > 0⇒ any Boolean combination of theaβ` (` < m) has positive measure.
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[Why? Prove it on{aβ` : ` <m′} by induction onm′ 6m using (∗)6.]
For proving Leb(

⋂
`<m b`) > 0, we define an equivalence relationE onω:

n1En2 iff for every ` < k <m we have

i(β`, n1)= i(βk, n1) ⇔ i(β`, n2)= i(βk, n2).

ClearlyE has finitely many equivalence classes, sayA0,A1, . . . ,Ak(∗)−1. For k1 6 k(∗)
and ¯̀ = 〈`k : k16 k < k(∗)〉 let

Zk1, ¯̀ =
{
τ ∗(. . . , xi(γn,n), . . .): for every k < k(∗), for somè <m we have

〈γn: n ∈Ak〉 = 〈i(βn, `): n ∈Ak〉, but

if k > k1 then`= `k
}
.

We prove by induction onk < k(∗) that for any ¯̀

c ¯̀
def= Leb

(⋂
{b: b ∈ Zk, ¯̀}

)
> 0.

(In fact the measure does not depend on¯̀.)
Fork = k(∗) we have{b`: ` < m} ⊆Zk,〈 〉 so we are done.
The casek = 0: It is trivial: Z0, ¯̀ is a singleton{τ ∗(. . . , xi(γn,n), . . .)}, whereγn ∈An so

obviously is not zero.
The casek1+1: So let ¯̀ = 〈`k : k1+16 k < k(∗)〉, and we know that for eachn < k(∗)

the elementd` = c〈n〉_ ¯̀ is> 0. Forζ < m let fζ be a function fromY = {i(βn, `): ` < ω
such that if` ∈ Ak thenk ∈ [k1+ 1, k(∗)] ⇒ n = `k andk = k1⇒ n = 0 andk < k1⇒
n < m} into λ, fζ is one to one,fζ is the identity onY ∗ = {i(βn, `) ∈ Y : ` /∈ Ak1} and
〈Rang(fζ � (Y\Y ∗0 )): ζ <m〉 are pairwise disjoint and

` ∈Ak1⇒ fζ
(
i(β0, `)

)= i(βζ , `).
Now we can imitate the proof of(∗)7 and get

⋂
n<m dn > 0. LetYζ =Rang(fζ ), and note

thatf0 is the identity andY0 = Y . Clearlyfζ induces an isomorphism fromB[Y0] onto

B[Yζ ]. Call it f̂ζ and easilydζ
def= f̂ζ (d0). So we can imitate the proof of(∗)7 and get⋂

n<m dn > 0. But

c ¯̀ =
⋂
n<m

c〈n〉_ ¯̀ =
⋂
n<m

dn > 0

as required. 2
Discussion 2.2.

(1) The proof of 2.1 gives more, almost a division to6 µ subfamilies of independent
elements (in the Boolean algebra sense), see 2.16 below.

(2) We may wonder if “µ> i2” is necessary. Actually it almost is not (see 2.5 below)
but cfλ > 2ℵ0 is essential (see 3.10 below).

We shall see below (in 2.5) what we can get from the proof of 2.1.
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Definition 2.3. For a Boolean algebraB we say 〈〈aα, bα〉: α < α∗〉 is an explicitly
independent sequence of intervals inB if

(a) B � aα < bα ,
(b) if u0, u1⊆ α∗ are finite disjoint then

B �
⋂
α∈u0

bα ∩
⋂
α∈u1

(−aα) > 0.

Claim 2.4. Assume
(∗)Y [X] (a) |X| = χ and B(X) is a Maharam measure algebra with free basis

{xi : i ∈X}. For Z ⊆X we letB(Z) be the complete subalgebra ofB(X)
generated by{xi: i ∈Z}.

(b)Y aα ∈ B+ (i.e., Leb(aα) > 0) for α ∈ Y and β < α ⇒ aβ 6= aα , while
|Y | = λ.

(1) If λ= cf(λ) > ℵ1 thenfor someY ′ ∈ [Y ]λ, Z ∈ [X]<λ anda−α 6 a+α fromB(Z) we
have:
(i) for c ∈ B(Z) we havec6 aα ⇒ c6 a−α andaα 6 c ⇒ a+α 6 c,
(ii) if u ∈ [Y ′]<ℵ0, η ∈ u2 and⋂{

a+α : α ∈ u, η(α)= 1
}∩⋂{

1− a−α : α ∈ u, η(α)= 0
} 6= 0,

then
⋂
α∈u a

[η(α)]
α 6= 0, wherec[0] = −c, c[1] = c.

(2) Assumeinf{Leb(aα4b): b ∈ 〈aβ : β < α〉}B > 0 for α ∈ Y . Thenin part (1) we can
demanda−α < a+α . Hence
(∗) there isY ′′ ∈ [Y ′]λ such that〈aα : α ∈ Y ′′) is independent iff there isY ′′ ∈ [Y ′]λ

such that〈(a−α , a+α ): α ∈ Y ′′〉 is explicitly independent.(See Definition2.3
above.)

(3) If |Y | = λ > |X| = χ and χ1 < χ , σ = cov(χ,χ+1 ,ℵ1,2) < λ then Y can be
represented as the union of6 σ subsetsY ′ such that for each there isZ ∈ [χ]6χ1

satisfying{aα: α ∈ Y ′} ⊆ B(Z).
(4) If the clause(α) below holds then we can representY as the union of6 µ subsets

Y ′ each satisfying(c) below(and(b)Y ′),
(c)Y ′ aα = τ (. . . , xi(α,n), . . .)n<ω, n 6=m⇒ i(α,n) 6= i(α,m) and the setsAn(Y ′)=

{i(α,n): n < ω} are pairwise disjoint, where
(α) (i) 2ℵ0 6 µ= µℵ0 and2µ > λ or at least

(ii) 2ℵ0 6 µ and the density of the(< ℵ1)-base productωχ is6 µ.
(5) If Y ′ is as in (4), i.e., satisfies clause(c), thenany finite intersection ofaα ’s (for

α ∈ Y ′) is not zero.
(6) If Y ′ is as in(4), i.e., satisfies clause(c) thenY ′ is the union of6 i2 subsetsY ′′,

such that
(∗)Y ′′ there is an algebraM with universeY ′′ and6 i1 functions(with finite arity,

of course) such that:

if [u⊆ Y ′′, α ∈ u⇒ α /∈ clM{u∩ α}], then〈aα : α ∈ u〉 is independent.

Proof. Straight and/or included in the proof of 2.1.2
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Claim 2.5. In 2.1 we can weaken“µ > i2” to “µ > 2ℵ0” or even“cf(λ) > 2ℵ0” except
possibly whenλ is singular but� below fails:
� for any countable seta of regulars,|pcf(a)|6 ℵ0 or (∗) from 2.6.

Proof. Without loss of generality we assume (∗)4 from the proof of 2.1 (as the proof of
2.1 up to that point works here too). LetJ be as there, soJ is an ideal onω, so

(+) J is an ideal onω and〈i(α,n): n < ω〉/J for α < λ are pairwise distinct;
by the following observation 2.6 for some idealI onω extendingJ andX ∈ [λ]λ, we have

α ∈X & β ∈X & α 6= β⇒{n: i(α,n)= i(β,n)} ∈ I.
This is enough for continuing with the old proof of 2.1.2
Fact 2.6.

(1) If J is an ideal onκ , 〈fα/J : α < λ〉 are pairwise distinct functions inκOrd and
θ = cf(λ) > 2κ thenfor some idealI onκ extendingJ andX ∈ [λ]λ we have:

α ∈X & β ∈X & α 6= β⇒ fα 6=I fβ
except possibly when
(∗) λ is singular and¬�κ , where
�κ for any seta of regular cardinals> κ we have|a|6 κ ⇒ |pcf(a)|6 κ ,

(2) We can replace(∗) by
(∗)′ λ is singular and¬�+λ,κ or ¬�−λ,κ , where

�+λ,κ for no seta of regular cardinals> κ , do we have|a| 6 κ and λ =
sup(λ∩ pcf(a)),

�−λ,κ there are noχ , cf(λ) = θ < χ < λ and increasing sequencesλ̄ζ =
〈λζi : i < κ〉 of regular cardinals∈ (2κ ,χ) such that〈maxpcf{λζi : i <
κ}: ζ < θ〉 is increasing with limitλ but for every ultrafilterD on κ we
have

sup

{
tcf

(∏
i<κ

λ
ζ
i /D

)
: ζ < θ

}
< λ.

Proof. (1) Follows by (2).
(2) The proof is split to cases.
Case1: λ is regular. By [20, 6.2].
Case2: λ singular. First note

Fact 2.6A. ¬�+λ,κ⇒�−λ,κ .

[Why? Let a exemplify ¬�+λ,κ , let θε ∈ pcf(a) \ {λ} be increasing forε < θ with
limit λ. Let bε ⊆ a be such thatθε = max pcf(bε) and let 〈λζ : ζ < κ〉 list a and let
λεζ be: λζ if λζ ∈ bε and (2κ)+ if λζ /∈ bε. Now λ̄ε = 〈λεζ : ζ < κ〉 exemplifies¬�λ,κ .
First max pcf{λεζ : ζ < κ} = θε < λ and θε is increasing with limit sup(λ ∩ pcf(a)).
Secondly, for every ultrafilterD on κ for eachε we have tcf(

∏
ζ<κ λ

ε
ζ /D) is (2κ)+ or
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is tcf(
∏
ζ<κ λζ /D). (Simplify the first case if{ζ < κ : λζ /∈ bε} ∈D and the second case if

{ζ < κ : λζ ∈ bε} ∈D.) So now if tcf(
∏
ζ<κ λζ /D)> λ implies tcf(

∏
ζ<κ λ

ε
ζ /D)= (2κ)+

as the latter is6 θε < λ, so really there is no ultrafilterD onκ for which

sup

{
tcf

(∏
ζ<κ

λεζ /D
)

: ε < θ

}
< λ,

so the second demand in�−λ,κ holds.] 2
Now we assume�−λ,κ . For every regularσ ∈ (2κ, λ) we apply 7.3 to〈fα : α < σ 〉, so we

can findAσ ⊆ κ and〈γσ,i : i < κ〉 such that
(∗)0 for every sequence〈βi : i ∈Aσ 〉 satisfyingβi < γσ,i there areσ ordinalsα < σ for

which

i ∈Aσ ⇒ βi < fα(i) < γσ,i,

i ∈ κ\Aσ ⇒ fα(i)= γσ,i,
(∗)1 B ∈ J ⇒ σ ∈ pcf{cf(γσ,i): i < κ, i ∈Aσ , i /∈ B}.
Let Jσ = {B ⊆ κ : max pcf{cf(γσ,i): i ∈ κ\Aσ and i ∈ B} < σ }, so clearlyσ =

tcf(
∏
i<κ cf(γσ,i)/Jσ ) andJ ⊆ Jσ . LetA′σ be such thatA′σ ⊆Aσ , andσ =max pcf{cf(γσ,i):

i ∈ A′σ }. Also, asθ = cf(λ) > 2κ , for someA′ ⊆ κ (infinite) the setΘ = {σ : 2κ < σ =
cf(σ ) < θ andA′σ =A′} is unbounded inλ. Let 〈σε : ε < θ〉 be an increasing unbounded se-
quence of members ofΘ, such that its limit isλ. Apply 7.3 (see case 1) to〈gε �A′: ε < θ〉,
wheregε(i)= γσε,i , and get〈β∗i : i ∈A′〉 andB ′ ⊆A′ such that

(∗) if 〈βi : i ∈ A′〉 satisfiesi ∈ A′ ⇒ βi < β
∗
i then for unboundedly many ordinals

ε < θ

i ∈ B ′ ⇒ βi < γσε,i < β
∗
i ,

i ∈A′\B ′ ⇒ γσε,i = β∗i .
CanB ′ = ∅? This would mean that for some unboundedX ⊆ θ we have

ε ∈X⇒ (∀i ∈A′)[γσε,i = β∗i ],
hence{σε: ε ∈X} ⊆ pcf{cf(β∗i ): i ∈ A′}, so{cf(β∗i ): i ∈A′} has pcf of cardinality> θ >
2κ whereas|A′|6 κ , contradiction, so reallyB ′ 6= ∅.

As we are assuming¬�−λ,κ , there is an ultrafilterD onA′ such that

λ6 sup

{
tcf

(∏
i∈A′

γσε,i/D
)

: ε < θ

}
.

Clearly

tcf

(∏
i∈A′

γσε,i/D
)
6 σε < λ

(by the choice ofA′σε = A′). Without loss of generalityσε > θ for eachε < θ . So we can
choose, for eachε, a functionhε ∈∏i∈A′ γσε,i such that

(∗) if ζ < θ andζ 6= ε, while 〈γσζ ,i : i ∈A′〉6D 〈γσε,i : i ∈A′〉 then

〈γσζ ,i : i ∈A′〉<D hε.
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(Note that〈γσζ ,i : i ∈ A′〉 6=D 〈γσε,i : i ∈ A′〉 because of the cofinalities of the respective
ultraproducts.) So, consideringD as an ultrafilter onκ :

Xε =
{
α < σε: hε <D fα <D 〈γσε,i : i < κ〉, but

β < α ⇒ ¬(fα 6D fβ <D 〈γσε,i : i < κ〉)}
has cardinalityσε. SoX =⋃ε<σ Xε is as required.

We may wonder whether we can remove or at least weaken the assumption (∗); the
answer is:

Claim 2.7. If κ 6 λ and θ = cf(λ) < λ, and�−λ,κ (from 2.6) thenfor somefα ∈ κλ (for
α < λ) the conclusion of2.6(1)fails.

Proof. Let χ , λζi (i < κ, ζ < θ) be as in�−λ,κ .

Let aζ =: {λζi : i < κ}, andσζ =max pcf(aζ ). Without loss of generality〈σζ : ζ < θ〉 is

increasing with limitλ. By [25, II, §3] for eachζ < θ we can find〈f ζα : α < σζ 〉 be such
that:

b⊆ aζ ⇒
∣∣{f ζα � b: α <max pcf(aζ )}

∣∣=max pcf(b).

Define〈fα : α < λ〉 by:fα(i)= f ζ(α)α (λ
ζ
i ) whereζ(α)=min{ζ : σζ > α}. Now check. 2

Discussion 2.8.
(1) So if 2κ < λ, θ = cf(λ) then 2.7 shows that 2.6 is the best possible. (Of course we

still do not know if�−λ,κ is possible.) See more in 3.11.
(2) Note: If cf(λ) > 2κ , and

(∀a)(a⊆Reg & |a|6 κ <min(a)⇒ |pcf(a)|6 |a|),
then�−λ,κ cannot occur as without loss of generality

Jζ =
{
A⊆ κ : max pcf{λζi : i ∈A}<max pcf{λζi : i < κ}

}
does not depend onζ .

3. Strong independence in Maharam measure algebras

Claim 3.1. Assume
(a) Ii is aκi -complete ideal onλi for i < δ,
(b) κi >

∑
j<i κj ,

(c) µ= supi<δ κi is strong limit singular,
(d) λi < µ,
(e) λ= µ+ = 2µ.

Thenthere isη̄ a superλ-sequence for〈Ii : i < δ〉, where
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Definition 3.2. We sayη̄ is a super(λ, J )-sequence for〈Ii : i < δ〉 if, in addition (to the
demands in 1.8)

(∗) for everyn < ω andβα,` < λ (for α < λ, ` < n) increasing with̀ , pairwise distinct
we have{

i < δ: {〈ηβα,` (i): ` < n〉: α < λ} ∈
∏
`<n

Ii

}
∈ J.

Moreover
(∗) if n < ω, βα,` < λ (for α < λ, ` < n), βα,` < βα,`+1, and theβα,` are pairwise

distinctthenfor someA ∈ J we have:

if m<ω, i0< i1< · · ·< im−1 belong toδ\A, then{〈〈ηβα,` (it ): ` < n〉: t < m〉: α < λ} ∈ (∏
t<m

(∏
`<n

Iit

))+
.

Proof. Like the proof of 1.8. 2
Example 3.3. λ = µ+ = 2µ, µ=∑i<κ λi , i < j ⇒ δ = κ < λi < λj < µ and eachλi
is measurable with a(ℵ0+∑j<i λj )

+-complete normal (or just Ramsey forni ) ultrafilter
Di onλi .

Let n̄= 〈ni : i < κ〉, i < ni < ω (if κ =ℵ0, ni = i we may omit it),

Ii =
{
A⊆ [λi ]ni : for someB ∈Di we have[B]ni ∩A= ∅}.

Then
(∗)1 Claim 3.1 applies,
(∗)2 for everym<ω andX ∈∏`<m Ii we can findA ∈Di such that:{

s̄: s̄ = 〈s`: ` <m〉, s` ∈ [A]ni , s` < s`+1
} ∩X = ∅.

Definition 3.4.
(1) For a Boolean algebraB we say〈(aα, bα): α < α∗〉 is a strongly independent

sequence of intervals if
(a) B � aα < bα ,
(b) if B ′ is a Boolean algebra extendingB andn < ω, α0 < α1< · · ·< αn−1 < α

∗
andB ′ � “aα` 6 x` 6 bα` ” for ` < n, then any nontrivial Boolean combination
of 〈x`: ` < n〉 is nonzero (inB ′).

(2) We say, for a Boolean algebraB that 〈(aα, bα): α < α∗〉 is a λ-anti-independent
sequence of intervals if
(a) B � aα 6 bα ,
(b) if B ′ is a Boolean algebra extendingB andX ∈ [α∗]λ andB ′ � “aα 6 xα 6 bα”

for α ∈ X, then there aren < ω andα0 < α1 < · · · < αn−1 from X such that
some nontrivial Boolean combination of〈xα` : ` < n〉 is zero.

(3) We say〈(aα, bα): α < α∗〉 is an independent sequence of intervals in the Boolean
algebraB if letting B ′, xα be as in 3.5 below, we have〈xα : α < α∗〉 is independent
(in B ′).
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(4) We say〈(aα, bα): α < α∗〉 is a stronglyλ-anti-independent sequence of intervals
for the Boolean algebraB if:
(a) B � aα 6 bα ,
(b) if B ′, X,xα (α ∈X) are as in 3.4(2)(b) above, then the Boolean subalgebra of

B ′ generated by{xα: α ∈X} contains no free subset of cardinalityλ.
(5) We say〈(aα, bα): α < α∗〉 is mediumlyλ-anti-independent (sequence of intervals

of the Boolean algebraB) if
(a) B � aα 6 bα ,
(b) if B ′ is the free extension ofB for 〈(aα, bα): α < α∗〉 (see 3.5), then the Boolean

subalgebra ofB ′ generated by{xα: α < α∗} contains no free subalgebra of
cardinalityλ.

Definition 3.5. We say thatB ′ =B ′(B, 〈(aα, bα): α < α∗〉), orB ′ is the free extension of
B for 〈(aα, bα): α < α∗〉, if

(∗) B ′ is the algebra freely generated byB ∪ {xα: α < α∗} except for the equations:
(a) the equations whichB satisfies,
(b) aα 6 xα 6 bα , for α < α∗.

Observation 3.5A.
(1) In 3.4(3),if B ⊆ B(α0), α0+ω+α∗ 6 α1 thenwe can embedB ′ intoB(α1) overB .
(2) There are obvious implications among the notion from Definition3.4 and some

equivalences: independent(3.4(3))with explicitly independent; and strongly inde-
pendent with“(a) of 3.4(1)and ifα1, . . . , αn, β1, . . . , βm < α

∗ with no repetition,

B � “
n⋂
`=1

aα` ∩
m⋂
`=1

(−bβ`) > 0”.

Lemma 3.6. Assumeµ is strong limit singular of countable cofinality andλ= µ+ = 2µ.
Then in B(µ), (the Maharam measure algebra of dimensionµ) we can find a sequence
〈(aα, bα): α < µ〉 such that:

(a) B(µ) � aα < bα ,
(b) 〈(aα, bα): α < λ〉 is stronglyλ-anti-independent.

Remark. What is the difference with 1.13? Note that 3.4(ii)(b) speaks of “no free subset
of the Boolean algebra”, not just of the set.

Proof. (1) Let µ = ∑
n<ω λ

0
n (we may demandin+8(λ

0
n) < λ0

n+1 < µ) and let In
be ERIn,hin−1(λ

0
n)
+,(λ0

n)
+ (see Definition 1.14, they were used in the proof of 1.13). Let

η̄ = 〈ηα : α < λ〉 be as guaranteed by 3.1 (so lg(ηα) = ω, ηα(n) ∈ [λn]n, whereλn =
in−1(λ

0
n)
+. SoIn+1 is |Dom(In)|+-complete (we could also have〈In: n < ω〉 is normal).

Renaming, letxnα (for n < ω, α < λn) be the free generators of the Maharam algebra.
Define forα < λ andm<ω

a∗α,m =
⋂{

xmβ : β appears inηα(m)
}
,
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b∗α,m =
⋃{

(1− xmβ : β appears inηα(m)
}
.

We define by induction onn, the elementsaα,n, bα,n as follows: forn < 5 let aα,n = 0,
bα,n = 1. Forn> 5 we letaα,n = aα,n−1∪ (a∗α,n ∩ bα,n) andbα,n = bα,n−1∩ (b∗α,n ∪ aα,n).
We can prove by induction onn < ω thataα,n−16 aα,n 6 bα,n 6 bα,n−1. We can compute
the measure, e.g., let(bα,n − aα,n)=∏{1− 2−(`−1): 56 `6 n}.

Let aα =⋃n<ω aα,n ∈ B(µ), bα =
⋂
n<ω bα,n ∈ B(µ).

So clearlyB(µ) � aα 6 bα , and by the measure computations above,B(µ) � aα <
bα . So 〈(aα, bα): α < λ〉 is a sequence of intervals. SupposeB, cα (for α < λ), is a
counterexample to the conclusion so there is an independent subset{dα: α < λ} of 〈cα : α <
λ〉B ⊆B. Thus, for eachα < λ for somekα < ω and a Boolean termτ = τα(x0, . . . , xkα−1)

and someβα,0< βα,1< · · ·< βα,kα−1 we havedα = τα(cβα,0, cβα,1, . . . , cβα,kα−1).
As we can replace{dα: α < λ} by any subset of the same cardinality without loss of

generalityτα = τ , so letkα = k(∗).
Similarly, by the∆-system argument without loss of generality for somek < k(∗) we

have

` < k⇒ βα,` = β` and α(1) < α(2)⇒ βα(1),k(∗)−1< βα(2),k.

Let Xn = {〈ηβα,` (n): k 6 ` < k(∗)〉: α < λ} ⊆ (k(∗)−k)([λn]n). So we know thatB =
{n < ω: n> k(∗)− k andXn ∈ (∏k(∗)−1

`=k In)
+} ∈ J+. Let n ∈ B. We can find a function

h :Xn→ λ such that

t̄ ∈Xn & h(t̄)= α⇒ t̄ = 〈ηβα,` (n): k 6 ` < k(∗)〉.
Letm(∗) < ω be large enough, a power of 2 for simplicity.

AsXn ∈ (∏k(∗)−1
`=k In)

+, we can find〈S`: ` ∈ [k, k(∗)]〉 and〈us̄ : s̄ ∈ S`〉 for ` ∈ [k, k(∗))
such that

(a) Sk = {〈 〉},
(b) us̄ ∈ [λn]m(∗),
(c) theus̄ ’s are pairwise disjoint,
(d) S`+1= {s̄_〈w〉: s̄ ∈ S`,w ∈ [us̄]n},
(e) Sk(∗) ⊆Xn.

(We just do it by induction oǹ using the definition of
∏k(∗)−1
`=k In and the definition ofI`.)

So it suffices to show that〈dh(t̄): t̄ ∈ Sk(∗)〉 is not independent. For this just note:
(⊗) for everyε ∈ R>0 if n is large enough compared tok(∗), 1/ε, andm(∗) is large

enough compared ton thenfor every ultrafilterD onB(µ) we can by downward
induction oǹ = k, . . . , k(∗)−1 findu−s̄ ∈ [us̄]m(∗)/2

k(∗)−`
andηs̄ ∈ {k,...,k(∗)−1}2 for

s̄ ∈ S` such that:̄s � t̄ ∈ S`1 and`6 `1< k(∗) andα ∈ u−
t̄
⇒ [xnα ∈D ≡ ηs̄(`1)=

1].
Now letη∗ = η〈 〉 (i.e.,ηs̄ for the uniquēs ∈ S0) and form< k(∗) lettingS′m = {s̄ ∈ Sm: if
` <m thens̄(`) ∈ [u−s̄�`]n}, we havēs ∈ S′k(∗)⇒ dh(s̄) ∈D or s̄ ∈ S′k(∗)⇒ dh(s̄) /∈D.

So to prove that〈dα: α < λ〉 is not independent it suffices to findS ⊆ Sk(∗) such that
⊗S ⋂

α∈S dα ∩
⋂
α∈Sk(∗)\S−dα = 0,
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or equivalently
⊗′S for no ultrafilterD onB(µ) do we have

α ∈ Sk(∗)⇒ [dα ∈D ≡ α ∈ S].
By the argument above it will suffice to have
⊗′′S if 〈u−s̄ : s̄ ∈⋃{S ′̀ : ` < k(∗)〉 satisfies:S′0= S0, S ′̀ ⊆ S`,

s̄ ∈ S ′̀ ⇒ u−s̄ ∈ [us̄]m(∗)/2
2k(∗)−`

andS ′̀+1= {s̄_〈w〉: s̄ ∈ S ′̀ andw ∈ [u−s̄ ]n} thenS ∩ S′k(∗) /∈ {∅, S}.
Now, not only that this is trivial by the probabilistic existence proof á la Erdös but the proof
gives much more than enough.2
Claim 3.7. Assume

(∗) λ is regular> ℵ0 and 〈(aα, bα): α < λ〉 is a strongly(or just mediumly) λ-anti-
independent sequence of pairs fromB(λ) satisfyingaα < bα .

Then:
(a) There isB ′, such that:

(α) B ′ is a subalgebra ofB(λ),
(β) B ′ has cardinalityλ and even dimensionλ,
(γ ) there is no subset ofB ′ of cardinalityλ which is independent.

(b) LetB ′, xα(α < λ) be as in3.5,then the Boolean algebra in clause(a)can be chosen
isomorphic to〈xα : α < λ〉B ′ .

Proof. Straight. Clause (a) follows from clause (b). For clause (b) apply Definition 3.4(5)
and 3.5A. (Note: we can useB′ ⊆ B(λ + λ).) It has already been done by Plebanek
[13]. 2
Conclusion 3.8. For λ as in 3.6 (i.e.,λ= µ+ = 2µ, µ strong limit> cf(µ)= ℵ0) or just
as in (∗) of 3.7, we have

(∗) there is a topological spaceX which is Hausdorff, compact zero-dimensional, with
a measure Leb on the Borel sets such that it has dimensionλ, so as a measure space
is isomorphic toB(λ) but there is no homomorphism fromX ontoλ2.

Proof. By 3.6(a), (∗) of 3.7 holds so we can restrict ourselves to this case. So by 3.7 we
know that clause (a) of 3.7 holds. Now it follows that (∗) holds, more specifically, that
the Čech–Stone compactification ofB ′ (i.e., the set of ultrafilters ofB ′ with the natural
topology) and the measure ofB ′ (which is just the restriction of the one onB(λ)) satisfies
(∗) of 3.8. 2
Example 3.9. AssumeB is a Maharam measure algebra of dimensionµ and free basis
〈xα: α < µ〉, µ> λ > cf(λ)=ℵ0. Then(∗)2,λ below holds, where
(∗)2,λ there are positive pairwise distinct membersaα of B(µ) for α < µ, such that for

everyX ∈ [λ]λ for someα 6= β fromX, aα ∩ aβ = 0.
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Proof. Trivial: let λ = ∑n<ω λn, λn < λn+1 and for α ∈ (⋃`<n λ`,λn) we let aα =
xω+α ∩ (xn −⋃m<n xm). 2
Fact 3.10. Supposeℵ0 < cf(λ) < λ and there are positivebα ∈ B(cf(λ)) for α < cf(λ)
such that for everyX ∈ [cf(λ)]cf(λ) for somem < ω and β0, . . . , βm ∈ X we have
Leb(

⋂
`6m bβ`) = 0 andµ > λ. Thenwe can find pairwise distinctaα ∈ B(λ) for α < λ

such that for everyX ∈ [λ]λ for somem< ω, β0, . . . , βm ∈X we haveLeb(
⋂
`6m aβ`)=

0, i.e.,B(λ) �
⋂
`6m aβ` = 0.

Proof. Like the proof of 3.9 replacingxn −⋃m<n xm (for n < ω) by bα (for α < cf(λ)).
(Just say that if cf(λ) is a precaliber ofB then so isλ.) 2
Remark 3.10A.

(1) By 2.1 we have in 3.10 that necessarily cf(λ)6 i2 is normally cf(λ)6 i1.
(2) Note that 3.11 elaborates 2.7 above and 3.12 is complementary to §2.

Example 3.11. Assumeℵ06 σ 6 θ = cf(λ)6 2σ 6 µ< λ,

λ= sup
{
maxpcf(a): a⊆ Reg∩µ\2σ , |a| = σ, [a]<σ ⊆ J<max pcf(a)[a], and

sup(pcf(a)\{max pcf(a)})6µ}
and there isA⊆ [σ ]σ such that|A|> θ and

A 6= B & A ∈A & B ∈A⇒ |A∩B|< σ.
Or just for no uniform ultrafilterD onσ do we have|D ∩A|> σ .

Thenwe can find ordinalsi(α, ε) for α < λ, ε < σ such that
(a) forα 6= β , {ε: i(α, ε) 6= i(β, ε)} is infinite. Moreover
(a)+ for any λ′ < λ for some ultrafilterD on σ , {〈i(α, ε): ε < σ 〉/D: α < λ} has

cardinality> λ′,
(b) for no ultrafilter D on σ do we have{〈i(α, ε): ε < σ 〉/D: α < λ} have

cardinalityλ.

[Why? Let

λ=
∑
ζ<θ

λζ , λζ < λ, λζ =maxpcf(aζ ),

|aζ | = σ, [aζ ]<σ ⊆ J<λi [aζ ], µ> sup(pcf(aζ )\{λζ }).
Let f ζα ∈∏aζ for ζ < θ , α < λζ be such that〈f ζα : α < λζ 〉 is<J<λζ [aζ ]-increasing cofinal

andb ∈ J<λζ (aζ ) ⇒ µ> |{f ζα � b: α < λζ }|. LetA= {Aζ : ζ < θ}, letaζ = {τ ζε : ε ∈Aζ }.
Lastly i(α, ε) is

f ζα (ε) if
⋃
ξ6ζ

λξ 6 α < λζ & ε ∈Aζ ,

ζ if
⋃
ξ<ζ

λξ 6 α < λζ & ε /∈Aζ .

Now check.]
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Remark 3.11A. There are easy sufficient conditions: if 2σ < µ1 6 µ, cf(µ1) = σ ,
pp(µ1) > λ, (∀χ < µ1)(cf(χ) 6 σ → pp(χ) < µ1) and λ < µ+ω or at leastλ =
sup{χ : µ< χ = cf(χ) < λ and¬(∃a)(a⊂Reg∩ χ\µ & |a|6 σ & χ ∈ pcf(a))}.

Example 3.12. Assume
(a) ℵ0< θ = cf(λ)6 2ℵ0 <µ< λ,
(b) there is aθ -Luzin subset ofω2.

Then
(α) there are pairwise disjointaα ∈ B(µ) for α < λ such that for noX ∈ [λ]λ is
〈aα: α ∈X〉 free,

(β) moreover forX ∈ [λ]λ for somen < ω andβ0 < β1 < · · · < βn from X we have
B(λ) �

⋂
`6n aβ` = 0.

Proof. (Has already appeared in Plebanek [13].) By 3.10 it suffices to prove its assumption.
Let for n < ω, 〈cn,`: ` < (n + 1)2〉 be a sequence of pairwise disjoint members of
B(ω) with union 1, each with each with measure 1/(n+ 1)2. For η ∈∏n<ω(n+ 1)2 let
bη =⋂n<ω(1− cη,η(`)). Now suppose

(∗) X ⊆ ω2, |X| = θ , and ifY ∈ [X]θ then for somen < ω andν ∈∏`<n(`+ 1)2 we
have {

`: ` < (n+ 1)2
}= {η(n): η � n= µ, η ∈ Y}.

So {bη: η ∈ X} is as required. Lastly from clause (b) of the assumption there isX as
required in (∗) so, we are done.2
Remark 3.13.

(1) So we can weaken clause (b) of the assumption to (∗) from the proof, or variants of
it.

(2) Note that strong negation of (b) of 3.12 which is consistent, implies the inverse
situation.

4. The interesting ideals and the direct pcf application

Our problem, the existence of(λ, I, J )-sequences for̄I , depends much on the idealsIi
we use. Under strong set theoretic assumptions, there areλ-sequences̄η by 1.8 (and 3.1);
but we would like to prove their existence (i.e., in ZFC). For some ideals, by [25] we will
have many cases of existence, e.g., whenIi is J bd

λi
, λi regular. But we are more interested

in the existence for more complicated ideals. The first step up areJ bd
λ̄

with λ̄ a (finite)
strictly increasing sequence of cardinals. The proof for them is not much harder than with
theJ bd

λ ’s. We then consider the central ideal here:J bd
λ̄

for λ̄ a (strictly) decreasing sequence
of regular cardinals, and explain why the existence ofη̄ for these ideals is more useful. We
also consider their strong relative which comes from the nonstationary ideal. We would
of course love to have even stronger ideals but there are indications that for those which
we considered and failed, the failure is not completely due to incompetence, i.e., there
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are related independence results (see later). We commence this section by reviewing some
general definitions, some of them used earlier in the paper.

Definition 4.1.
(1) For a setA of ordinals with no last element (mainlyA= λ= cf(λ))

J bd
A = {B: B ⊆A is bounded}.

(2) If A⊆Ord is such that cf(otp(A)) > ℵ0 andA stationary in sup(A), we let

J nst
A =

{
B ⊆A: B is not a stationary subset of sup(A)

}
.

(3) If A⊆Ord,θ = cf(θ) < cf(otp(A)) and{
δ < sup(A): δ ∈A, cf(δ)= θ}

is a stationary subset of sup(A), then let

J
nst,θ
A = {B ⊆A: {δ ∈B: cf(δ)= θ} is a nonstationary subset of sup(A)

}
.

Definition 4.2.
(1) For an idealJ let (∃J+x)ϕ(x) mean that{

x ∈Dom(J ): ϕ(x)
} ∈ J+.

(2) For an idealJ let (∀J x)ϕ(x) mean{
x ∈Dom(J ): ¬ϕ(x)} ∈ J.

Definition 4.3.
(1) J =∏`<n J` is the following ideal on

∏
`<nDom(J`): for X ⊆∏`<nDom(J`) we

have

X ∈ J+ iff
(∃J+0 x0

)(∃J+1 x1
) · · · (∃J+n−1xn−1

)[〈x0, . . . , xn−1〉 ∈X
]
.

(2) If λ̄= 〈λ`: ` < n〉 we let:
(a) J bd

λ̄
=∏`<n J

bd
λ`

.
(b) If cf(λ`) > ℵ0 for ` < n then we let

J nst
λ̄
=
∏
`<n

J nst
λ`
.

(c) If cf(λ`) > θ = cf(θ) for ` < n then we let

J
nst,θ
λ̄
=
∏
`<n

J
nst,θ
λ`

.

(d) If θ̄ = 〈θ`: ` < n〉 and cf(λ`) > θ` = cf(θ`) for ` < n then we let

J
nst,θ̄
λ̄
=
∏
`<n

J
nst,θ`
λ`

.

Claim 4.4. If λ̄ = 〈λ`: ` < n〉 is a strictly increasing sequence of regular cardinals then
the following conditions(a)–(d)onX ⊆∏`<n λ` =Dom(J bd

λ̄
) are equivalent:

(a) X ∈ (J bd
λ̄
)+;
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(b) for no ᾱ ∈∏`<n λ` do we have

(∀β̄ ∈X)(¬(ᾱ < β̄)), whereβ̄ < ᾱ =:
∧
`<n

β` < α`;

(c) we can find〈αη: η ∈⋃m6n
∏
`<m λ`〉 such that:

(i) αη < λlg(η),
(ii) αη_〈i〉 < αη_〈j〉 for i < j < λlg(η)+1,
(iii) η ∈∏`<n λ`⇒〈αη�`: `6 n〉 ∈X;

(d) like (c), adding
(iv) αη = αν⇒ η= ν.

Proof. Straight. For (b)⇒ (c) use induction onn= lg(λ̄), see the proof at the end of the
proof of 4.11, of (∗) there. 2
Discussion 4.4A.From 4.4, we see that forX ∈ (J bd

λ̄
)+ there are patterns which

necessarily occur as subsets ofX. These are essentially like the branches (= maximal
nodes) of a tree withn levels, with a linear order on each level and with no dependencies
between the different levels. These patterns were explored in [28,15,18]. The patterns
considered there can be represented as a set∆ ⊆∏`<n B`, B` ⊆ Ord such thatη(i) =
ν(i) ⇒ η � i = ν � i (i.e., treeness). Now look atJ bd

λ̄
, where the gain is that∆ does not

have a tree, that is, we have any∆⊆∏`<n B`,B` ⊆Ord, so thatη, ν ∈∆ can have{` < n:
η(`)= ν(`)} being arbitrary (rather than being an initial segment), of course this depends
on the ideal.

Claim 4.5. AssumeJ̄ = 〈J`: ` < n〉 andJ` is aκ`-complete ideal onλ`. We also demand
κ` > λk when` > k. LetJ =∏`<n J`.

(1) The following conditions onX ⊆∏`<n λ` are equivalent:
(a) X ∈ J+;
(b) for no Ā= 〈A`: ` < n〉, A` ∈ J` do we have

β̄ ∈X⇒
∨
`

β` ∈A`;

(c) we can find〈αη: η ∈⋃m6n
∏
`<m λ`〉 such thatαη < λlg(η) and

(∗) for eachν ∈∏`<n λ` we have

〈αν�(`+1): ` < n〉 ∈X, {αν�`_〈γ 〉: γ < λlg(η)+1} ∈ J+lg(η).
(2) If [A⊆ λ` & |A|< λ`] ⇒ A ∈ J` then we can add

(d) like (c), but adding
(iii ) αν_〈i〉 < αν_〈j〉 if i < j < λlg(ν)+1.

Proof. Similar to 4.4. 2
Claim 4.6. Let λ̄= 〈λ`: ` < n〉 be a decreasing sequence of regular cardinals.

(1) If λ` > 2λ`+1 for ` < n, then:
(∗) for everyA ∈ (J bd

λ̄
)+, there areA` ∈ (J bd

λ`
)+ such that

∏
`<n A` ⊆A.
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(2) If J =∏`<n J` andJ` is a (2λ`+1)+–complete ideal onλ`, then(∗) holds, withJ
in place ofJ bd

λ̄
andJ` in place ofJ bd

λ`
.

(3) For everyA ∈ (J bd
λ̄
)+ andk < ω we can findB` ∈ [λ`]k such that

∏
`<n B` ⊆A.

(4) In (3), instead ofk andJ bd
λ`

(for ` < n) we can use anyκ and((λ`+1)
κ)+-complete

idealJ` onλ` for ` < n.

Proof. E.g., (3). We prove it by induction onn.
n= 1. Trivial, as singletons are in the ideal.
n+ 1. LetX0=

{
α < λ0: {ᾱ ∈∏n−1

`=1 λ`: 〈α〉_ᾱ ∈A} ∈ (
∏n−1
`=1 J

bd
λ`
)+
}
.

Clearly,X0 ∈ (J bd
λ0
)+.

By the induction hypothesis, for eachα ∈X0, there is〈Bα` : `= 1, . . . , n− 1〉, such that

Bα` ∈ [λ`]k and
n−1∏
`=1

Bα` ⊆
{
ᾱ ∈

n−1∏
`=1

λ`: 〈α〉ˆᾱ ∈A
}

def= B̄α.

SoX0 is the union of
∏n−1
`=1 λ

k
` = λ1 setsX0[B] = {α ∈ X0: B

α = B}, so for someB,
|X0[B]|> k and letB0= first k members ofX0,B . 2
Definition 4.7. For a partial orderP let tcf(P ) = λ iff there is an increasing cofinal
sequence of lengthλ in P (tcf – stands for true cofinality); so, e.g.,(ω,<) × (ω1,<)

has no true cofinality, but tcf
∏
(ℵn,<)/D is well defined ifD is an ultrafilter onω.

Fact 4.8.
(1) If J ⊇ J bd

δ is an ideal,λi = cf(λi) > δ, for i < δ andλ= tcf(
∏
i<δ λi/J ), then there

is a (λ, J )-sequencēη= 〈ηα : α < λ〉 for 〈J bd
λi

: i < δ〉.
(2) If λi is increasing ini then〈J bd

λi
: i < δ〉 is normal(henceη̄ is normal) provided that

δ = ω or at least
(∗)1 λ >

∏
j<i λj for i < δ.

(3) If we just askη̄ to be normal it suffices to demand
(∗)2 λi >max pcf{λj : j < i} for i < δ.

Proof. In
∏
i<δ λi/J , there is a cofinal increasing sequence〈fα : α < λ〉. It is as required,

as we now show. LetX ∈ [λ]λ, letXi = {fα(i): α ∈X} for i < δ. Definef ∈∏i<δ λi :

f (i)=
{sup(Xi)+ 1 if sup(Xi) < λi,

0 otherwise.

But 〈fα : α < λ〉 is cofinal, so for someα0 < λ, f <J fα0. Now X ∈ [λ]λ, so for some
α1, we haveα0< α1 ∈X. As 〈fα : α < λ〉 is increasing,fα0 <J fα1, hencef <J fα1. So
A= {i: f (i)> fα1(i)} ∈ J . But fα1(i) ∈Xi , soi ∈ δ\A ⇒ λi = sup(Xi).

(2) Easy.
(3) By [25, II, 3.5]. 2
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Comment 4.9.
(1) This is good, e.g., to lift a coloring of theλi ’s to one ofλ. But we would like to have

an upgrade as well.
(2) The kind of assumptions of 4.8 is the central interest in [25].

Claim 4.10. Assumēλi = 〈λi,`: ` < ni〉 is an increasing sequence of regulars> δ for
i < δ. Also assume thatJ is an ideal on{(i, `): i < δ, ` < ni} and

λ= tcf

(∏
i,`

λi,`/J

)
,

and for some idealJ ′ on δ, we haveJ ′ ⊇ J bd
δ andJ is generated by{{(i, n): n < ni, i ∈A}: A ∈ J ′}.

Thenthere is a(λ, J ′)-sequencēη for 〈J bd
λ̄i

: i < δ〉.
(2) 〈J bd

λ̄i
: i < δ〉 is normal(henceη̄ above is normal) if

(∗)1 δ = ω andi < j < δ⇒ λi,ni−1< λj,0, or
(∗)2 ∏{λi,`: i < j, ` < nj }< λj,0.

(3) If we ask just̄η to be normal it suffices to demand
(∗)3 max pcf{λi,`: i < j, ` < nj }< λj,0.

Proof. Again, let f̄ = 〈fα : α < λ〉 be<J -increasing cofinal. Letηα(i) = 〈fα(i, `): ` <
ni〉 ∈∏ λ̄i . LetX ∈ [λ]λ. LetXi = {ηα(i): α ∈X}. If Xi ∈ J bd∏

λ̄i
, then there is̄αi ∈∏ λ̄i =∏

`<ni
λi,` such that

(∗) β̄ ∈Xi⇒
∨
`<ni

β` < α
i
`.

(We return to this at the end of the proof.)
So letf ∈∏i,` λi,` be given byf (i, `)= αi`. So, as before, for someα ∈X, f <J fα .

So

A=
{
i:
∧
`<ni

f ((i, `))> fα((i, `))
}
∈ J ′.

Now for i ∈ δ\A we haveXi /∈ J bd∏
λ̄i

.

[Why (∗)? Prove the existence of̄αi , for notational convenience denoted here byβ̄ , by
induction onni . Herewe use “increasinḡλi ”.
ni = 1. Clear.
ni = k + 1. Forα < λi,0 define

Xi,α =
{
β̄ � [1, ni): β̄ ∈Xi

}
.

So we know that for someγ0< λi,0

α ∈ [γ0, λi,0] ⇒Xi,α ∈ J bd∏n−1
`=1 λi,`

.
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So for each suchα we haveβ̄α ∈∏n
`=1λi,` as given by the induction hypothesis. Let

β` =
{
γ0+ 1 if `= 1,⋃{βα` : α ∈ [γ0, λi,0)} otherwise.

Why is the latter< λi,`? Asλi,0< cf(λi,`).] 2
Question 4.11.Are there many cases fitting the framework of 4.10?

Answer 4.11A. Not so few. E.g., for anyκ , for many λ = cf(λ) we have thatλ =
tcf(

∏
i<κ λi/J

bd
κ ) for some sequence〈λi : i < κ〉. E.g., if ℵ0 < cf(δ) = κ andκ < µ =

iδ < λ= cf(λ)6 iδ+1 or justℵ0< κ = cf(µ) < λ= cf(λ)6 µκ and(∀χ < µ)[χκ < µ]
thenthere is an increasing sequence of regulars〈λi : i < κ〉 with limit iδ orµ, respectively
as above. [Why? see [25, VIII §1, 2.6].] Even ifκ = ℵ0 this holds for manyλ’s, e.g., if
µ< λ<µ+ω1 or just|{χ : µ< χ < λ andχ =ℵχ }|<µ see [25, IX] and use 4.12 below.

Note that by the pcf theorem (see [25, VIII, 2.6]).

Claim 4.12. AssumeI to be an ideal onδ, andλi,` = cf(λi,`) > |δ| for i < δ and` < ni
and0< ni < ω. Thenthe following are equivalent:

(a) For every〈ki : i < δ〉 ∈∏i<δ ni we have

λ= tcf

(∏
i<δ

λi,ki /I

)
.

(b) Letting

I ′ =
{
A⊆

⋃
i<δ

{i} × ni : for someB ∈ I we haveA⊆
⋃
i∈B
{i} × ni

}
,

we have
∏
λi,n/I

′ has true cofinalityλ.

Proof. LetA∗,B∗ be a partition of
⋃
i<θ {i} × n such that

λ=max pcf
{
λi,n: (i, n) ∈A∗

}
and λ /∈ pcf

{
λi,n: (i, n) ∈B∗}

(exists by the pcf theorem). Now:
(a) ⇒ (b) If

∏
i,n λi,n/I

′ does not have true cofinalityλ, then for someA ∈ (I ′)+
we have that

∏
(i,n)∈A λi,n/I ′ has true cofinalityλ′ 6= λ (here we use the pcf theorem)

and without loss of generalityA ⊆ A∗ ∨ A ⊆ B∗, henceλ /∈ pcf{λi,n: (i, n) ∈ A}. Let
B = {i < δ: (∃n < ni)[(i, n) ∈ A]}, so by the definition ofI ′ we knowB ∈ I+. So, for
i ∈ B we can chooseki ∈ {0, . . . , ni − 1} such that(i, ki) ∈ A. So {(i, ki): i ∈ B} ⊆ A
hence

pcf
{
λi,ki : i ∈ B

}⊆ pcf
{
λi,k : (i, k) ∈A

}
,

butλ does not belong to the later, hence not to the former, contradicting (a).
¬(a)⇒¬(b) So there is〈ki : i < δ〉 ∈∏i<δ ni such that¬[tcf(

∏
λi,ki /I ) = λ] hence

by the pcf theorem, for someA ∈ (I)+, let, e.g., max pcf{λi,ki : i ∈ A} < λ. Let B =
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{(i, ki): i ∈ A}, so clearly max pcf{λi,ki : (i, ki) ∈ B} < λ. But by the definition ofI ′, we
haveB ∈ (I ′)+ so we get contradiction to (b).2
Remark 4.13. See more on related topics in [17].

5. λ-sequences for decreasinḡλi by pcf

Discussion 5.1.Our aim here is to get “decreasingλ̄” from “increasingλ̄” (for J bd
λ̄

), in
some sense, to “make gold from lead”. We do this by using pcf assumptions, then proving
that these assumptions are very reasonable.

(Note: when we cannot materialize the pcf assumptions the situation is close to SCH, and
then we have other avenues for construction ofλ-sequences for someI , e.g., (1.8, 3.1).)

In the following claim the interesting case is whenλ` are increasing,̄λi = 〈λ`,i : ` <
n〉 decreasing sequence of regular cardinals,λ`,i >

∏
j<i, m<n λm,j , or at leastλ`,i >

max pcf{λm,j : m< n,j < i}.

Claim 5.2. Assume
(a) λ̄= 〈λ`: ` < n〉, λ̄i = 〈λ`,i : ` < n〉 for i < δ,
(b) I is an ideal onδ,
(c) λ` = tcf(

∏
i<δ λ`,i/I) for ` < n,

(d) f̄ ` = 〈f`,α : α < λ`〉 is<I -increasing and cofinal in
∏
i<δ λ`,i ,

(e) δ < λ`,i = cf(λ`,i),
(f) for ᾱ ∈∏`<n λ` let fᾱ be defined byfᾱ(i)= 〈f`,α`(i): ` < n〉 ∈

∏
`<n λ`,i .

Thenfor anyX ∈ (J bd
λ̄
)+ we have{

i: {fᾱ(i): ᾱ ∈X} ∈ J bd
λ̄i

} ∈ I.
Proof. LetXi = {fᾱ(i): ᾱ ∈X} and letB = {i < δ: Xi ∈ J bd

λ̄i
}.

AssumeB ∈ I+ and we shall get a contradiction. For eachi ∈ B, m < n and ᾱ ∈∏
`<m λ`,i , let

Xiᾱ =
{
β̄ ∈

n−1∏
`=m

λ`,i : ᾱ ˆ β̄ ∈Xi
}

and let

gi(ᾱ)=min

{
γ 6 λm,i : if β ∈ [γ,λm,i) thenXiᾱ_〈β〉 ∈ J bd∏n−1

`=m+1λ`,i

}
.

This definition just unravels the definition ofJ bd
λ̄i

; note

(∗) Xi〈 〉 =Xi ∈ J bd
λ̄i

,

(∗)′ if Xiᾱ ∈ J bd∏
`>lg(ᾱ) λ`,i

thengi(ᾱ) < λlg(ᾱ).
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Now we choose by induction onm< n ordinalsαm < λm such that form6 n we have

(∗)m Bm =:

{
i ∈B: Xi〈f`,α` (i): `<m〉 ∈ J

bd∏
`>m λ`,i

}
= B modI.

So, stipulatingJ bd∏
`>n λ`,i

= {∅}, the ideal on{〈 〉}, we have that (∗)0 holds withB = B0.

If (∗)m is true, clearly〈
gi(〈f`,α`(i): ` <m〉): i ∈Bm

〉
is in

∏
i<δ λm,i . But Bm ∈ I+ and〈fm,α : α < λm〉 is <I -increasing cofinal in

∏
i<δ λm,i .

So for someαm

B ′m =
{
i ∈ Bm: gi

(〈f`,α`(i): ` <m〉)> αm} ∈ I.
DefiningBm+1 using thisαm, we easily obtain

Bm+1⊇ Bm\B ′m so we see that(∗)m+1 holds.

So

ᾱ = 〈α`: ` < n〉 ∈
∏
`<n

λ`

is well defined.
In the inductive definition ofαm, any largerα′m would serve in place ofαm (of course it

would influence the future choices). So, in addition to (∗)m, we can demand

(∗∗)m
{
β̄ ∈

n−1∏
`=m

λ`: 〈α`: ` <m〉_β̄ ∈X
}
∈ (J bd

λ̄�[m,n))
+.

So from(∗∗)n we get〈α`: ` < n〉 ∈X hence for alli we have〈 〉 ∈Xi〈f`,α` (i): `<n〉, by the

definition. But

Bn =
{
i ∈ B: Xi〈f`,α` (i): `<n〉 ∈ J

bd∏
`>n λ`,i

}
= B modI,

soBn 6= ∅, and if i ∈ Bn this meansXi〈f`,α` (i): `<n〉 ∈ J
bd∏
`>n λ`,i

= {∅} soXi〈fi,α` (i): `<〉 = ∅,
contradicting the previous sentence.2

In fact, more generally,

Claim 5.3. Assume
(a) η̄` = 〈η`α : α < λ〉 in an (I, J,λ)-sequence for〈Ii,`: i < δ〉 for each` < n,
(b) Ii =∏`<n Ii,`,
(c) η̄= 〈ηα : α < λ〉, whereηα ∈∏i<δ Dom(Ii ) and

ηα(i)=
〈
η`α(i): ` < n

〉
.

Thenη̄ is an(I, J,λ)-sequence for〈Ii : i < δ〉.

Proof. Like the proof of 5.2. 2
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Claim 5.4. Assume
(a) λ= tcf(

∏
i<δ θ`,i/J ) for ` < n andθ`,i are increasing with̀ ;

(b) θ`,i = tcf(
∏
ε<εi

τ`,i,ε/Ji) and τ`,i,ε are regular decreasing with̀ , i.e., τ`,i,ε >
τ`+1,i,ε (the interesting case is>).

Let

J ∗ =
{
A: A⊆ {(`, i, ε): ` < n, i < δ, ε < εi} and∧

`

(∀J i)(∀Ji ε)[(`, i, ε) /∈A]
}
,

and let

Ii,ε =
∏
`<n

J bd
τ`,i,ε

.

Then

λ= tcf

(∏
i,ε

τ`,i,ε/J
∗
)

and we can findη̄α ∈ ∏i,ε Ii,ε for α < λ such 〈ηα : α < λ〉 is a (λ, J ∗)-sequence for
〈Ii,ε : i, ε〉.

Proof. Straight. (Using 5.3 and [25, I, 2.10].)2
Example 5.5. Assume

(∗) 〈λi : i < δ〉 is a strictly increasing sequence of regulars,

δ < λ0, λ= tcf

(∏
i<δ

λi/J
bd
δ

)
.

Discussion 5.5A.This may seem a strong assumption, but getting such representations is
central in [25]. Ifµ is strong limit singular

⊗ ℵ0< κ = cf(µ) < µ< λ= cf(λ)6 2µ,

then there is such〈λi : i < cf(µ)〉, λi < µ = sup(λi). So without loss of generality
2λi < λi+1 (see 4.11A).

Now fix n for simplicity. Let

λ`,i = λn×i+n−`.
So

λ̄i = 〈λ`,i : ` < n〉 is strictly decreasing.

In 4.12 an example is given for 5.2. For 5.4 we have, e.g.,

Claim 5.6. Assume
(a) µ is strong limit,
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(b) ℵ0= cf(µ) < µ,
(c) 2µ > µ+ω+1 = λ [also µ+ω4+ω+1 = λ is OK, or justλ = µ+δ+1 < pp+(µ) and

cf(µ+δ) < µ].
Then:

(1) We can findλ`,i , k` such that(`6 i < ω):
(A) λi,` < µ=∑m,j λm,j ,

(B) 2λ`+1,i < λ`,i and2λ0,i < 2λi+1,i+1,
(C) tcf(

∏
i<ω λ`,i/J

bd
ω )= µ+k` ,

(D) 0< km < km+1<ω,
(E) λ= tcf(

∏
m<ω µ

+km/J bd
ω ).

(2) For everyn < ω, we can findJ,λ′̀ ,i (` < n, i < ω) such that:

(i) there isη̄ a λ-sequence for〈J bd
〈λ′̀ ,i : `<n〉: i < ω〉,

(ii) 2λ
′̀ +1,i < λ′̀ ,i ,

(iii) 2λ
′
0,i < λ′n−1,i+1,

(iv) (∀A ∈ J )(∃∞i) [n× {i} ∩A= ∅].

Remark 5.7.
(1) This claim can be used with no further reference to pcf: just for anyµ as in (a)–(c),

we haveη̄ for which we can construct colorings, objects, etc.
(2) There are theorems withn increasing, they are somewhat cumbersome.

Of course, we can use

I ′m =
nm+1∏
i=nm

J bd
〈λ`,i : `<nm〉.

(3) Note: 2µ > µω+1 is a strong negation of 2µ = µ+ which was very useful here. (Our
general theme is:¬SCH is a good hypothesis) and we shall deal with closing the
gap.

(4) Note: if 2µ = µ+n(∗), we can prove nice things withI = J bd
〈µ+n(∗)−`,`<n(∗)〉.

(5) If ℵ0 < cf(µ) < µ the parallel claim is even easier, andµ being a strong limit is
necessary only for (B).

Proof of 5.6. (1) We will just give a series of quotations.
First cf(µ+ω) = ℵ0, so by [25, II, 1.6], there is an increasing sequence〈θi : i < ω〉 of

regulars with limitµ+ω such that

λ= µ+ω+1= tcf

(∏
i<ω

θi/J
bd
ω

)
,

so fori large enoughθi > µ. So without loss of generality
∧
i θi > µ.

So let θi = µ+ki , ki ∈ (0,ω) strictly increasing. By [25, IX, 5.9, p. 408], we have
pp(µ) > µ+ki . (We would like to have pp(µ) = 2µ, but only “almost proved”.) This
means by the no hole theorem [25, II, 2.3] that for some countable seta` of regulars
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< µ, µ = sup(a`) andµ+k` ∈ pcf(a`). So by the pcf theorem, without loss of generality
µ+k` =max pcf(a`) andµ+, . . . ,µ+(k`−1) /∈ pcf(a`) (alternatively use [25, VIII, §1]).

So necessarily

µ+k` = tcf
(∏

a`/J
bd
a`

)
.

Let µ=∑n<ω µn, µn < µn+1<µ. We start choosingλ`,i by induction oni, for all i by
downward induction oǹ, so that

λ`,i > µi, λ`,i ∈ ai ,

and (B) holds. So, asλ`,i ∈ ai andλ`,i is increasing withi, with limit µ, we have

tcf

(∏
i

λ`,i/J
bd
ω

)
= µ+k` .

(2) Let h :ω→ ω be such that(∀m)(∃ℵ0i) (h(i) = m). Choose by induction oni,
λ′̀ ,i ∈ {λh(i),m: m<ω} such that (b)+ (c) of (2) hold.

For eachi we do this by downward induction oǹ. Then apply the last theorem.2
We may deal with alln’s at once, at some price. The simplest case is:

Claim 5.8. Assume
(a) 〈A`: ` < ω〉 is a sequence of pairwise disjoint sets,
(b) λ= tcf(

∏
n<ω θn/J

bd
ω ),

(c) θn = tcf(
∏
`<ω τn,`/J

bd
ω ), τn,` regular> ℵ0,

(d) h :ω→ ω is such that|h−1({n})| = ℵ0, J = {A⊆ ω×ω: (∀J bd
ω n) (∀J bd

ω m) (h(n)=
∅=A∩ {m} × [h(n),2h(n))}.

Thenthere is a(λ, J )-sequence for〈J bd
τn,`

: (n, `) ∈ ω×ω〉.

Proof. Straight. 2
Remark 5.9.

(1) We can replace〈θn: n < ω〉 by 〈θi : i < δ〉.
(2) Another way to get an example for 5.4 is to have〈µi : i < κ〉 increasing continuous,

κ = cf(κ) > ℵ0, κ < µ0, µ = µκ = ∑i<κ µi , cf(µi) 6 |δ|, pp|δ|(µi) < µi+1,
χi = |Reg∩ [µi,pp+|δ|(µi))|, S ⊆ κ stationary such that for everyS′ ⊆ S stationary
we have

∏
i∈S ′ χi > χκ .

(3) In all the cases here we can get normality as in §4.
(4) See 1.16, 1.17.

6. Products of Boolean algebras

Monk asks [12, Problem 35, p. 15]:

Monk’s Problem 6.1. Does
∏
n<ω FBA(in) have free caliberi+ω? Here:
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Notation 6.1A. FBA(β) is the Boolean algebra freely generated by〈xα : α < β〉.

Definition 6.2.
(1) We say that the cardinalλ is a free caliber of the Boolean algebraB if for every

X ∈ [B]λ there isY ∈ [X]λ such thatY is independent inB .
(2) FreeCal(B)= {λ6 |B|: λ is a free caliber ofB}.

We show that, e.g., ifi+ω = 2iω then the answer is NO.

Claim 6.3. Assume:
(a) there is a normal2 super(λ, J )-sequencēη for Ī = 〈Ii : i < δ〉,
(b) Ii = ERI2λi,κi =: {X ⊆ [λi]2: for someh :χ → κi , |Rangh| < κi , and for no

u ∈ [λi]ℵ0 do we have (h � [u]2 constant)& [u]2⊆X},
(c) δ < ω1.

Thenλ is not a free caliber of
∏
i<δ FBA(λi).

Remark 6.3A. By 3.1, if λ = µ+ = 2µ, µ strong limit> ℵ0 = cf(µ), then we can find
suchκi , λi < µ andη̄ for δ = ω.

Proof. By renaming without loss of generality

(∗)1 ηα(i)>
∑
j<i

λj .

Let fα(i)= {f 0
α (i), f

1
α (i)}, f 0

α (i) < f
1
α (i) (< λ). First we deal with the caseδ = ω, as its

notation is simpler. LetBn = FBA(λn) be freely generated by{xnα : α < λn}. We define
g∗α ∈

∏
n<ωBn for α < λ by

g∗α(`)=
⋂
k<`

(
x`
f 0
α (k)
− x`

f 1
α (k)

)
.

Note:
⊗1 for α < β < λ, we haveg∗α , g∗β are distinct elements of

∏
n<ωBn,

⊗2 if f 0
n (β)= f 1

n (α) andm> n thenBm � g∗α(m)∩ g∗β(m)= 0.
[Why? Asxm

f 0
n (α)
− xm

f 1
n (α)

is disjoint toxm
f 0
n (β)
− xm

f 1
n (β)

.]

⊗3 if n < ω and fori = 1,2 we haveαi,βi < λ andf 0
n (βi)= f 1

n (αi) and∧
k<n

f 0
k (α1)= f 0

k (α2) and
∧
k<n

f 1
k (β1)= f 1

k (β2),

then ∏
n<ω

Bm � g∗α1
∩ g∗β1

= g∗α2
∩ g∗β2

.

[Why? Check each coordinate in the product, form> n use⊗2 to show that both sides are
zero, and ifm6 n use the last two assumptions.]

2 If Ī is normal, i.e.,κi+1 >λi , the normality ofη̄ follows.
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Now if X ∈ [λ]λ then there are suchα1, α2, β1, β2 (using the choice of̄η and its
normality). 2
Claim 6.4. Assume:

(∗) (a) µ= µθ < λ= cf(λ)6 2µ, and〈χi : i < θ〉 a sequence of cardinals, or
(b) 2θ < λ= cf(λ) and in the(< θ+)-base product topology onsup(χi)2 the density

is < λ, or at least in the box product topology on
∏
i<θ (

χi2) (where eachχi2
has Tychonoff topology) has density< λ.

Then
∏
i<θ FBA(χi) has free caliberλ.

Proof. As in §2. 2
Probably the choice of the product of〈FBA(in): n < ω〉 in the original question

was chosen just as the simplest case, as is often done. But in this case the products of
uncountably many free Boolean algebras behave differently.

Claim 6.5. Assumeλ = cf(λ) > 2θ , cf(θ) > ℵ0 and (∀α < λ)(|α|ℵ0 < λ). Then∏
i<θ FBA(χi) has free caliberλ.

Proof. First assume a stronger assumption
(∗) λ= µ+, cf(µ)= θ > ℵ0 and(∀α < µ)(|α|θ < µ),

or alternatively
(∗)− λ= cf(λ) andµ> 2θ are as in 7.3 below and we assumei < θ ⇒ χi 6 µ.

(This was our first proof. It possibly covers all cases under some reasonable pcf hypothesis,
and illuminates the method.)

Let g∗α ∈
∏
i<θ FBA(χi) for α < λ be pairwise distinct, and we should findX ∈ [λ]λ

such that〈g∗α : α ∈X〉 is independent. Let

g∗α(i)= τα,i(xβα,i,0, xβα,i,1, . . . , xβα,i,m(α,i)−1),

whereτα,i is a Boolean term. Without loss of generality noxβα,i,` is redundant,βα,i,m
increasing withm. As 2θ < λ = cf(λ) without loss of generalityτα,i = τi and so
m(α, i) = m(i). Let fα be the function with domainθ , fα(i) = 〈βα,i,`: ` < m(i)〉. Let
f
[`]
α (i)= βα,i,`, so Dom(f [`]α )= {i < θ : ` <m(i)}.
If (∗) holds then by 7.1 and 7.2 (see below) we have
} there areu∗,m∗, v, β̄∗, X such that

(a) u∗ ∈ [θ ]θ andX ∈ [λ]λ,D an ultrafilter onu∗ disjoint toJ bd
θ ,

(b) i ∈ u∗ ⇒ m(i)=m∗,
(c) v ⊆m∗ butv 6=m∗, andλ= tcf

∏
β ∗̀,i/D for ` ∈m∗\ν,

(d) β̄∗ = 〈β ∗̀,i : ` <m∗, i ∈ u∗〉,
(e) ` ∈ v ⇒ 〈f [`]α � u∗: α ∈X〉 is<J bd

u∗
-increasing and cofinal in

∏
i∈u∗ β ∗̀,i ,

(f) ` ∈m∗\v ⇒ f
[`]
α � u∗ = 〈β ∗̀,i : i ∈ u∗〉,

(g) for everyγ̄ ∈∏`∈v, i∈u∗ β ∗̀,i for λ ordinalsα ∈X we have,

i ∈ u∗ & ` ∈ v⇒ γ`,i < f
[`]
α (i) < β ∗̀,i ,
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(h) if ` ∈ v, α ∈ X, i ∈ u∗ thenf [`]α (i) > sup{β ∗̀
1,i1

: β ∗̀
1,i1

< β ∗̀,i where`1 < m
∗

and i1 < θ} and α < β ∈ X implies: for everyi ∈ u∗ large enough we have
f
[`]
β (i) >max{f [`1]

α (i1): β ∗̀1,i1 = β ∗̀,i and`1 < m
∗ and i1 < θ} (the interesting

case isi1= i).
Now for anyn < ω, andα0< · · ·< αn−1 fromX, we have
⊗ for arbitrarily largei ∈ u∗〈

fα0(i), fα1(i), . . . , fαn−1(i)
〉

= 〈〈βα0,i,`: ` <m
∗〉, 〈βα1,i,`: ` <m

∗〉, . . . , 〈βαn−1,i,`: ` <m
∗〉〉

is as in a∆-system, in fact

βαk(1),i,`(1) = βαk(2),i,`(2)⇒
(
k(1), `(1)

)= (k(2), `(2))∨ (`(1)= `(2) ∈ v).
As v 6= {0,1, . . . ,m∗ − 1} and inτ no variable is redundant clearly
⊗′ for everyi ∈ u∗ large enough,〈τ (xβα0,i,0

, . . .), τ (xβα1,i,0
, . . .), . . .〉 is independent.

This implies that〈g∗α` : ` < n〉 is independent (in
∏
i<θ FBA(χi)) as required.

If we do not have (∗) or (∗)−, by (∀α < λ)(|α|ℵ0 < λ) and 2θ < λ = cf(λ) without
loss of generality for someτ = τ (x1, . . . , xn−1) and infiniteu⊆ θ , and someX ∈ [λ]λ we
have:〈fα � u: α ∈ X〉 is with no repetition,τα,i = τ for α ∈X, i ∈ u. So without loss of
generalityu= θ . Then we can find an ultrafilterD on θ as in 7.4 below and then the proof
above works. 2
Comment 6.6. Before we use 7.4, we wonder if “χi 6 µ” is necessary in (∗)− of 6.5. This
is quite straight. We can omit it if

a⊆ Reg ∩ λ\µ, |a|6 θ ⇒max pcf(a) < λ.

Problem 6.7.
(1) Which of the following statements is consistent with ZFC:

(a) µ is strong limit, cf(µ)=ℵ0, and for everyλ ∈ Reg∩ (µ,2µ] and cardinalsχn
such thatµ=∑n<ω χn, λ is a free caliber of

∏
n<ω FBA(χn),

(What about “some suchλ”? See 6.11 below.)
(b) The same for all suchµ.

(2) Can you prove in ZFC that for some strong limitµ, θ = cf(µ) < µ and for
some set〈ai : i < σ 〉 where σ = θ+ or σ = (2θ )+, pairwise disjoint there is
λ ∈ (µ,2µ] ∩⋂i<σ pcf(ai ).

Now we turn to another of Monk’s problems.

Claim 6.8. Assume
(∗) κ > ℵ0 is weakly inaccessible and〈2µ: µ< κ〉 is not eventually constant.

Then
(a) there is aκ-c.c. Boolean algebra of cardinality2<κ , with no independent subset of

cardinalityκ+.
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Proof. There are sequences〈(Ii ,Ji ): i < κ〉, 〈(κi , λi): i < κ〉 such thatJi is a dense
linear order of cardinalityλi andIi ⊆ Ji a dense subset ofJi of cardinalityκi , 〈κi : i < κ〉
increasing with limitκ , andλj >

∑
i<j 2κi (>

∑
i<j λi ), by [26, 3.4].

LetB i be Intalg(Ji ), the Boolean algebra of closed-open intervals ofJi . LetB be the
free product of{Bi : i < κ}, soB extends eachB i and each element ofB is a Boolean
combination of finitely many elements of

⋃
i<κ Bi . It is straight to checkB is as required:

(∗)1 |B| =∑i<κ |Bi | + ℵ0=∑i<κ λi =
∑
i<κ 2κi = 2<κ ,

(∗)2 B satisfies theκ-c.c.
[Why? Let ai ∈ B\{0} for i < κ , so letai = τi(bi,0, . . . , bi,ni−1) for i < κ , bi,` ∈ Bαi,` .
As we can replaceai by anya′i , 0< a′i 6 ai without loss of generalityai =⋂`<ni

bi,`,
bi,` ∈ Bαi,`\{0}. So without loss of generalityαi,0 < αi,1 < · · · < αi,ni . As κ > ℵ0 is
regular and as we can replace〈ai : i < κ〉 by 〈ai : i ∈ X〉 wheneverX ∈ [κ]κ , without
loss of generality for somem,

∧
`<m αi,` = α` andi < j & {`, k} ⊆ [m,n] ⇒ αi,` < αj,k .

Let a′i =
⋂
`<m bi,`, so clearly

a′i ∩ a′j 6= 0⇔ ai ∩ aj 6= 0⇔
∧
`<m

bi,` ∩ bj,` 6= 0.

ButB i satisfies theκ-Knaster condition (asκ = cf(κ) > density(Ji )), so can we finish.]
(∗)3 B has no independent subset of cardinalityκ+.

[Why? Letai ∈ B for i < κ+, let ai = τi(bi,0, . . . , bi,ni−1) and letbi,` ∈ Bαi,`\{0,1}. We

can replace〈ai : i < κ+〉 by 〈ai : i ∈X〉 for X ∈ [κ+]κ+ , so without loss of generalityτi =
τ , ni = n andαi,` = α`. Let bi,` =⋃k∈ui,` [xi,`,k, xi,`,k+1) wherex̄i,` = 〈xi,`,k: k 6 ki,`〉
is an increasing sequence of elements of{−∞} ∪ Ji ∪ {∞}, xi,`,0 = −∞, xi,`,ki,` =∞,
ui,` ⊆ ki,`. We can findyi,`,k ∈ Ii such thatxi,`,k < yi,`,k < xi,`,k+1. Without loss of
generalityki,` = k`, yi,`,k = y`,k, ui,` = u`.

Without loss of generalityyi,`,k = y`,k. For a finiteA⊆ B let at(A)= at(A,B) be the
number of atoms in the Boolean subalgebra ofB whichA generates (all this was mainly
for clarity). Now for any finiteu⊆ κ+

at
({ai : i ∈ u},B)
6 at

({bi,`: i ∈ u, ` < n},B)6∏
`<n

at
({bi,`: i ∈ u},Bαi,`)

6
∏
`<n

at
({xi,`,k: i ∈ u, k < k`},Bαi,` })6∏

`<n

(∑
k<k`

(|u| + 1)

)
6 k∗ × |u|n

for k∗ = max{k` + 1: ` < n}. So if u is large enough this is< 2|u|, showing non-
independence.]2
Claim 6.9. LetB be the completion ofFBA(χ)

(1) λ is not a free caliber ofB if
(∗) λ= µ+ = 2µ, µ6 χ , µ strong limit singular of cofinalityℵ0,

(2) λ is a free caliber ofB if
(∗) µ= µℵ0 < λ= cf(λ)6 2µ, χ > λ, or at least
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(∗)′ χ > µ, µ < λ = cf(λ) 6 2λ, µ strong limit singular of cofinalityℵ0 and the
(< ℵ1)-box product topology onχω has density< λ.

Proof. (1) By 6.3, 6.3A’s proofs.
(2) If (∗) use 6.5, if (∗)′ the proof is similar. 2

Remark 6.9A. We can deal with singular cardinals similarly as in the earlier proofs.

Claim 6.10. In the earlier claims if
(∗)1 λ= µ++, or at least if
(∗)2 µ< λ, and[α < λ ⇒ cf([α]θ ,⊆) < λ], χ = supi<θ χi

then “in the(6 θ+)-box product topology,χθ has density< λ” can be replaced by“ in the
(< θ+)-box product topology,µθ has density< λ” .

Conclusion 6.11.
(1) Let ` ∈ {1,2} for simplicity. The following questions cannot be answered in ZFC

(assuming the consistency of large cardinals). Assumei+`ω 6 iω+1

(a)̀ Does
∏
n<ω FBA(im) have free caliberi+`ω ?

(b)` Does the completion of FBA(iω) have free caliberi+`ω ?
(c)` Does the completion of FBA(i+`ω ) have free caliberi+`ω ?

(2) Moreover we can add

for x ∈ {a, b, c} even(∗)1+ (∗)2, and¬(∗)1+¬(∗)2.

Proof. (1) Let ` = 2. By Gitik and Shelah [6] it is consistent with ZFC that with the
(< ℵ1)-box product topology,(iω)ω has density6 i+ω , so we can use 6.4 (using 6.11 of
course). For the other direction by Gitik and Shelah [6] the necessary assumptions for 6.3,
6.9(2) are consistent.

For`= 1, if i+ω = 2iω then the answer is NO by 6.2, 6.9.
To get consistency forλ = i+ω we need dual: inµω, for everyµ+ open sets there is a

point belonging toµ+ of them (this is phrased in 6.12 below). This too is proved consistent
in [6].

(2) Similarly. 2
Definition 6.12. Prθ,σ (λ,µ) means:

if fα is a partial function fromµ to θ such that|Dom(fα)|< σ for α < λ,
thensomef ∈ µθ extendsλ of the functionsfα .

If σ = θ we may omit it.

Claim 6.13. In Claim6.11the assumption on the density of box products can be replaced
by cases of Definition6.12:

(a) [2.1]AssumeB = B(χ) is a Maharam measure algebra of dimensionχ , cf(λ) > 2ℵ0

andcf(λ) > i2 ∨ λ= cf(λ)∨�−λ,ℵ0
. If Prℵ0(λ,χ) thenB hasλ as a free caliber.

Sh:620



178 S. Shelah / Topology and its Applications 99 (1999) 135–235

(b) [6.4] Assume2θ < λ = cf(λ), χ = supi<θ χi . If Prθ (λ,χ) then
∏
i<θ FBA(χi) has

free caliberλ.

Proof. Straight. 2
In fact cases of Pr are essentially necessary and sufficient conditions.

Claim 6.14. Assumeλ = cf(λ) > 2ℵ0, andχn are cardinal. The following conditions are
equivalent

(a)
∏
n<ω FBA(χn) has free caliberλ;

(b) if for α < λ, i < ω, (uαi , v
α
i ) is a pair of disjoint finite subsets ofχi thenfor some

X ∈ [λ]λ we have

i < ω⇒
⋃
α∈X

uαi ∩
⋃
α∈X

vαi = ∅,

i.e., if f αi is a finite function fromχi to {0,1} for i < ω, α < λ, then for some
〈fi : i < ω〉

(∃λα < λ)(∀i < ω)f αi ⊆ fi .

Proof. Straight. 2
Discussion 6.15.For measure, the parallel seems cumbersome. We still may like to be
more concrete on the dependencies appearing. Note
⊗1 in 3.6, we can havēx = 〈xα : α < λ〉 satisfies

(∗)B,x̄ for everyX ∈ [λ]λ, m < ω, andβ(α, k) < λ for α < λ, k < 2m pairwise
distinct, for everyn large enough there are pairwise distinctα0, . . . , α2n−1 ∈
X such that

0=
⋂
`<n

( ⋃
k<m

(
xβ(α2`,k) M xβ(α2`+1,k)

))
,

⊗2 if (∗)B,x̄ holds then the Boolean algebraB ′ = 〈xα : α < λ〉B has no independent
subset of cardinalityλ. Moreover, if x ′α ∈ B ′ for α < λ are distinct, then
(∗)B′,〈x ′α : α<λ〉.

7. A nice subfamily of functions exists

We expand and continue on [26, 6.6D], [20, 6.1].

Claim 7.0. Assume
(A) λ= cf(λ)> µ> 2κ ,
(B) D is aµ-complete3 filter onλ containing the co-bounded subsets ofλ,

3 In parts (0), (1),µ= (2κ )+ is OK.
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(C) fα :κ→Ord for α < λ,
(D) α < µ ⇒ D is |α|6κ -complete.
Then
(0) We can findw ⊆ κ and β̄∗ = 〈β∗i : i < κ〉 such that: i ∈ κ \ w⇒ cf(β∗i ) > 2κ and

for everyβ̄ ∈∏i∈κ\w β∗i for λ ordinalsα < λ (even a set inD+) we haveβ̄ < fα �
(κ\w) < β̄∗ � (κ\w), fα �w = β̄∗ �w, andsup{β∗j : β∗j < β∗i }< fα(i) < β∗i .

(1) We can find a partition〈w∗̀: ` < 2〉 of κ , X ∈ D+ and 〈Ai : i < κ〉, 〈λ̄i : i < κ〉,
〈hi : i < κ〉, 〈ni : i < κ〉 such that:
(a) Ai ⊆Ord,
(b) λ̄i = 〈λi,`: ` < ni〉 and2κ < λi,` 6 λi,`+16 λ,
(c) hi is an order preserving function from

∏
`<ni

λi,` ontoAi soni = 0⇔ |Ai | = 1
(the order on

∏
`<ni

λ`,i being lexicographic<`x),

(d) i < κ & α ∈ X ⇒ fα(i) ∈ Ai , and we letf ∗α (i, `) = [h−1
i (fα(i))](`), so

f ∗α ∈
∏
i<κ, `<ni

λi,`,
(e) i ∈w∗0⇒ ni = 0 (so |Ai | = 1),
(f) if i ∈w∗1 then|Ai |6 λ, hence|⋃i∈w∗1 Ai |6 λ,

(g) if g ∈∏ i<κ
`<ni

λi,` then{α ∈X: g < f ∗α } ∈D+,

(h) µ6max pcf{λi,`: i ∈ w∗1 and ` < ni}6 λ whenw∗1 6= ∅ (so, e.g., underGCH
max pcf{cf(λi,`): i ∈w∗1 and` < ni} = λ).

(2) In part (1) we can add(∗)1 to the conclusion if(E) below holds,
(∗)1 if λi,` ∈ [µ,λ) thenλi,` is regular.
(E) For any seta of 6 κ singular cardinals from the interval(µ,λ), we have

max pcf{cf(χ): χ ∈ a}< λ.
(3) Assume in part(1) that (F) below holds. Then we can demand(∗)2.

(∗)2 λi` > µ for i ∈w2, ` < ni .
(F) cf(µ) > κ andα < µ⇒D is [|α|6κ ]+-complete.

(4) If in part (1) in addition(G) below holds,thenwe can add
(∗)3 λ ∈ pcfσ -complete{λi`: i ∈w∗1 and` < ni} if w∗1 6= ∅,
moreover
(∗)4 if `i < ni for i ∈w∗1 thenλ ∈ pcfσ -complete{cf(λi`i ): i ∈w∗1}.
(G) (i) (∀α < λ)(|α|<σ < λ) andσ = cf(σ ) > ℵ0,

(ii) D is λ-complete.
(5) If in part (1) in addition(H) below holds then we can add

(∗)5 if m<m∗,A ∈ Jm and`i < ni for i ∈ κ \A (sow∗0 ⊆A) thenλ ∈ pcf{λi`i : i ∈
κ \A}.

(H) (i) m∗ <ω andJm anℵ1-complete ideal onκ for m<m∗,
(ii) D is λ-complete.

Remark.
(1) If λi,` is singular we can replace it with a sequence〈γi,`1: ζ < cf(λi,`)〉, and the

index set〈〈α〉: α < λi,`〉 by 〈(ζ, γ ): ζ < cf(λi,`) and γ < γi,`2〉, and γi,`1, are
replaced by sequences of regular cardinals. Not clear if all this helps.

(2) The reader may concentrate on the case (F) + (G)(ii) holds.
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Proof. (0) By part (1).
(1) Letχ be regular large enough. ChooseN such that
(i) N ≺ (H(χ),∈),
(ii) 2κ + 1⊆N and‖N‖ = 2κ ,
(iii) κ,µ,λ,D and〈fα : α < λ〉 belong toN ,
(iv) Nκ ⊆N .

Next chooseδ(∗) < λ which belongs toB∗ =⋂{B ∈D: B ∈N}, which is the intersection
of 6 2κ < µ members ofD. NecessarilyB∗ ∈D soδ(∗) exists. For eachi < κ let

Yi =:
{
A ∈N : A a set of ordinals andfδ(∗)(i) ∈A

}
,

clearlyYi 6= ∅ as
⋃
γ<λ(fγ (i)+1) ∈N , hence there is a setAi ∈ Yi of minimal order type.

AsNκ ⊆N clearlyĀ=: 〈Ai : i ∈ κ〉 belongs toN .
Let us define:

w∗0 =:
{
i < κ : |Ai | = 1

}
,

w∗1 =:
{
i < κ : 2κ < |Ai |6 λ

}
.

Now note
(∗)1 Ai 6= ∅.

[Why? AsAi ∈ Yi hencefδ(∗)(i) ∈Ai .]
(∗)2 |Ai| = 1 iff Ai = {fδ(∗)(i)} iff fδ(∗)(i) ∈N (iff i ∈w∗0).

[Why? Think.]
(∗)3 Without loss of generalityAi ⊆ {fα(i): α < λ}.

[Why? As{fα(i): α < λ} ∈ Yi andAi ∩ {fα(i): α < λ} ∈ Yi .]
Hence

(∗)4 If i ∈ κ\w∗0 then|Ai |6 λ.
Let

Ki =
{
(λ̄, β̄) ∈N : for somen, λ̄= 〈λ`: ` < n〉 ∈N , and

β̄ = 〈βη: η ∈∏`<n λ`〉 ∈N andβη ∈ {fα(i): α < λ} and

fδ(∗)(i) ∈ {βη: η ∈∏`<n λ`} and: ifη <`x ν are from
∏
`<n λ`

thenβη 6 βν
}
.

We define a partial order<∗ onKi(
λ̄1, β̄1)<∗ (λ̄2, β̄2) iff

{
β1
η : η ∈

∏
`

λ1
`

}
⊆
{
β2
η : η ∈

∏
`

λ2
`

}
and:

otp

(∏
`

λ1
`,6`x

)
< otp

(∏
`

λ2
`,6`x

)
or

otp

(∏
`

λ1
`,6`x

)
= otp

(∏
`

λ2
`,6`x

)
and lg(λ̄1) < lg(λ̄2) or

otp

(∏
`

λ1
`,6`x

)
= otp

(∏
`

λ2
`,6`x

)
, lg(λ̄1)= lg(λ̄2) and
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∨
k<lg(λ̄1)

[
λ1

lg(λ̄1)−1−k < λ
2
lg(λ̄2)−1−k and

∧
`<k

λ1
lg(λ̄1)−1−` = λ2

lg(λ̄2)−1−`

]
.

(∗)5 (Ki,6∗) ⊆ N is a partial order which is a well quasi order (i.e., no strictly
decreasingω-chains).

[Why? Reflect.]
(∗)6 There is(λ̄, β̄) ∈Ki such that

∧
`<lg(λ̄) λ` 6 |Ai |.

[Why? By (∗)7 below.]
(∗)7 otp(Ai)6 |Ai|n for somen < ω.

[Why? By Dushnik and Milner [1], we can findAi,n ⊆ Ai for n < ω such thatAi =⋃
n<ω Ai,n and otp(Ai,n) 6 |Ai|n. So asAi ∈ N there is such sequence〈Ai,n: n < ω〉

in N soAi,n ∈ N hence for somen we havefδ(∗)(i) ∈ Ai,n ∈ N , so by the choice ofAi
clearly otp(Ai)6 |Ai |n.]

So we can find a<∗-minimal (λ̄i, β̄i) ∈Ki and letni = lg(λ̄i ). Note:
(∗)8 we can above in the choice ofAi demandAi = {βiη: η ∈

∏
`<ni

λi`}, where(λ̄i, β̄i)
is a<∗-minimal inKi ,

(∗)9 λi` 6 λi`+16 λ for ` < ni .
[Why? The second inequality by (∗)4 and (∗)6, the first inequality as otherwise by renaming
we can omitλi`+1 and contradict the<∗-minimality of (λ̄i , β̄i).]

Let 〈η∗i : i < κ〉 be such thatβi
η∗i
= fδ(∗)(i) andη∗i ∈

∏
`<ni

λi`.

(∗)10 λi,` > 2κ [trivial].
Let Y = {α < λ: for every i < κ we havefα(i) ∈ Ai}, as f̄ ∈ N and 〈Ai : i < κ〉 ∈ N
necessarilyY ∈ N . Also Y ∈ D+ becauseδ(∗) ∈ Y and the choice ofδ(∗). So forα ∈ Y
we can choose〈ηαi : i < κ〉 such thatηαi ∈

∏
`<ni

λi` and fα(i) = βiηαi . We now define

f ∗α ∈
∏

i<κ
`<ni

λi` for α < λ: f ∗α (i, `)= ηαi (`).
Note:
(∗)11 〈λ̄i : i < κ〉, 〈β̄i : i < κ〉 andf̄ , hencef̄ ∗ = 〈f ∗α : α ∈ Y 〉 belong toN .
(∗)12 η

α
i (`)= f ∗α (i, `) ∈ [sup(N ∩ λi`), λi`] andα ∈ Y ⇒ f ∗α (i, `) < λi`.

[Why? Reflect.]
(∗)13 for everyg ∈∏ i<κ

`<ni

λi` andX ∈ [Y ]λ ∩N such thatδ(∗) ∈X there isα ∈X such

that

g < f ∗α i.e., i < κ and` < ni ⇒ g(i, `) < f ∗α (i, `).

[Why? If not, there is suchg, so as〈(λ̄i , β̄i): i < κ〉, f̄ = 〈fα : α < λ〉 andX, Y belong
to N also f̄ ∗ = 〈f ∗α : α ∈ X〉 belongs toN , so all the requirements ong are first order
with parameters fromN , so without loss of generalityg ∈N . Now δ(∗) ∈X cannot satisfy
the requirement hence there arei < κ , ` < ni such thatg(i, `) > f ∗δ(∗)(i, `) contradicting
(∗)12.]

Let

Zi =
{
η ∈

∏
i<ni

λi`: if ν ∈
∏
`<ni

λi` andν <`x η thenβiν < β
i
η

}
,

Z+i = {η � k: η ∈Zi andk 6 ni}.
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As (λ̄i , β̄i) ∈N clearly alsoZi , Z
+
i ∈N .

(∗)14 If i < κ , k < ni thenλik = otp{η(k): (η∗i � k)C η ∈ Zi}.
[Why? LetZ′i = {η ∈ Zi : λik > otp{ν ∈ Zi : η � k C ν ∈ Zi}}. Soη∗i ∈Z′i ∈N , by renaming

η ∈Z′i⇒ λik > sup
{
ν ∈ Zi : η � k C ν ∈ Zi

}
,

and if λik is regular we get a contradiction to(∗)8 as in the proof of(∗)9. If λik is singular,
we by renaming get the desired equality.]

Hence
(∗)15 without loss of generality〈βiη: η ∈

∏
`<ni

λi`〉 is increasing (with<`x ),

(∗)16 µ6 sup{λi`: i ∈w∗1 and` < ni}.
[Why? Otherwise letµ > µ0 = sup{λi`: i ∈ w∗1 and` < ni}, and soB∗ def= {βiη: i < κ ,

η ∈∏`<ηi
λi`} has cardinalityµ0 so there isP ∈N , |P |< λ, P ⊆ [µ0]6κ andP is cofinal

in ([µ0]6κ ,⊆). (Why? By assumption (D).) Note that if for someX ∈ (D + Y )+, f̄ � X
is constant we are done. Otherwise

a ∈ P⇒ {
α < λ: Rang(fα)⊆ a

}= ∅modD
butD is µ-complete hence

X∗ =:
{
α ∈ Y : (∃a ∈P)[Rang(fα)⊆ a]

}= ∅modD
andX∗ ∈N andδ(∗) ∈X∗, contradicting the choice ofX∗.]

(∗)17 max pcf
{
λi`: i ∈w∗i and` < ni

}
6 λ.

[Why? By (∗)13.]
(∗)18 λ

i
` has cofinality> 2κ .

[Why? Otherwise we can decrease it, getting a contradiction to the<∗-minimality of
(λ̄i, β̄i).]

The conclusion can be checked easily
(2) Leta= {cf(λi`): λ

i
` is singular andµ6 λi` < λ} and use (E).

(3) Easy.
(4) Assume that the desired conclusion fails. For this we choose not just one modelN

but an(ω+1)-tree of models. More precisely, we choose by induction oni 6 ω a sequence
〈Nη: η ∈ Ti〉 such that

(a) Ti ⊆ iλ,
(b) j < i& η ∈ Ti⇒ η � j ∈ Tj ,
(c) |Ti |< λ,
(d) Nη ≺ (H(χ),∈) satisfies (i)–(iv) from the proof of part (1),
(e) forη ∈ Ti , η ∈Nη and〈Nν : ν ∈⋃j<i Tj 〉 ∈Nη and

ν � η⇒Nν ≺Nη & Nν ∈Nη,
(f) if i = 0, thenTi = {〈 〉},
(g) if i is ω, thenTi = {η ∈ iλ: (∀j < i)(η � j ∈ Ti),
(h) if i = j + 1, η ∈ Tj and〈aη,ε: ε < εη < λ〉 list [sup(Nη ∩ λ)]<σ , then{

ν ∈ Ti : η � ν}= {η_〈α〉: α < εη},
andaη,ε ∈Nη_〈ε〉,
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(i) T =⋃i6ω Ti .
There is no problem to carry out the definition (note thatεη < λ by assumption (G)(i) and
|Tm+1|< λ as in additionλ is regular, and|Tω|< λ by assumption (G)(i) asσ > ℵ0). Now

B∗ =
⋂{

B ∈D: for someη ∈ T we haveB ∈Nη
}

being the intersection of6 |T | + 2κ < λ sets inD, belongs toD (using assumption
(G)(ii)), so chooseδ(∗) ∈B∗. Now we choose by induction onk < ω, ηk ∈ Tk andwk0,wk1,
〈(λ̄i,k, β̄i,k): i < κ〉 ∈Nηk as in the proof of (1) forNηk , such thatwk0 ⊆wk+1

0 , ηk � ηk+1

and(∀i ∈ wk1)[(λ̄i,k+1, β̄i,k+1) <∗ (λ̄i,k, β̄i,k)]. The last assertion holds by the assumption
toward contradiction and basic pcf.

If
⋃
k<ω w

k
0 = κ , then fδ(∗) ∈ N⋃k ηk

, henceδ(∗) ∈ N⋃
k ηk

, contradiction. If i ∈
κ \ ⋃k<ω w

k
0, then 〈(λ̄i,k, β̄i,k): k < ω〉 is strictly decreasing inKi (more exactly in⋃

k<ω Ki[Nηk ]), contradicting a parallel of(∗)11.
(5) We choose by induction ont ∈ ω the objectsNt , δt , Āt = 〈Ati : i < κ〉, 〈(λ̄ti , β̄ti ): i <

κ〉, 〈hti : i < κ〉,Kt
i such that

(a) for eacht , they are as required in the proof of part (1),
(b) Nt ∈Nt+1,Kt

i ⊆Kt+1
i and(λ̄t+1

i , β̄ t+1
i )6∗ (λ̄ti , β̄ti ) in Kt+1

i ,
(c) for eacht for somemt <m∗ we have{

i < κ : (λ̄t+1
i , β̄ t+1

i ) <∗ (λ̄ti , β̄ti )
}= κ modJmt .

No problem to carry it out by assumption toward contradiction. So for somem, {t: mt =m}
is infinite, contradicting “Jm is ℵ1-complete, and for eachi < κ ,

⋃
t K

t
i well ordered by

<∗”. 2
See Section 9 for actually some consequences.

Notation. If f is a function from, say,θ to the ordinals, and̄g is a sequence of lengthθ of
functions from the ordinals to the ordinals, thenf ∗ = f ḡ is a function from the ordinals to
the ordinals defined byf ∗(i)= gi(f (i)).

We spell out a special case.

Fact 7.1. Assume

(∗) 2θ < µ,cf(µ)= θ and (∀α < µ)(|α|θ < µ),
andλ= µ+.

Then:
(1) For every sequencēf = 〈fα : α < λ〉 of functions fromθ to the ordinals, we can find

u∗ ∈ [θ ]θ andβ̄∗ = 〈β∗i : i ∈ u∗〉 such that one of the following cases occurs:
(∗)1 for someX ∈ [λ]λ, fα � u∗ = β̄∗ for α ∈X,
(∗)2 if θ > ℵ0 thenβ∗i is a limit ordinal (for everyi ∈ u∗), and〈cf(β∗i ): i ∈ u∗〉 is

strictly increasing with limitµ andλ = tcf(
∏
i∈u∗ cf(β∗i )/J

bd
u∗ ) and for every

γ̄ ∈∏i∈u∗ β∗i for λ ordinalsα < λ we have

(∀i ∈ u∗)(γi < fα(i) < β∗i ),
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if θ =ℵ0 then for some strictly increasing sequenceλ̄= 〈λi : i ∈ u∗〉 of regular
cardinals with limitµ, λ = tcf(

∏
i∈u∗ λi/J bd

u∗ ) and for somēg = 〈gi : i < θ〉,
gi : Ord→ λi , we have: for everyγ̄ ∈∏i∈u∗ λi for λ ordinalsα < λ we have

i ∈ u∗ ⇒ γi < f
ḡ
α (i) < λi,

(∗)3 β∗i is a limit ordinal of cofinalityλ for i ∈ u∗ and for someX ∈ [λ]λ we have:
i ∈ u∗ ⇒ 〈fα(i): α ∈X〉 is strictly increasing with limitβ∗i and forα ∈X, the
interval [fα(i), β∗i ) is disjoint to{

fβ(j): β ∈X andj ∈ u∗\{i}& βj 6= βi or β < α andj ∈ u∗}.
(2) Assumeθ > ℵ0. For every sequencēf = 〈fα : α < λ〉 of pairwise distinct functions

fromθ to ω>Ordsuch that|{fα(i): α < λ}|< λ for i < θ , we can findu∗ ∈ [θ ]θ and
n(∗) ∈ [1,ω) and v ⊆ n∗ nonempty and̄β∗ = 〈β ∗̀,i : ` < n∗, i ∈ u∗〉 such that for
eachi
(a) for ` ∈ v we have thatβ ∗̀,i is a limit ordinal, 〈cf(β ∗̀,i): i ∈ u∗〉 is strictly

increasing with limitµ and λ = tcf(
∏
i∈u∗ cf(β ∗̀,i)/J

bd
u∗ ), and also fori < j

in u∗, and`, k ∈ v we havecf(β ∗̀,i) < cf(β∗k,j ),
(b) for everyγ̄ ∈∏`,i β

∗̀
,i for λ ordinalsα < λ we have

(∀i < u∗)(∀` ∈ v)[γ`,i < (fα(i))(`) < β ∗̀,i] and

(∀i ∈ u∗)(∀` ∈ n∗\v)[fα(i))(`)= β ∗̀,i].
(3) In part (2), we can replaceu∗ ∈ [θ ]θ by u ∈ J+ for any normal idealJ on θ .

Moreover if {δ < θ : (∀α < cf(δ))(|α|<σ < cf(|δ|)} is stationary thenRang(fα) ⊆
σ>Ord is fine. If we omit the assumption|{fα(i): α < λ}|< λ, instead ofv we have
a partition (v1, v2, v3) of {`: ` < n∗} such that clause(a)holds for` ∈ 2, clause(b)
holds with` ∈ v2 ∪ v3, ` ∈ v1 instead of̀ ∈ v, ` ∈ n∗ \ v, and the parallel of(∗)3
holds for` ∈ v3.

Proof. (1) By 7.0(0)–(2) we know that
⊗ there is〈β∗i : i < θ〉 andw∗ ⊆ θ such that lettingu∗ = θ\w∗ we have:

(a) for everyγ̄ ∈∏i∈u∗ β∗i for λ ordinalsα < λ we have

i ∈w∗ ⇒ fα(i)= β∗i ,
i ∈ u∗ ⇒ γi < fα(i) < β

∗
i ,

and moreover(w∗0,w∗1), 〈λi,`: i ∈ w∗1, ` < ni〉, X, ḡ = 〈gi : i < θ〉 as there (so
w∗1 = u∗); clearlyλi,` 6 λ and without loss of generalityλi,mi = λ.

Case1. |u∗| < θ . So for someX ∈ [λ]λ we have〈fα � w∗: α ∈ X〉 is constant. Easily
(∗)1 holds.

Case2. For some unbounded subsetu′ of θ and〈mi : i ∈ u′〉, mi < ni and sup{λi,`: i ∈
u′, ` < mi}6 µ∗ <µ andλi,mi = λ.

Clearly (∗)3 holds and we getX by “thinning”: choose by induction onγ < λ theγ th
memberαγ < λ of X, fixing 〈g−1

i (fα(i)) �mi : i ∈ u′〉.
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Case3. Neither Case 1 nor Case 2.
Let µ=∑i<θ µi , µi < µ increasing withi. Chooseji ∈ u∗ such thatji is the minimal

j >
⋃
ζ<i jζ , λj,ni−1 > µi +∑ζ<i λjζ , and letmji < nji be the minimalm such that

λji ,m > µi +
∑
ζ<i λjζ and theji is such thatλji ,mi < µ.

If θ > ℵ0, by Fodor’s lemma, replacing〈ji : i < θ〉 by a subsequence, without loss
of generalityµ∗ =: sup{λji ,m: i < θ,m < mji } < µ, and without loss of generality
〈h−1
ji
(fα(ji)) �mji : i < θ〉 = x is the same for allα ∈X.

Chooseu∗ = {ji : i < θ}, λi = λji ,mi , which is regular by 7.0(2). Now,〈λj : j ∈ u∗〉 is
a strictly increasing sequence of regular cardinals with limitµ, and hence

∏
j∈u∗ λj/J bd

u∗
is µ-directed and henceλ-directed. But, by 7.0,{〈h−1

ji
(fα(i))(mi): i ∈ u∗〉: α ∈ X} is

unbounded in it (or use “maxpcf{λi,`: i < θ, ` < ni} 6 λ”). So λ = tcf(
∏
j∈u∗ λi/J bd

u∗ ).

Let gj be defined bygj (γ )= (h−1
j (γ ))(mj), and we are done.

(2) First without loss of generality lg(fα(i))= n∗, i.e., does not depend onα, secondly,
e.g., by successive applications of part (1).

(3) Similar. 2
Conclusion 7.2. For

(1) In 7.1(1), (∗)2 and (∗)3 implies
(∗)′2 there areu∗, β∗ = 〈β∗i : i ∈ u∗〉 andX such that

(a) u∗ ∈ [θ ]θ ,
(b) X ∈ [λ]λ,
(c) 〈fα � u∗: α ∈ X〉 is <J bd

u∗
-increasing ifθ > ℵ0, and〈f ḡα � u∗: α ∈ X〉 is

<J bd
u∗

-increasing ifθ =ℵ0 (for appropriatēg),

(d) if θ > ℵ0 then for everyγ̄ ∈∏i∈u∗ β∗i there areλ ordinalsα ∈X such that

i ∈ u∗ ⇒ γi < fα(i) < β
∗
i ,

if θ = ℵ0, λi = Rang(gi) then for everyγ̄ ∈∏i∈u∗ λi there areλ ordinals
α ∈X such that

i ∈ u∗ ⇒ γi < f
ḡ
α (i) < λi,

(e) if (∗)3 then:
(i) α < β fromX⇒ fα � u∗ < fβ � u∗,
(ii) if i 6= j are inu∗ andβ∗i < β∗j thenα ∈X ⇒ fα(j) > β

∗
i ,

(iii) if i, j ∈ u∗, β∗i = β∗j andα < β are fromX thenfα(i) < fβ(j).
(2) Similarly for 7.1(2), getting} from the proof of 6.5.

Proof. Straight. Choose theγ th member ofX for γ < λ, by induction onγ . 2
Similarly we can prove

Claim 7.3. Assume
(A) λ= cf(λ) > 2θ ,
(B) µ=min{µ: µθ > λ}, cf(µ)= θ > ℵ0,
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(C) if a ⊆ Reg∩ µ \ 2θ , |a| 6 θ , λ ∈ pcfθ-complete(a), then for someb ⊆ a, λ =
tcf(

∏
b/[b]<θ). (Note: this holds if

d⊆Reg\ 2θ & |d|6 θ⇒ |pcf(d)|6 θ.
Why? Now〈bθ [a]: θ ∈ pcf(a)〉 is well defined andλ ∈ pcfθ-complete(a) so letting
pcf(a)∩ λ be〈θζ : ζ < θ〉, chooseµζ ∈ bλ[a] \⋃ξ<ζ bθξ [a], and letb= {µζ : ζ <
θ}.)

Thenthe conclusions of7.1, 7.2hold.

Proof. Similar. 2
Fact 7.4.

(1) Assume
(A) λ= cf(λ) > 2θ andn < ω,
(B) f `α ∈ θOrd for ` < n, α < λ,
(C) α 6= β ⇒ 〈f `α : ` < n〉 6= 〈f `β : ` < n〉,
(D) (∀α < λ)(|α|ℵ0 < λ).
Thenwe can find an ultrafilterD on θ (possibly a principal one) andX ∈ [λ]λ,
v ⊆ n andf` ∈ θOrd for ` < n such thatv = ∅,
(a) for ` ∈ n\v andα ∈X we havef `α /D = f`/D,
(b) for α < β fromX and`, m ∈ v such thatf`/D = fm/D (e.g.,`=m) we have

f `α /D < fmβ /D,

(c) if `,m< n andf`/D< fm/D andα, β are fromX thenf `α /D< f `β /D.
(2) Assume

(a) λ= cf(λ) > 2θ and(∀α < λ)(|α|<σ < λ) andℵ1+ |ε(∗)|+ 6 σ = cf(σ ) and
(b) f εα ∈ θOrd for ε < ε(∗) andα < λ,
(c) I is aσ -complete filter onθ ,
(d) D is aλ-complete filter onλ to which all co-bounded subsets ofλ belong.
Thenwe can findX, v, fε (for ε < ε(∗)) andw̄, J such that
(α) X ∈ [λ]λ,
(β) fε ∈ θOrd for ε < ε(∗),
(γ ) J is aσ -complete ideal onθ extendingI ,
(δ) w̄= 〈wε: ε < ε(∗)〉, wε ⊆ θ ,
(ε) if α ∈X andε < ε(∗) thenf εα �wε = fε �wε,
(ζ ) if α < β are fromX thenε < ε(∗) ⇒ f εα < f

ε
β mod(J +wε), moreover{

i < θ : for someζ, ξ < ε(∗) we havei /∈wζ , i /∈wξ and

fζ (i)6 fξ (i) butf ζα (i)> f
ξ
β (i)

} ∈ J,
(η) if α ∈X andi < θ , ζ , ξ < ε(∗), fζ (i) < fξ (i) thenfζ (i) < f

ξ
α (i),

(θ) if 2|ε(∗)| < σ thenε < ε(∗) ⇒ wε ∈ J ∨ θ \wε ∈ J .
(3) We can combine7.0(1)with part (2) (having〈λεi,`: ` < `εi 〉).

Remark. We can prove also the parallel of 7.0(5).
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Proof. (1) Like the proof of 7.0(4) or by part (2) forσ =ℵ1.
(2) We repeat the proof of 7.0(4) except thatT ⊆⋃i<σ

iλ. After definingB∗ ∈D and
choosingδ(∗), for η ∈ T , ε < ε(∗) andi < θ we letβε,i,η =min[Nη ∩Ord\ f εδ(∗)(i)] and
wε,η = {i < θ : f εδ(∗)(i) ∈Nη}.

So clearly
(∗)1 η C ν ∈ T ⇒ (∀ε < ε(∗))(∀i < θ)(βε,i,η > βε,i,ν & wε,η ⊆wε,ν)

and
(∗)2 i /∈wε,η ⇒ cf(βε,i,η) > 2θ .

Let Jη is theσ -ideal onθ generated by

I ∪ {w ⊆ θ : for someε < ε(∗) we havew ⊆ θ \wε,η and

λ >maxpcf{cf(βε,i,η): i < w}
}
.

If for someη, θ /∈ Jη then we are done (choosing theαth member ofX by induction on
α). So assume thatη ∈ T ⇒ θ ∈ Jη. We now choose by induction onζ < σ , a sequence
ηζ ∈ Ti such thatξ < ζ ⇒ ηξ = ηξ � j and

ζ = ξ + 1⇒ {
i < θ : (∃ε < ε(∗))(βε,i,ηζ > βε,i,ηξ )

}= θmodI.

For someε < ε(∗) and infiniteY ⊆ θ we have:

ξ ∈ Y ⇒ Zξ =
{
i < θ : βε,i,ξ > βε,i,ξ+1

}= θ modI.

But for ξ < ζ we haveβε,i,ξ+1> βε,i,ζ by (∗)1. Without loss of generality otp(Y )= ω. As
I is σ -complete andσ > ℵ0, there is ani ∈⋂{Zξ : ξ ∈ Y }, and〈βε,i,ξ : ξ ∈ Z〉 is strictly
decreasing, a contradiction.

Now for ζ = 0, ζ limit there are no “serious” demands and forζ successor ordinal we
useθ ∈ Jη .

(3) Left to the reader (and not used).2
Fact 7.4A. Assume

(A) λ= µ+, µ> 2θ , θ = cf(µ) > ℵ0,
(B) |ε(∗)|+ + ℵ0< θ ,
(C) f εα ∈ θOrd for ε < ε(∗), α < λ,
(D) (∀α < µ)(|α|θ < µ).

Thenwe can find a stationaryS ⊆ {δ < θ : cf(δ) > |ε(∗)|+ + ℵ0} and unbounded subset
X′ of λ andSε ⊆ S andfε ∈ SOrd for ε < ε(∗)

(a) for ε < ε(∗) we haveα ∈X⇒ f εα � Sε = fε � Sε ,
(b) for ε1< ε(∗) andα < β fromX if Sε,ζ = {i ∈ S: fε(i)6 fζ (i)}\Sε\Sζ is unbound-

ed inθ thenf εα � Sε,ζ < f
ζ
β modJ bd

Sε,ζ
,

(c) if ζ , ε < ε(∗), fζ (i) < fε(i), andα ∈X thenfζ (i) < f εα (i),
(d) if 2|ε(∗)|< θ thenε < ε(∗) ⇒ Sε ∈ {∅, S}.

Proof. Let f̄ ε = 〈f εα : α < λ〉, let χ be large enough and〈λε: ε < θ〉 be increasing
continuous with limitµ, and choose by induction onζ < θ , an elementary submodelNζ of
(H(χ),∈,<∗ζ ) of cardinality(λζ )θ such that(λζ )θ ⊆ Nζ , θ (Nζ )⊆ Nζ , {f̄ ε: ε < ε(∗)} ∈
Nζ , and〈Nξ : ξ < ζ 〉 ∈Nζ .
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Chooseδ(∗) ∈ λ \⋃ζ<θ Nζ , possible as|⋃ζ<θ Nζ | = |
∑
ε<θ (λε)

θ | = µ< λ. For each
ζ < θ , ε < ε(∗) andi < θ let β∗ε,i,ζ =min(Nζ ∩Ord\ f εδ(∗)(i)).

For each limiti < θ of cofinality> |ε(∗)| look at 〈β∗ε,i,ζ : ζ < i〉, it is a non-increasing
sequence of ordinals, hence it is constant on some end segment, i.e., for somejε,i < i we
have

jε,i 6 ζ < i⇒ β∗ε,i,ζ = β∗ε,i,jε,i .
As cf(i) > |ε(∗)|, necessarilyji = sup{jε,i: ε < ε(∗)} is< i, hence for somej (∗) < θ the
set

S = {i < θ : cf(i) > |ε(∗)|, i a limit ordinal
}

is stationary. The rest should be clear.2
Remark. We can demandS ⊆ S∗ in 7.4 if S∗ ⊆ {δ < θ : cf(δ) > |ε(∗)|+ + ℵ0} is
stationary.

Discussion 7.5.We may wonder what occurs for ultraproducts of free Boolean algebras∏
i<θ FBA(χi)/D (or even reduced products, recall FBA(χi) is the free Boolean algebra

generated, say, by{xα: α < χi} freely). Now
(∗)1 if D is ℵ1-complete, the situation is as in theθ > ℵ0 case for products;
(∗)2 if

(∃A0,A1, . . .)

( ∧
n<ω

An ∈D &
⋂
n<ω

An = ∅
)
,

the situation is as in theθ =ℵ0 case.

Claim 7.6. Assume
(A) λ= µ++, µ> 2θ ,
(B) fα : θ→Ord for α < λ.

Thenwe can findū∗ = 〈u∗0, u∗1, u∗2〉, β̄∗, X such that
(a) 〈u∗0, u∗1, u∗2〉 is a partition ofθ ,
(b) β̄ = 〈β∗i : i < θ〉,
(c) X ∈ [λ]λ (we can use an appropriate idealJ onλ and demandX ∈ J+),
(d) α ∈X ⇒ fα � u∗0= 〈β∗i : i ∈ u∗0〉,
(e) if i ∈ u∗1 then〈fα(i): α ∈X〉 is strictly increasing with limitβ∗i (socf(β∗i )= λ),
(f) i ∈ u∗2⇒ 2θ < cf(β∗i ) < µ,
(g) for everyγ̄ ∈∏i∈u∗2 β

∗
i for λ ordinalsα ∈X we have

i ∈ u∗2⇒ γi < fα(i) < β
∗
i ,

(h) if there are〈λi,`: i < θ, ` < ni〉, 〈Ai : i < θ〉, 〈hi : i < θ〉 as in7.0, i ∈ u∗0⇔ ni = 0,

i ∈ u∗1⇔ ni > 0 & λi,0= λ⇔ ni > 0 & (∀`)(λi,` = λ),
and ifu∗0 6= θ , thenλ=maxpcf{λi,`: i < θ, ` < ni} andµ+ /∈maxpcf{λi,`: i < θ,
` < ni}.
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Proof. LetC = 〈Cα : α < µ+〉 be such that otp(Cα)6 θ+, [β ∈Cα ⇒ Cβ = Cα ∩β],Cα
a set of successor ordinals and the set

S∗ = {δ < λ+: cf(δ)= θ+ andα = sup(Cα)
}

is stationary (exists by [24, §1].)
Let f̄ = 〈fα : α < λ〉 be given. Letχ be strong limit such that̄f ∈H(χ). We choose

Mα by induction onα < µ+ such that
(α) Mα ≺ (H(χ),∈,<∗χ),
(β) ‖Mα‖ = 2θ and 2θ + 1⊆Mα andθ>(Mα)⊆Mα ,
(γ ) λ, f̄ , C andα belong toMα ,
(δ) 〈Mβ : β < α〉 belongs toMα andβ ∈Cα ⇒ Mβ ≺Mα .

Now for everyβ ∈ λ \⋃α<µ+Mα we define a functiongβα ∈ θ (Mα ∩Ord) and a function
Fβ fromµ+ toµ+, as follows

(∗)2 gβα (i)=min
(
Mα ∩ χ\fβ(i)

)
.

[Why is it well defined? Asf̄ ∈Mα also
⋃{fγ (i)+ 1: γ < λ} ∈Mα andfβ(i) is smaller

than that ordinal.]
We let

u
β

α,0=
{
i < θ : fβ(i) ∈Mα

}
,

u
β

α,1=
{
i < θ : fβ(i) /∈Mα and cf(gβα (i))= λ

}
,

u
β

α,2=
{
i < θ : cf(gβα (i))6 µ+ andfβ(i) /∈Mα

}
.

Note. fβ(i) /∈Mα ⇒ λ> cf(gβ(i)) > 2θ .

[Why? If i ∈ θ\uβα,0 andλ < cf(gβα (i)), then⋃{
fγ (i): γ < λ andfγ (i) < gβα (i)

}
belongs toMα and contradicts the choice ofgβα (i). If i ∈ θ\uβα,0 and cf(gβα (i))6 2θ then

g
β
α (i)= sup(Mα ∩ gβα (i)).]
Similarly choose〈Aβα,i : i < θ〉, 〈hβα,i : i < θ〉, 〈λβα,i,`: i < θ, ` < nβα,i〉, 〈f ∗,βα,γ : γ ∈Xβα 〉

as in 7.0(1). LetUβα = {(i, `): i < θ, ` < ni}; this is Dom(f ∗,βα,γ ) for γ ∈Xβα . Let

J = Jβ,α =
{
u⊆Uβα : µ+ >max pcf{cf(λβα,i,`): (i, `) ∈ u}

}
.

By the pcf theorem [25, VIII, 2.6] there isWβ
α ⊆Uβα such that:

µ+ /∈ pcf
{
cf(λβα,i,`): (i, `) ∈Uβα \Wβ

α

}
,

µ+ >max pcf
{
cf(λβα,i,`): (i, `) ∈Wβ

α

}
.

If Wβ
α /∈ J let h̄β,α = 〈hα,β,γ : γ < µ+〉 ∈ Mα be <

J�Wβ
α

-increasing and cofinal in∏
(i,`)∈Wβ

α
λ
β
α,i,`. Then for someγ = γ (α,β) < µ+,

f ∗β < hα,β,γ (α,β) modJ.
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In fact anyγ ′ ∈ [γ (α,β),µ+) will do, and now we letFβ(α)= γ (α,β). If Wβ
α ∈ Jβ,α we

let Fβ(α)= α + 1.
So the setEβ = {δ < µ+: δ a limit ordinal such that(∀α < δ)Fβ(α) < δ} is a club of

µ+. Hence there isδ = δβ ∈ S∗ ∩ acc(Eβ) (i.e., δ = sup(Eβ ∩ δ) andδ ∈ S∗). Now for

each(i, `) ∈ Uβα the sequence〈gβα (i, `): α ∈ Cδβ 〉 is non-increasing as〈Mα : α ∈ Cδβ 〉 is

increasing. Hence it is eventually constant, and similarly(λ̄
β
α,i , h

β
α,i ),A

β
α,i as in 7.0(2) (any

freedom left—choose the<∗χ -first), so easily〈(λ̄βα,i , hβα,i): α ∈ Cδβ 〉 is eventually constant;
say forα ∈Cδβ\α∗(β, i). But otp(Cδβ )= θ+ soα∗(β)= sup{α∗(β, i): i < θ} is< δβ , and
reflection shows that

α ∈Cδβ \ (α∗(β)+ 1)⇒Wβ
α ∈ Jβ,α.

Choose suchα⊗β . So for someα⊗, δ⊗, 〈(λ̄i , hi): i < θ〉 we have

X =
{
β < λ: β /∈

⋃
α<µ+

Mα andα⊗β = α⊗, δβ = δ⊗,

λ̄
β

α⊗,i = λ̄i , hβα⊗,i = hi for i < θ

}
belongs to[λ]λ. Now we continue as in 7.0.2
Claim 7.7.

(1) In 7.6we can replaceλ= µ++, byλ= τ+, τ = cf([τ ]6µ,⊆) using[24, §2].
(2) Also ifλ is weakly inaccessible> iω, (∀α < λ) [λ > cf([α]6µ,⊆)] we can get7.6.

8. Consistency of “P(ω1) has a free caliber” and discussion of pcf

This solves [12, Problem 37].

Claim 8.1. Assume for simplicityGCH andP is addingℵω1 Cohen reals. InV P we have
2ℵ0 =ℵω1, 2ℵ1 =ℵω1+1 and

(∗) there is no complete Boolean algebraB of cardinality2ℵ1 such thatFreeCal(B)=
∅. In fact for any complete Boolean algebraB of cardinality2ℵ1 we haveℵω1+1 ∈
FreeCal(B).

Proof. Clearly (as if the Boolean algebraB has cardinality 2ℵ1 = ℵω1+1 and satisfies
the ccc then(∗) holds, i.e.,ℵω1+1 ∈ FreeCal(B), becauseV P � “ (ℵω1)

ℵ0 = ℵω1”, [22],
otherwise we can reduce to the caseB =P(ω1)) it is enough to show

(∗)1 V P � ℵω1+1 ∈ FreeCal(P(ω1)).
So letp∗ ∈ P

p∗ 
P “ 〈a˜ α : α < ℵω1+1〉 is a sequence of distinct elements ofP(ω1)” .

Note. P = {f : f is finite function fromℵω1 to {0,1}} so without loss of generality
p∗ = ∅. SoPA = {f ∈ P : Dom(f )⊆A}<◦ P for anyA⊆ℵω1.

Sh:620



S. Shelah / Topology and its Applications 99 (1999) 135–235 191

For eachα < ℵω1+1 andi < ω1 there is a maximal antichain〈fα,i,n: n < ω〉 of P and
sequence of truth values〈tα,i,n: n < ω〉 such that

fα,i,n 
P “ i ∈ a˜ α iff tα,i,n” .

Let Aα =⋃i<ω1,n<ω
Dom(fα,i,n) ∪ Dom(p∗), soAα ∈ [ℵω1]6ℵ1. Let Aα = {γα,j : j <

jα}, γα,j strictly increasing withj .
As V � 2ℵ1 < ℵω1+1, without loss of generality
(∗)2 (a) jα = j∗,

(b) the truth value of “γα,j ∈ Dom(fα,i,n)” and the value offα,i,n(γα,j ) do not
depend onα.

Let a˜ be the Mostowski collapse of the name, i.e.,a˜ =OPj∗,Aα (a˜ α) for eachα (without
loss of generality it does not depend onα). [Remember OPA,B(β)= α iff α ∈ A, β ∈ B,
opt(β ∩ B) = otp(α ∩ A).] We apply 7.0(1) tofα : j∗ → ℵω1, fα(j) = γα,j and get

〈w∗̀: ` < 2〉, X ∈ [ℵω1+1]ℵω1+1 and〈λj,`: j < j∗, ` < nj 〉, andh̄ = 〈hj : j < j∗〉. For
i < ω1 letwi = {j < j∗: j ∈w∗0 or λj,nj−16 ℵi}.

We call〈(g0
i , g

1
i , ξi ): i < ω1〉 a witness abovef ∗ if:

(i) f ∗, g0
i , g

1
i ∈ P andp∗ 6 f ∗,

(ii) f ∗ 6 g0
i ,

(iii) f ∗ 6 g1
i ,

(iv) Dom(g`i )⊆ j∗,
(v) 〈Dom(g0

i )∪Dom(g1
i )\Dom(f ∗): i < ω1〉 are pairwise disjoint,

(vi) g0
i 
 “ξi ∈ a˜ ”,(vii) g1
i 
 “ξi /∈ a˜ ”,(viii) ξi < ω1 andξi 6= ξj for i 6= j .

ShrinkingX (still unbounded inℵω1+1) we get:
� if α < β are fromX then there isi < ω1 such that

j ∈ j∗ \wi ∧ λj,nj−1> ℵi⇒
(
h−1
j (γα,j )

)
(m) <

(
h−1
j (γβ,j )

)
(m), and

j ∈ j∗ \wi ∧ j1< j∗ ⇒ γα,j1 6= γβ,j .

Fact. There aref ∗ and a witness〈(g0
i , g

1
i , ξi ): i < ω1〉 abovef ∗ and X ⊆ ℵω1+1

unbounded and an idealJ ⊇ J bd
ω1

onω1 such that: letting

uα,i =OPAα,j∗
(
Dom(g0

i )∪Dom(g1
i )\Dom(f ∗)

)
⊕ if α < β are inX then

{i: uα,i ∩ uβ,i 6= ∅} ∈ J.

We show how to finish the proof assuming the fact, and then prove the fact. For some
unboundedX ⊆ ℵω1+1 we haveα ∈ X⇒ f ∗∗ = OPAα,j∗(f

∗), i.e., does not depend on
α ∈X. (As there are6 |P | = ℵω1 < ℵω1+1 possibilities.)

We shall prove

f ∗∗ 
P “ 〈a˜ α: α ∈X〉 is independent (as a family of subsets ofω1),

even moduloJ bd
ω1

”.
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This is more than enough.
If not then for somen < ω and pairwise distinctα1, . . . , α2n ∈X, we have:

¬
(
f ∗∗ 
 “

n⋂
`=1

a˜ α` ∩
2n⋂

`=n+1

(ω1\a˜ α`) is unbounded inω1”

)
.

So for somef 1, f ∗∗ 6 f 1 ∈ P , andζ < ω1 we have

� f 1
P “
n⋂
`=1

a˜ αi ∩
n⋂

`=n+1

(ω1\a˜ αi )⊆ ζ ” .

Now letting

g0
α,i = g0

i ◦OPj∗,Aα and

g1
α,i = g1

i ◦OPj∗,Aα

we have

Dom(g0
α,i)∪Dom(g1

α,i)⊆ {γα,j : j < j∗}.
Let

B =: {i < ω1: ξi < ζ } ∈ J,
B`,m =: {i: uα`,i ∩ uαm,i 6= ∅} ∈ J for ` 6=m,

B` =:
{
i: Dom(f 1)∩ (Dom(g0

α,i )∪Dom(g1
α,i)) 6=Dom(f ∗∗)

} ∈ J
(in fact is finite).

So we can findi ∈ ω1\⋃` 6=mB`,m\
⋃
` B`\B (because the set of inappropriatei ’s is in J ).

Sof 2= f 1 ∪⋃n
`=1g

0
α`,i
∪⋃2n

`=n+1g
1
α`,i
∈ P forces that the intersection from� is not

⊆ ζ , contradicting the choice off 1. 2
Proof of the Fact. We divide the proof into two cases, depending on the answer to:

Question. Is thereζ < ω1 such that: for nog0, g1 ∈ Pj∗ abovef ∗ andξ ∈ [ζ,ω1) do we
have

g0 �wζ = g1 �wζ , g0
 “ξ ∈ a˜ ” , g1 
 “ξ /∈ a˜ ”?

CaseA: The answer is YES. For some unboundedX ⊆ ℵω1+1 and〈γ ∗∗j : j ∈ wζ 〉 we
have

j ∈wζ & α ∈X⇒ γα,j = γ ∗∗j .
So a˜ is actually a P{γ ∗∗j : j∈wζ }-name. So forα ∈ X, a˜ α depends only on{f ∈
G˜P : Dom(f )⊆ {γα,i : i ∈wζ }}.

Hence there are6 ℵ1< ℵω1 such names, a contradiction.
CaseB: The answer is NO. So for everyζ < ω1, we have〈ξ∗ζ , g0

ζ , g
1
ζ 〉 giving the

counterexample forζ , without loss of generality Dom(g0
ζ )=Dom(g1

ζ ). As 〈j (ζ ): ζ < ω1〉
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is increasing continuous, by Fodor’s lemma we can findS ⊆ ω1 stationary andζ ∗ < ω1

andn∗ such that

ζ ∈ S⇒ (
Dom(g0

ζ )∩wζ
)∪ (Dom(g1

ζ ) ∩wζ
)⊆wζ ∗,

and 〈Dom(g0
ζ ) ∪ Dom(g1

ζ ): ζ ∈ S〉 forms a∆-system with heartv, andg0
ζ � v = g1

ζ � v
does not depend onζ , and we call itf ∗. Also Dom(g`ζ \ wζ ∗) hasn∗ elements and
ζ1< ζ ∈ S⇒ ξ∗ζ1 < ζ .

Let 〈ε(i): i < ω1〉 be a (strictly) increasing sequence listingS, andξi = ξ∗ε(i). For` < n∗,
α ∈ X′ and i < ω1 we let f `α (i) be the`th member of{γα,j : j ∈ Dom(g0

ε(i)) \ wζ ∗ }.
ShrinkingX without loss of generality〈γα,j : j ∈ wζ ∗〉 does not depend onα ∈ X (by
�); J = J bd

ω1
andX are as required.2

Discussion 8.2.
(1) Clearly we can replaceℵ1, ℵω1+1 by anyθ , λ as in 7.4.
(2) Normally ifµ is strong limit singular of cofinalityθ , (at least large enough), we can

find long intervalsai of the Reg∩ µ for i < θ , i < j ⇒ sup(ai ) < min(aj ) such
that(∀λ̄ ∈∏i ai ) [max pcf(Rang(λ̄))= λ∗] for someλ∗ ∈ [µ,2µ], usually cf(2µ).
This is a strong indication that〈Insup(ai ),min(ai )

: i < θ〉 will have a λ-sequence,

so, for example, there is a(2θ )+-c.c. Boolean algebra of cardinalityλ having no
independent subset of cardinalityλ, for which evenλ-Knaster property fails.
To make this happen for noµ, we need a very special pcf structure in the universe.
But we do not know even if the following simple case is consistent.

Question 8.3. Is it consistent that
(∗) for every seta of odd (or even) regular cardinals with|a| < Min(a) we have

max pcf(a) is odd (or even respectively) (we may moreover ask(∀α) 2ℵα =ℵα+2)?

Essentially by [26, §5]:

Lemma 8.4. Assumeµ > θ = cf(µ), µ strong limit,µ =∑i<θ µi , µi < µ strong limit,
cf(µi)= σi and2µi = µ+i , µi =∑ζ<σi

µi,ζ , ni,ζ < ω, λ= tcf(
∏
i<θ µ

+
i /J

∗), J bd
θ ⊆ J ∗.

Let Ii,ζ = ERI
ni,ζ

ini,ζ (µi,ζ )+,µ
+
i,ζ

and

J =
∑
J ∗
J bd
σi
.

Then
(a) there is a(λ, J )-sequencēη for

〈Ii,ζ : i < θ, ζ < σi〉,
(b) if i < θ⇒ σi = θ then we can findζ(i) < θ for i < θ such that there is aλ-sequence

η̄ for 〈Ii,ζ(i): i < θ〉.
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Remark 8.5. So if S = {µ: µ strong limit,cf(µ)= ℵ0,2µ = µ+} is unbounded, then for
a class of cardinalsµ which is closed unbounded

(∗) (a) µ strong limit andµ= sup(S ∩µ),
(b) if cf(µ) = ℵ0 then we can findλ ∈ (µ,2µ] ∩ Reg andµn < µ = ∑n µn,

µn < µn+1 and there is aλ-sequencēη for 〈Inin(µn)+,µ+n ): n < ω〉.

9. Having aλ-sequence for a sequence of non-stationary ideals

Lemma 9.1. Assume
(a) µ is a strong limit singular of cofinalityθ ,
(b) λ= 2µ = cf(λ),
(c) λi regular increasing fori < δ with limit µ, δ < µ (usuallyδ = θ),
(d) J is an ideal onδ extendingJ bd

δ ,
(e) λ= tcf(

∏
i<δ λi/J ),

(f) 〈Aζ : ζ < ζ(∗)〉 is a partition ofδ (soAδ pairwise disjoint) eachAζ in J+ (otherwise
not interesting),

(g) |δ|< σ = cf(σ ) < λ0.
Thenthere is a sequencēη= 〈ηα : α < λ〉, ηα ∈∏i<δ λi , cf(ηα(i))= σ , satisfying

(∗) for any sequence〈Fζ,i : ζ < ζ(∗), i < δ〉 of functions, for every large enoughα < λ
we have

(∗∗) if ζ < ζ(∗), Fζ,i(ηα �⋃ξ<ζ Aξ ) is a club ofλi for i < δ (really i ∈Aζ ),
then {

i ∈Aζ : ηα(i) /∈ Fζ,i (ηα �
⋃
ξ<ζ

Aζ )

}
∈ J.

Moreover
(∗∗)+ if ζ < ζ(∗), n < ω and β0, . . . , βn−1 < α, and for eachi ∈ Aζ we have:

Fζ,i(ηβ0, β0, . . . , ηβn−1, βn1, ηα �
⋃
ξ<ζ Aξ ) is a club ofλi , then{

i ∈Aζ : ηα(i) /∈ Fζ,i (ηβ0, β0, . . . , ηβn−1, βn−1, ηα �
⋃
ξ<ζ

Aξ )

}
∈ J.

Discussion 9.2.For a givenµ as in (a), clause (b) may fail, but then we will have another
lemma. What about (e)?

If θ > ℵ0 there are such〈λi : i < θ〉 even forJ = J bd
θ (see [25, VIII, §1]. Ifθ = ℵ0 we

do not know, but we know that the failures are “rare”. E.g.,{
δ < ω1: iδ fails (e), i.e.,¬[iδ+1=+ pp(iδ)]

}
is not stationary. About ppJ bd

ω
, e.g., if |a|6 ℵ0 ⇒ |pcf(a)|6 ℵ0 we then can get it, see

[25, XI, §5].

Remark 9.3.
(1) This can be rephrased as having a(λ, J )-sequence for〈∏J

nst,σ
λi,n

: i < δ〉 with λi,n
decreasing.
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So compared to earlier theorems, theλ,λi for which the lemma applies are fewer,
but the result is stronger: nonstationary ideal and we get also the “super” version see
(∗∗)+.

(2) Of course another variant is to start withIi = J nst,σ
λi

and getJ = J nst,σ
λ .

(3) Considering functions with finitely manyηβ ’s, β < α as parameters (i.e.,(∗∗)+);
thinning〈fα : α < λ〉 the conclusion follows.

(4) In (∗∗)+ instead ofn < ω we can askn < σ if (∀α < λ)(|α|<σ < λ).

Proof of 9.1. For simplicity we concentrate on (∗∗) (in 10.1 we concentrate on the parallel
of (∗∗)+). List the possible〈Fζ,i : i < δ, ζ < ζ(∗)〉, i.e., sequence with eachFζ,i having

the “right” domain and range, which are clear from the statement, as〈〈Fβζ,i : i < δ, ζ <
ζ(∗)〉: β < λ〉. Let us defineηα ∈∏i λi by induction onα.

For a givenα we chooseηα �Aζ by induction onζ < ζ(∗).
Define fori ∈Aζ , β < α

C
β
i =

{
F
β

ζ,i (ηα �
⋃
ξ<ζ Aζ ) if this set is a club ofλi ,

λi otherwise.

So we need

Fact. There isη ∈∏i∈Aζ λi such that∧
β<α

{
i ∈Aζ : η(i) /∈ Cβi

} ∈ J, i ∈Aζ ⇒ cf(η(i))= σ.

Proof of the Fact. We shall choose by induction onε < σ a functiongε ∈∏i∈Aζ λi such
thatε1< ε ⇒ gε1 < gε (in all coordinates) and

(∀β < α)(∀J i ∈Aζ )[(gε(i), gε+1(i))∩Cβi 6= ∅
]
.

Why is this enough?
Let ν = η �Aζ be defined by

ν(i)=
⋃
ε<σ

gε(i).

Now ν(i) < λi asgε(i) < λi andσ < λi = cf(λi). (We can also say something forσ > µ,
but not now.) Also〈gε(i): ε < σ 〉 is strictly increasing, so cf(ν(i))= σ .

Now letβ < α and define

B∗β =
{
i ∈Aζ : ν(i) /∈Cβi

}
.

We would like to haveB∗β ∈ J . For eachi ∈ B∗β , the sequence〈gε(i): i < σ 〉 is a strictly

increasing sequence of ordinals with limit not inCβi .
So for someεβ,i < σ

C
β
i ∩

(
gεβ,i (i), ν(i)

)= ∅.
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So ∧
ε>εβ,i

(
gε(i), gε+1(i)

)∩Cβ,i = ∅.
Let εβ = supi<δ εβ,i .

Now εβ,i < σ & σ = cf(σ ) > |δ|> |Aζ |, soεβ < σ . So∧
i∈B∗β

(
gεβ (i), gεβ+1(i)

)∩Cβi = ∅,
and henceB∗β ∈ J as required, i.e.,ν is the requiredη.

Why is the choice of thegε possible?

Construction.
ε = 0. Trivial.
ε limit. gε(i)=⋃ε1<ε

gε1(i) < λi (asε < σ < λi = cf(λi)).
ε + 1. Forβ < α definehβ,ε ∈∏i∈Aζ λi by

hβ,ε(i)
def= min

{
γ < λi : (gε(i), γ )∩Cβi 6= ∅

}
.

So {hβ,ε: β < α} is a subset of
∏
i∈Aζ λi of cardinality < λ, but

∏
i<δ λi/J hence∏

i∈Aζ λi/(J � Aζ ) has true cofinalityλ (as ifAζ ∈ J there is nothing to prove). So there
is g′ε ∈

∏
i∈Aζ λi which is a<J�Aζ -upper bound of{hβ,ε: β < α}.

Let gε+1(i)=max{g′ε(i), gε(i)+ 1}, clearly it is as required.2
Claim 9.4.

(1) Assume
(a) η̄ = 〈ηα : α < λ〉, where ηα ∈∏i∈Dom(J )Dom(Ii ) and J is an ideal onδ

extendingJ bd
δ , eachIi an ideal andI an ideal onλ extendingJ bd

λ ,
(b) 〈Aζ : ζ < ζ(∗)〉 is a partition ofDom(J ), Aζ /∈ J ,
(c) for everyF = 〈Fi : i ∈Dom(J )〉, for theI -majority ofα < λ, for everyζ < ζ(∗)

if Fi(ηα �
⋃
ξ<ζ Aξ) ∈ Ii for i ∈Aζ , then

(∀J i ∈Aζ )
[
ηα(i) /∈ Fi

(
ηα �

⋃
ξ<ζ

Aξ

)]
.

(d) I∗j =
∏
`<nj

Ii(j,`) for j < δ∗, wherei(j, `) < δ,

(e) J ∗ = {A⊆ δ∗: for someB ⊆ δ,∧ζ (B∩Aζ ) ∈ J and
∧
i∈A

∨
`<nj

i(j, `) ∈B}
is an ideal onδ∗,

(f) η∗α is defined by

η∗α(j)=
〈
ηα(i(j, `)): ` < nj

〉
.

Then4 〈η∗α : α < λ〉 is a (λ, J ∗, I )-sequence for〈I∗j : j < δ〉.

4 So we have dealt here with the case ofJbd
λ̄

, λ̄ decreasing.
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(2) If we strengthen clause(c) to the parallel of(∗∗)+ in 9.1, then〈η∗α : α < λ〉 is a
super(λ, J ∗, I )-sequence for〈I∗i : i < δ〉.

Proof. Straightforward. 2
Conclusion 9.4A. Assume (a)–(g) of 9.1 (see 9.2) and (a), (e) of 9.4. Then there is a super
(λ, J ∗)-sequence for〈I∗j : j < δ〉.

Conclusion 9.5. Assumeµ> cf(µ)=ℵ0 is a strong limit, and

λ= 2µ = cf(2µ)= tcf

(∏
n<ω

λn/J
bd
ω

)
,

λn regular<µ. Let 〈kn: n < ω〉 be such that

(∀k)(∃∞n)(kn = k),
and, e.g.,θ = (2ℵ0)+.

Forn < ω andk < kn let `(n, k)=∑{km: m< n} + k and let

In =
∏
k<kn

J
nst,θ
λ`(n,k)

,

J = {A⊆ ω: sup
n∈A

kn < ω
}
.

Thenthere is a(λ, J )-sequence for〈In: n < ω〉 (even a super one).

Proof. By Lemma 9.1 and Claim 9.4, we choose in 9.4 the parametersδ = ω, ζ(∗) = ω
and let

Aζ =
{∑
m6n

km − ζ : kn > ζ

}
. 2

We may wonder on the “tcf” assumption; at the expense of using “someJ ” this can be
overcome:

Claim 9.6. Assumeµ> cf(µ)=ℵ0 strong limit singular,

λ= 2µ = cf(2µ) ∈ pcf{λn: n < ω},
λn = cf(λn) < µ,

and〈kn: n < ω〉 is as in9.5. Thenwe can findi(n, `) < ω, ` < kn with no repetitions,

i(n,0) > i(n− 1, kn−1− 1) > · · ·> i(n− 1,0),

and letting

In =
∏
`<kn

J
nst,θ
λi(n,`)

,

we have: for some idealJ ⊇ J bd
ω onω, there is a(λ, J )-sequence for〈In: n < ω〉.
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Proof. Let

pcfJ bd
ω

({λn: n < ω})= {χ : cf(χ)= χ = tcf

(∏
n∈A

λn/J
bd
A

)
for some infiniteA⊆ ω

}
.

By a pcf claim:

Fact 9.6A. We can find increasing〈χε: ε < ε(∗)〉, ε(∗) < ω1, a limit ordinal,J ∗ an ideal
⊇ J bd

ε(∗), such that

χε ∈ pcfJ bd
ω

({λn: n < ω}),
say

χε = tcf

( ∏
n∈Bε

λn/J
bd
Bε

)
,

〈Bε : ε < ε(∗)〉 is a partition ofω, and

λ= tcf

( ∏
ε<ε(∗)

λε/J
∗
)
.

Continuation of the proof of 9.6. Let 〈kn: n < ω〉 be as before. Choose〈
i(n, `): ` < kn

〉
for eachn

such that
(a) i(n, `) > i(n, `+ 1), i(n, `1) < i(n+ 1, `2), and
(b) for everyk andε0, . . . , εk−1, for infinitely manyn we have

kn = k, i(n, `) ∈Bε` .
Let

A` =
{
i(n, `): n < ω, kn > `

}
.

So

〈A`: ` < ω〉 is a sequence of pairwise disjoint subsets ofω

such that|A` ∩Bε` | = ℵ0.

We apply 9.1 for

〈An: n < ω〉, 〈λn: n < ω〉, λ,µ. 2
Remark 9.6B. If µ> cf(µ) > ℵ0, 2µ regular, the parallel to 9.5 always occurs.2

If we useĀ= 〈A0〉, A0= δ in 9.1:

Conclusion 9.6C. In 9.1 we get:

there is a(λ, J )-sequence for〈Ii : i < δ〉, even a super one.
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Remark 9.7. By the proofs in [24, §1] we can replace〈Sλiθ : i < δ〉, Sλθ = {δ < λi : cf(δ)=
θ} by some large enoughS = 〈Si : i < δ〉, whereSi ∈ I [λi ], see below.

Also if 〈fα : α < λ〉 is<J -increasing cofinal in
∏
i<δ λi/J , continuous when it can be,

then for some clubE of λ we have〈fδ : δ ∈ E, cf(δ) = θ , f̄ � δ has an exact least upper
bound lub〉 is OK. Probably more interesting is to strengthenInst,θ

λi
by club guessing, as

follows.

Definition 9.8. ForC = 〈Cδ : δ ∈ S〉, S ⊆ λ, stationary

ida(C)= {A⊆ λ: for some clubE of λ the set

{δ ∈ S: Cδ ⊆E} is not stationary

(so as we can shrinkE, equivalently, empty)
}
.

Lemma 9.9. Assume
(a) µ is a strong limit singularθ ,
(b) λ= 2µ = cf(λ),
(c) λi regular increasing fori < δ with limit µ, δ < µ (usuallyδ = cf(µ)),
(d) J is an ideal onδ extendingJ bd

δ ,
(e) λ= tcf(

∏
i<δ λi/J ),

(f) 〈Aζ : ζ < ζ(∗)〉 is a partition ofδ (so pairwise disjoint),
(g) σ = cf(σ ) < µ, moreoverσ < λ0 and satisfies
⊗σ,δJ we haveσ > δ (or at least ifAε ∈ J for ε < σ then{

i < δ: i ∈Aεfor every large enoughε < σ
} ∈ J ).

Then
For θ ∈Reg∩ (σ,λ0) we can find〈Si : i < δ〉, 〈Ci : i < δ〉, Ī = 〈Ii : i < δ〉, η̄= 〈ηα : α <

λ〉 such that
(α) Si ∈ I [λi ] is stationary, andδ ∈ Si⇒ cf(δ)= σ ,

(β) C
i = 〈Ciδ: δ ∈ Si〉, Ciδ a club ofδ,

(γ ) Ii = ida(C
i
) = {A ⊆ λi : for some clubE of λi we have: δ ∈ S ∩ Ai implies

sup(Ciδ\E) < δ},
(δ) (∗) for any sequence〈Fζ,i : ζ < ζ(∗), i < δ〉 of functions, for every large enough

α < λ we have
(∗∗) if ζ < ζ(∗),Fζ,i (ηα �⋃ξ<ζ Aξ ) a member ofida(C

i
) for i < δ (really i ∈Aζ ),

then {
i ∈Aζ : ηα(i) ∈ Fζ,i

(
ηα �

⋃
ξ<ζ

Aζ

)}
∈ J.

Moreover
(∗∗)+ if ζ < ζ(∗), n < ω and β0, . . . , βn−1 < α and for eachi ∈ Aζ we have:

Fζ,i(ηβ0, β0, . . . , ηβn−1, βn−1, ηα �
⋃
ξ<ζ Aξ ) in a member ofida(C

i
) then{

i ∈Aζ : ηα(i) ∈ Fζ,i
(
ηβ0, β0, . . . , ηβn−1, βn−1, ηα �

⋃
ξ<ζ

Aξ

)}
∈ J.
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Remark.
(1) Included in the proof are imitations of proofs from [24, §1] and of 9.1.
(2) We have a bit of flexibility in the proof.
(3) In (∗∗)+, we can replacen < ω by n < τ when(∀α < λ) (|α|<τ < λ).

Proof. Let θ = 2σ . By [24, §1] we can find̄ei such that:
(i) for i < δ, ēi = 〈eiα : α ∈ Si〉, Si ∈ I [λ],
(ii) eiα a club ofα of order typeσ such thatα ∈ Si⇒ cf(α)= σ ,
(iii) for χ large enough,x ∈ H(χ), we can find〈Ni : i 6 σ 〉 such thatx ∈ Nε ≺

(H(χ),∈,<∗χ), 〈Nζ : ζ 6 ε〉 ∈Nε+1,Nε increasing continuous,‖Nε‖ = θ , θ +1⊆
Nε and

i < δ⇒ supeisup(Nσ∩λi ) ∈ Si .
For d̄ ∈⋃{∏i<δ ei : ei a club ofσ } let ēi,d̄ = 〈ei,d̄α : α ∈ Si〉, ei,d̄α = 〈β ∈ eiα : otp(eiα ∩ β) ∈
di〉. For each such̄d we repeat the proof of 9.1, so we chooseηα = ηd̄α by induction
on α < λ, and for eachα, chooseηα � (

⋃
ε<ζ Aε) by induction onζ 6 ζ(∗). If we

succeed fine, so assume we fail. So for someα = α[d̄], ζ = ζ [d̄] the situation is:
〈ηd̄β : β < α〉 andηd̄α � (

⋃
ε<ζ Aε) are defined, but we cannot defineηd̄α � Aζ and as there

we can compute a familyE = Ei
d̄

of cardinality< λ whose members has the form

B = 〈Bi : i < δ〉, Bi ∈ ida(ēi,d ) and letEiBi be a club ofλi exemplifyingBi ∈ ida(ēi,d );

let Ei
d̄
= {〈EiBi : i < δ〉: B = 〈Bi : i < δ〉 ∈ E}. Let 〈Ni : i 6 σ 〉 be as in⊗(iii) for

x = {〈〈E1
d̄
, d̄〉: di ⊆ σ a club fori < δ〉, λ̄, 〈ēi : i < δ〉}.

As in the proof of 9.1 quite easily:

ε 6 σ & B = 〈Bi : i < δ〉 ∈
⋃
d̄

Ed̄ ⇒
{
i < δ: sup(Nε ∩ λi) /∈EiBi

} ∈ J.
Let di = {otp(eisup(Nσ∩λi) ∩ sup(Nε ∩ λ`)): ε < σ and sup(Nε ∩ λi) ∈ eisup(Nσ∩λi)}. Clearly

di is a club ofσ and letd̄ = 〈di : i < δ〉. Now 〈sup(Nσ ∩ λi): i ∈Aζ [d̄]〉 is as required.

Conclusion 9.9A.
(1) In 9.9 we get:

for some functionc : [λ]2→ σ , for everyX,Y ∈ [λ]λ andζ < σ , for someα ∈X,
β ∈ Y we haveα > β andc({α,β})= ζ .

(2) In 9.9 we can add:

if, e.g.,χ = (2λ)+, for everyx ⊆ 2µ for everyα < λ large enough, forζ < ζ(∗),
there is a sequence〈Nε : ε < σ 〉 as in the proof of 9.9 such that

(�)
{
i ∈Aζ : ηα(i) 6= sup(Nδ ∩ λ1)

} ∈ J.
Remark 9.9B. In 9.9A(1) we get even Pr1(λ,λ,σ,σ ).

Proof. (1) We relay on part (2).
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(2) Forα < β let c({α,β})= ζ if{
i ∈A0: fβ(i)> fα(i) or fβ(i) < fα(i) & ζ 6= otp(eifα(i) ∩ β)

} ∈ J,
and zero if there is no suchζ .

Let X,Y ∈ [λ]λ. Takeα ∈ X large enough, so that we can find〈Nε : ε 6 σ 〉 as there,
with (�) for part (2). We can findβ ∈Nζ+1∩Y such that〈sup(Nζ ∩λi): i < δ〉<J ηβ (as
Y ∩Nζ+1 is unbounded inλ∩Nζ+1). Nowα > β are as required.2
Claim 9.10. In 9.1

(1) Instead of“µ> θ = cf(θ) > |δ|” we can assume only
⊗1 µ> θ = cf(θ) and if 〈uζ : ζ < θ〉 is a sequence of members ofJ then{

i < δ: θ = sup{ζ : i /∈ uζ }
}= δmodJ.

(2) Weakening the conclusion of9.1 to “weak(J,λ)-sequence” , we can replace“θ =
cf(θ) > |δ|” by
⊗2 θ = cf(θ) and if 〈uζ : ζ < θ〉 is a sequence of members ofJ then{

i < δ: θ = sup{ζ : i /∈ uζ }
} ∈ J+.

(3) In part (1) and(2), if θ > ℵ0, then we can findC
i = 〈Ciδ : δ ∈ Sλiθ 〉 withCiδ a club of

δ such that: we can replaceInst,θ
λi

by idaλi (C
i
), see9.9above.

10. The power of a strong limit singular is itself singular: Existence

Lemma 10.1. Assume
(a) µ strong limit singular,
(b) 2µ is singular,λ= cf(2µ) (so2µ > λ > µ),
(c) µ> σ = cf(σ ) > cf(µ),
(d) 2µ = pp(µ) (see discussion in§9).

Then
(α) we can findJ , J ∗, θ̄ i = 〈θ iζ : ζ < cf(µ)〉 for i < λ andλ̄ such that

(i) θ̄ i is an increasing sequence of regular cardinals<µ with limit µ for i < λ,
(ii) λ̄= 〈λα : α < λ〉 is an increasing sequence of regulars∈ (µ+λ,2µ) with limit

2µ,
(iii) J ⊆ J ∗ are ideals oncf(µ), cf(µ)-complete,
(iv) λα = tcf(

∏
ζ θ

α
ζ /J ),

(v) 〈θ̄ α : α < λ〉 is<J ∗-increasing, i.e.,α < β→{ζ < cf(µ): θαζ > θ
β
ζ } ∈ J ∗, with

<J ∗-exact upper bound〈θ∗ζ : ζ < cf(µ)〉 and (θ∗ζ is a cardinal< µ, normally
singular) µ= lim〈θ∗ζ : ζ < cf(µ)〉 and∧

α<λ
ζ<cf(µ)

θαζ < θ
∗
ζ ,
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(vi) if J 6= J bd
cf(µ), thencf(µ)= ℵ0 andppJ bd

cfµ
(µ) < 2µ andJ as in9.6so for most

suchµ we have the conclusion of(1), see[16] and§4.
(β) If J , θ̄ α(α < λ), λ̄ are as in clause(α) thenwe can findη̄= 〈ηα : α < λ〉 such that

(i) η̄ = 〈ηα : α < λ〉, ηα ∈∏ζ<cf(µ) θ
∗
ζ ⊆ cf(µ)µ. Moreover,ηα ∈∏ζ<cf(µ) θ

α
ζ and

σ = cf(ηα(i)) for α < λ, i < cf(µ).
(ii) If C = 〈Cζ : ζ < cf(µ)〉, θαζ ∩ Cζ a club ofθαζ for α < λ, ζ < cf(µ), thenfor

someα∗ = α∗
C

we have

α ∈ [α∗, λ)⇒ (∀J ζ < cf(µ)
)[
ηα(ζ ) ∈Cζ

]
.

(γ ) Assume〈Aε: ε < ε∗〉 is a partition ofcf(µ) to sets not inJ . Thenwe can add
(ii)+ For any sequence of functions

F = 〈Fζ : ζ < cf(µ)
〉
,

for someα∗ = α∗
F

, for everyα ∈ [α∗, λ) we have
(∗) if ε < ε∗, n < ω, β` < α for ` < n then{

ζ < cf(µ): Fζ (. . . , β`, ηβ` , . . . , ηα �
⋃
ξ<ε

Aζ )∩ θαζ is a club ofθαζ

butηα(ζ ) /∈ Fζ (β`, ηβ` , . . . , ηα �
⋃
ξ<ε

Aξ )∩ θαζ
}

belongs toJ . (If we use constantF this reduces to(ii).)

Proof. Of clause (α): First choose〈λ0
α : α < λ〉 as demanded in clause (ii) (but we will

manipulate it later, possible by clause (e)). Now as in 9.6, for eachα there are

Jα, θ̄
α = 〈θαζ : ζ < cf(µ)

〉
as there, so satisfying (i), (iii), (iv), (vi).

As λ = cf(λ) > µ > 2cf(µ), we can replacēλ by a subsequence, so without loss
of generalityJ ⊆ J ∗, so J ∗ is cf(µ)-complete andθ̄ α is <J -increasing, see 7.0. So
〈θ̄ α : α < λ〉 has<J ∗-exact upper bound̄θ∗, without loss of generality∧

α,ζ

θαζ < θ
∗
ζ .

So clause (v) holds.
Note: If cf (µ) > ℵ0 we haveJ = J bd

µ .
(β)+ (γ ): (Here cf(µ) can be replaced by anyδ 6µ such that cf(δ)= cf(µ).)
List all relevantF = 〈Fζ : ζ < δ〉 with values subsets ofµ. So there are6 2µ of them,

list them as〈F i : i < 2µ〉 with

F
i = 〈F iζ : ζ < δ〉.

We chooseηα ∈∏ζ<cf(µ) θ
∗
ζ by induction onα.

For a givenα < λ we chooseηα � Aε by induction onε < ε∗. We will chooseηα � Aε
such that

(∗) if n < ω, β0, β1, . . . , βn−1< α andi < sup{λβ : β < α} (necessarily< λα),
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ζ ∈Aε: F iζ (. . .β`, ηβ` , . . . , ηα �

⋃
ξ<ε

Aξ)∩ θαζ is a club ofθαζ but

ηα(ζ ) does not belong to it
} ∈ J.

But in 9.1’s proof we have shown that this is possible.2
We have conclusions variants similar to the case 2µ is regular.

11. Preliminaries to the construction of ccc Boolean algebras with no large
independent sets

Monk [12] asks:

Problem 33.Assume cf(µ)6 κ < µ < λ6 µcf(µ). Is it possible in ZFC that there is
a Boolean algebra of cardinalityλ, satisfying theκ-cc with no independent subset of
cardinalityλ?

This is closely related to the problem of “isλ a free caliber of such Boolean algebra”
(see also in Monk [12]).

Why in ZFC? Because of earlier results under “µ strong limit, 2µ = µ+”, I think.
The real problem seems to me is forλ regular, and we shall prove that “almost always”

there is such a Boolean algebra, so we prove the consistency of failure.
We shall use〈J bd〈λi,0,λi,1〉: i < δ〉 with regularλi,0 > λi,1, but we use Boolean algebras

whose existence is only consistent.
So we shall usēη a (λ, J )-sequence for〈J bd〈λi,0,λi,1〉: i < δ〉, if δ = ω the Boolean algebra

B will have a dense subalgebraB∗ which will be the free product of{Bn: n < ω},
x−t , x+t ∈ Bn for t ∈ Dom(In) and B = 〈B∗, yα: α < λ〉 where yα ∈ completion of
B∗ is defined from〈x−ηα(n), x+ηα(n): n < ω〉. We need special properties ofBn, x−t , x+t
(t ∈ Dom(In)). The construction continues [15, §3]. Concerning the parallel to 6.13 see
later.

For the caseµ strong limit we can use instead subalgebras of the measure algebra.
See §2. Now we have consistency (and independence) forλ, µ < λ 6 2µ, µ strong limit
singular, hence we concentrate on the other case where the behavior is different, i.e., when
for someχ we have cf(µ)6 κ < χ = χ<κ < µ < λ < µcf(µ) 6 2χ . The proof here uses
ideals which are “easier” and can be generalized to get “non-n-independent subset ofB of
cardinalityλ for some specificn”. For this we need to start with “there is aλn-complete
uniform filterDn onλ+nn ”.

Definition 11.1. We say(B1, x̄
+, x̄−) witness(I,T ) if

(a) T is a set of Boolean terms written asτ = τ (x1, . . . , xnτ ),
(b) I is an ideal,
(c) B is a Boolean algebra,
(d) x̄+ = 〈x+t : t ∈Dom(I)〉, x+t ∈B,
(e) x̄− = 〈x−t : t ∈Dom(I)〉, x−t ∈B,
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(f) x−t < x+t ,
(g) if X ∈ I+ andB ⊆B ′ and

B ′ � x−t 6 yt 6 x+t , for t ∈X,
thenfor someτ (x1, . . . , xn) ∈ T and pairwise distinctt1, . . . , tn ∈X we have

B ′ � τ (yt1, yt2, . . . , ytn)= 0.

Explanation 11.2. We think of havingη̄ a (λ, J )-sequence for〈Ii : i < δ〉, and hav-
ing (Bi , x̄

+
i , x̄

−
i ) witnessing (Ii ,T ) for i < δ and using the sequence of intervals

〈(x−i,ηα(i), x+i,ηα(i) ): i < δ〉 as a sequence of approximations for an elementxα of the de-
sired Boolean algebraB of cardinalityλ.

But we may think not only of “{xα: α < λ} has no independent subset of cardinalityλ”
but of other subsets ofB . So sometimes we use

Definition 11.3.
(1) We say that(B, x̄−, x̄+) strongly witnesses(I,T ) if: (a)–(f) as before, and

(g)+ If B ⊆B ′,
B ′ � x−t 6 yt 6 x+t for t ∈Dom(I),

〈b`: `6m〉 is a sequence of pairwise disjoint nonzero members ofB ′,m<ω
and

X ∈
(

m∏
`=1

I

)+
,

andu⊆ [1,m], thenwe can findn, τ (x1, . . . , xn) ∈ T and distinct̄t1, . . . , t̄n ∈
X, so t̄ r = 〈tr` : `= 1, . . . ,m〉, such thatτ (ct̄1, . . . , ct̄n)= 0 where

ct̄ = b0∪
⋃
`∈[1,m]
`∈u

(b` ∩ yt`)∪
⋃
`∈[1,m]
`/∈u

(b` − yt`).

(2) We say that(B, x̄+, x̄−) witness(I,T ) m-strongly if we restrict ourselves to this
m. Similarly [m1,m2]-strongly.

Next we need our specific(B, x̄−, x̄+, I ). The following is essentially from [23, pp.
244–246].

Claim 11.4.
(1) If µ= 2λ = λ+, (or justµ9 [µ]2µ) and2µ = µ+, then we can findF = 〈Fα : α <

µ+〉 such that:
(∗)µ

F
(a) Fα : [µ]2→ α ×µ is one to one.

(b) If A ∈ (J bd
〈µ+,µ〉)

+, then

for some(α, i0), (α, i1), (β, i2) ∈A we have

Fα
({i0, i1})= (β, i2).
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We write this also as

F
({α, i0}, {α, i1})= (β, i2).

We can add that for everyβ we have|Rang(Fα) ∩ ({β} × µ)| 6 1 for
α > µ. We do not strictly distinguishF fromF .

(2) The property(∗)µ
F

is preserved by forcing notions which have the(3, J bd
〈µ+,µ〉)

+-c.c.
(see11.6below).

(3) LetB = BF be the Boolean algebra freely generated by

x+α,i = x+(α,i);x−α,i = x−(α,i) (for (α, i) ∈ µ+ ×µ)
except thatx−α,i 6 x

+
α,i and

x+(α,i) ∩ x+(α,j) ∩ x+Fα(i,j) = 0.

Then
(i) (B, x̄+, x̄−) witness(J bd

〈µ+,µ〉, {x0∩ x1∩ x2= 0}).
(ii) B satisfies the ccc.

Remark 11.5. On more general Boolean algebras generated by such equations see Hajnal
et al. [7].

Definition 11.6. For an idealJ and forcing notionP , we say thatP satisfies the(n, J )-
c.c. if for 〈pt : t ∈ A〉, A ∈ J+, there isB ⊆ A, B ∈ J+ such that anyn conditions in
{pt : t ∈ B} have a common upper bound.

Fact 11.7. If P is the forcing notionPχ,θ of addingχ Cohens forθ andλ<θ = λ thenP
satisfies(n, J )-c.c. forn < ω, J = J〈λ++,λ+〉.

Proof of 11.4. (1) Let{Aα: α < µ+} list all subsetsA of µ+×µ of cardinalityµ such that
for everyβ < µ+ we have|A∩ ({β}×µ)|6 1. For everyα such thatµ< α <µ+ choose
Hα : [µ]2→ α such that(∀X ∈ [µ]µ) [H ′′α ([X]2) = α]. For eachα, chooseFα(i, j) ∈
{βα{i,j}} × µ by induction on<⊗, where{i, j } <⊗ {i ′, j ′} iff max{i, j } < max{i ′, j ′} ∨
(max{i, j } =max{i ′, j ′} & min{i, j }<min{i ′, j ′}), with βαi,j with no repetition so that

Fα(i, j) ∈ α×µ+\
⋃{{βαi′,j ′ } ×µ: {i ′, j ′}<⊗ {i, j }},

and if possible

Fα(i, j) ∈AHα({i,j}),
which occurs ifAHα({i,j}) ⊆ α ×µ.

(2) Trivial. Let P be the forcing notion. Letp∗ 
 “A˜ ∈ (J bd
〈µ+,µ〉)

+ and it exemplifies a

contradiction to(∗)µ
F

”. Let A
def= {(α, i): p∗ 1 (α, i) /∈ A˜}. SoA⊆ µ+ ×µ and,

p∗ 
 “A⊇A˜, A˜ ∈ (J bd
〈µ+,µ〉)

+” ,
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hence

A ∈ (J bd
〈µ+,µ〉

)+
.

For (α, i) ∈A there isp(α,i) > p∗ such that

p(α,i) 
 “ (α, i) ∈A˜” .

Apply (3, J bd
〈µ+,µ〉)-cc to 〈p(α,i): (α, i) ∈ A〉, and obtainB as in Definition 11.6. As

B ∈ (J bd
〈µ+,µ〉)

+, by (∗)µ
F

we can find(α, i0), (α, i1), (β, i2) ∈ B such that

Fα
({i0, i1})= (β, i2).

But by the choice ofB there isq ∈ P such that

q > p(α,i0), p(α,i1), p(β,i2)
(henceq > p∗). So

q 
 “ (α, i0), (α, i1), (β, i2) ∈A˜ and Fα({i0, i1})= (β, i2)” .
But this contradicts the assumption onp∗, A˜ .

(3) For clause (i), read the definition. For clause (ii):
CallZ ⊆ µ+×µ closedif F(t1, t2)= t3 & |{t1, t2, t2}∩Z|> 1⇒{t1, t2, t3} ⊆Z. Now,
(∗) if F(ti, si )= ri for i = 0,1 then

{t0, s0, r0} ∩ {t1, s1, r1}
has6 1 or 3 elements.

[Why? As eachFα is one to one and

F =
⋃
α<µ+

Fα �
({α} × [µ]2)

and 〈{α} × [µ]2: α < µ+
〉
are pairwise disjoint.]

(∗∗) If Z ⊆ µ+ ×µ, andBZ is defined naturally: it is freely generated by{x+t , x−t : t ∈
Z} except the equations explicitly demanded on those variables,thenBZ ⊆ B
(even ifZ is not closed).

[Why? If f : {x−t , x+t : t ∈Z}→ {0,1} preserves the equations, and we define

f ∗ : {x−t , x+t : t ∈ µ+ ×µ}→ {0,1}
by

f ∗(y) def=
{
f (y) if y = x±t , t ∈Z,
0 if y = x±t , t /∈Z,

thenf ∗ preserves the equations.]

(∗∗∗) B � ccc.
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[Why? Let 〈aζ : ζ < ω1〉 be a sequence of nonzero elements. We can find finiteZζ such
thataζ ∈BZζ . Let fζ :BZζ →{0,1} be a homomorphism such thatfζ (aζ )= 1. Let

Z+ζ
def=Zζ ∪

⋃{{t1, t2, t3}: F(t1, t2)= t3, and{t1, t2, t3} ∩Zζ > 1
}
.

Without loss of generality〈Z+ζ : ζ < ω1〉 is a∆-system with heartZ+.

Without loss of generalityfζ � {x+t : t ∈Z+} is constant.
Without loss of generalityZζ ∩Z+ is constant.
So
(∗)4 If ζ 6= ξ < ω1

F(t1, t2)= t3 and {t1, t2, t3} ⊆Zξ ∪Zζ ,
then

{t1, t2, t3} ⊆Zζ or {t1, t2, t3} ⊆Zξ .
[Why? Without loss of generality∣∣{t1, t2, t3} ∩Zζ ∣∣> 2.

So

{t1, t2, t3} ⊆Z+ζ .
Now if ti ∈ Z+ζ \Zζ , thenti /∈ Zξ (otherwiseti ∈ Z+ζ ∩Z+ξ , henceti ∈ Z+, butZζ ∩Z+
is constant). So{t1, t2, t3} ⊆Zζ .]

Now fζ ∪ fξ preserves the equations onZζ ∪Zξ and by the homomorphism it induces,
aζ ∩ aξ is mapped to 1, soBZζ∪Zξ � “aζ ∩ aξ 6= 0” hence by (∗∗) we haveB � “aζ ∩ aξ 6=
0”.] 2
Fact 11.7A. Assume

(a) (B, x̄−, x̄+) is a witness for(I,T ),
(b) y−t = −x+t , y+t = −x−t for t ∈ Dom(Ii), ȳ− = 〈y−t : t ∈ Dom(I)〉, ȳ+ = 〈y+t : t ∈

Dom(I)〉,
(c) T ′ = {−τ (−x0, . . . ,−xn−1): τ (x0, . . . , xn−1) ∈ T }.

Then(B, ȳ−, ȳ+) is a witness for(I,T ′) (and is called the dual of(B, x̄−, x̄+)).

We may consider

Definition 11.8.
(1) Let (∗)µ

F ,H
mean

(a) F = 〈Fα : α < µ+〉, Fα is a partial function from[µ]2 into α ×µ,
(b) H = 〈Hα: α < µ+〉, Hα is a partial function from[µ]2 into {0,1},
(c) if A ∈ (J bd

〈µ+,µ〉)
+ and ` < 2 then for some(α, i0), (α, i1) ∈ A we have

Fα(i0, i1) ∈A andHα(i0, i1)= `,
(d) the Boolean algebraBF ,H defined below satisfies the c.c.c. We may write

F =:
⋃
α<µ+ Fα ,H =:

⋃
α<µ+ Hα instead ofF ,H , respectively.
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(2) BF ,H is the Boolean algebra generated freely by{x−t , x+t : t ∈ µ+ × µ} except
that x−t 6 x+t and x+t0 ∩ x+t1 ∩ x+t2 = 0 when F(t0, t1) = t2, H(t0, t1) = 0 and
(−x−t0 ) ∩ (−x−t1 )∩ (−x−t2 )= 0 whenF(t0, t1)= t2, H(t0, t1)= 1.

Remark 11.9. Of courseBF ,H is defined from two sets of triples, which are disjoint and
no distinct two have> 1 element in common.

Claim 11.10. Assume(∗)µF0
of 11.4(1)and, e.g.,µ= λ+, λ<θ = λ.

(1) For some(θ<θ )+-c.c.,θ -complete, forcing notionP of cardinality6 µ+ we have


P “ (∗)µF,H for someF,H ” .

(2) If (∗)µF,H and Q is a forcing notion satisfying the(3, J bd
〈µ+,µ〉)-c.c. then inVQ

we have(∗)µF,H . If V = V P0 , P as above it is enough thatP ∗ Q˜ satisfies the

(3, J bd
〈µ+,µ〉)-c.c.

Proof. (1) Let

P = {(f,h): for someu = u(f,h) ⊆ µ+ × µ of cardinality< θ we have:f,h are
partial functions, Dom(f )= Dom(h)⊆ (DomF) ∩ [u]2 f ⊆ F0 and
Rang(h)⊆ {0,1} andBf,h satisfies the c.c.c.

}
,

whereBf,h is defined as in 11.8(2) (and see 11.9).
The order(f1, h1)6 (f2, h2) iff
(i) u(f1,h1) ⊆ u(f2,h2),
(ii) f1= f2 � [u(f1,h1)]2,
(iii) h1= h2 � [u(f1,h1)]2,
(iv) B(f1,h1) ⊆B(f2,h2) moreoverB(f1,h1)<◦B(f2,h2).

The reader can check.2
Claim 11.11. Assume2λ

+` = λ+`+1 for ` < n and letλ` = λn−`+1.
(1) We can findW such that

(a) W ⊆ [∏`<n λ`]n,
(b) if u1 6= u2 belongs toW then|u1 ∩ u2|6 1,
(c) if A ∈ (J bd〈λ`: `<n〉)

+ then[A]n ∩W 6= ∅,
(d) 〈λ`: ` < n〉 is a decreasing sequence of regulars.

(2) There is a forcing notionQ of cardinalityλ+n, λ+-complete satisfying theλ+-c.c.
and even the(n, J bd

〈λ`: `<m〉)-c.c. and addingW satisfying(a)–(c)of part (1) and
(e) W is locally finite: if A ⊆∏`<n λ` is finite, then for some finiteB, A ⊆ B ⊆∏

`<n λ` andw ∈W & |w ∩B|> 2⇒w ⊆ B.
(3) If P is addingχ manyθ -Cohen reals,λ= λθ and inV ,W satisfies(a)–(e), then in

V P still clause(c) holds(and trivially the other demands onW). (See[23].)

Proof. (1) We prove by induction onn that for any suchλ satisfying` < n⇒ 2λ
+` =

λ+(`+1) we can find(W,F) such that (a)–(c) of 11.11(1) hold forW , 〈λ+(`+1): ` < n〉 and
(f) F :W→ λ+ satisfies: ifA ∈ (J bd

〈λ+(`+1): `<n〉)
+, then Rang(F � [A]n)= λ+.
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The induction step is as in the previous proof.
(2) Similar to the proof of 11.10.
(3) BecauseP satisfies the(n, J bd

〈λ`: `<n〉)-c.c. 2
Claim 11.12. Assume

(A) W , 〈λ`: ` < n〉 satisfy(a)–(e)of Claim11.11(1), (2).
(B) 36m< n/2, n > 6.
(C) B is the Boolean algebra generated by{x−t , x+t : t ∈∏`<n λ`} freely except:

(∗)1 x−t 6 x+t ,
(∗)2 if w = {t0, . . . , tn−1} ∈W , wheret` is increasing in the lexicographic order,

andu⊆ n, |u|>m andn− |u|>m, then⋂
`∈u
x+t` ∩

⋂
`<n,`/∈u

(−x−t` )= 0.

(D) T = Tn,m = {⋂`∈u x` ∩
⋂
`<n,`/∈u(−x`): u⊆ n,m6 |u|6 n−m}.

Then
(i) B � “x−t < x+t & x−s � x+t ” for t 6= s in

∏
`<n λ`,

(ii) (B, x̄−, x̄+) is a witness for(J bd∏
`<n λ`

,T ),
(iii) B satisfies the ccc.

Proof. ClearlyB � x−t 6 x+t by the equation in (∗)1 andB � “x−t 6= x+t ” because the
functionf0 given by,

f0(x
−
s )= 0, f0(x

+
s )=

{
1 s = t ,
0 s 6= t

preserves all the required equations (as 26 m). Taken together,B � x−t < x+t . Also
B � x−t � x+s whent 6= s usingf1 defined by

f1(x
+
r )= f1(x

−
r )=

{
1 if r = t ,
0 if r 6= t .

So clause (i) of the conclusion holds. Clause (ii) holds easily by the equation in (∗)2 and
assumption (A), i.e., (c) of 11.11(1).

We are left with verifying clause (iii), i.e., the c.c.c. So letaζ ∈ B\{0} for ζ < ω1. For
everyζ we can find a finite setZζ ⊆∏`<n λ` such thataζ ∈ 〈x−t , x+t : t ∈ Zζ 〉. By 11.11,
i.e., by clause (A), without loss of generality

(∗) if w ∈W & |w ∩Zζ |> 2⇒w⊆Zζ .
Let f ∗ζ : {x−t , x+t : t ∈ Zζ } → {0,1} be such that it preserves all the equations (from (∗)1

+ (∗)2) on these variables and so the homomorphism it induces fromBZζ to {0,1}, f̂ ∗ζ
mapsaζ to 1. Without loss of generality〈Zζ : ζ < ω1〉 is a∆-system with heartZ and
f ∗ζ � {x−t , x+t : t ∈ Z} is constant.

Let ζ(1) < ζ(2) < ω1 and definef2

f2(x
−
t )=

f
∗
ζ(1)(x

−
t ) if t ∈ Zζ(1),

f ∗ζ(2)(x
−
t ) if t ∈ Zζ(2),

0 otherwise.
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f2(x
+
t )=

f
∗
ζ(1)(x

+
t ) if t ∈ Zζ(1),

f ∗ζ(2)(x
+
t ) if t ∈ Zζ(2),

0 otherwise.

Clearly it is well defined and with the right domain. Doesf2 preserve all the equations?
Case1. x−t 6 x+t . If t /∈ Zζ(1) ∪ Zζ(2) trivial (both get value zero), and ift ∈ Zζ(`) then

trivial (asf ∗ζ(`) preserves this equation).

Case2.
⋂
`∈u x

+
t`
∩⋂ `<n

`/∈u
(−x−t` )= 0. If ` ∈ {1,2} and{t0, . . . , tn−1} ⊆Zζ(1) this holds as

f ∗ζ(`) preserves this equation. So assume this fails for`= 1,2 so|{t0, . . . , tn−1}∩Zζ(`)|6 1
hence 2> |{t0, . . . , tn−1} ∩ (Zζ(1) ∪ Zζ(2))| so {`: t` /∈ Zζ(1) ∪Zζ(2)} necessarily includes
members ofu, hence the equation holds.2
Comment 11.13.

(1) If in addition we haveκ-complete maximal idealsIn,` on λn,` extendingJ bd
λn,`

and 〈λn,`: ` < n〉 as above for̄η a (λ, J )-sequence, e.g., for〈I∗n : n < ω〉 where
I∗n =

∏
J〈λn,`: `<n〉, we are in a powerful situation as it can be applied ton-tuples

rather than each one separately. But above we prepare the proof for not using it by
having strong equations.

(2) We can waive the “locally finite” demand proving as in the proof of (∗∗∗) in the
proof of 11.4.

12. Constructing ccc Boolean algebras with no large independent sets

On such constructions see Rosłanowski and Shelah [15, §3].

Construction’s Hypothesis 12.1.We assume
(a) η̄ is a normal(λ, J )-sequence for〈Ii : i < δ〉,
(b) (B i , x̄

−
i , x̄

+
i ) is a witness for(Ii ,Ti ), ‖B i‖ = | Dom(Ii )|,

(c) λ= cf(λ),
∑
i<δ |Dom(Ii )|< λ.

Remark 12.2. Actually Ti do not influence the construction, only the properties of the
Boolean algebra constructed. Similarly, the normality and the fact that‖B i‖ = | Dom(Ii )|,
as well as clause (c).

We define a Boolean algebraB andyα ∈B (α < λ) as follows:

Construction 12.3.
Case1. δ = ω. Let B∗ be the free product of{B i : i < δ} (so Bn = ∗i<nB i , Bn ⊆

Bn+1⊆B∗, soB∗ = 〈⋃n<ωBn〉B∗).
LetBc∗ be the completion ofB∗.
For eachi < δ andη ∈ {ηα � i: α < λ} ⊆∏j<i Dom(Ij ) we definey−η < y+η in B i . This

is done by induction oni.
i = 0. y−η = 0, y+η = 1.
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i = j + 1. y−η = y−η�j ∪ (y+η�j ∩ x−i,η(j)), y+η = y−η�j ∪ (y+η�j ∩ x+i,η(j)).
So easily

j < i⇒ y−ηα�j 6 y
−
ηα�i < y

+
ηα�i 6 y

+
ηα�j .

Now letyα be lub{y−ηα�i : i < δ}. (Note: If B i � “0 < x−i,t < x
+
i,t < 1” for t ∈Dom (Ii), then

alsoyα = maximal lower bound of{y+ηα�i : i < δ}. This will not be used.)

[Otherwise, the difference contains some member ofB∗, hence of someB i (i < δ), but
there is none.]

LastlyB =B η̄,Ī ,〈(Bi ,x̄−i ,x̄+i ): i<δ〉 is the subalgebra ofBc∗ generated byB∗ ∪ {yα : α < λ}
(by the finitary operations, so it is not complete).

Case2. δ > ω. We find by induction oni < δ, B i , {(y−η , y+η ): η ∈ {ηα � i: α < λ}} such
that

(i) B i increasing (by⊆, even<◦).
(ii) B i � y−η < y+η (when

∨
α η= ηα � i)

j < i⇒Bi � y−η�j 6 y
−
η 6 y+η 6 y+η�j .

(iii) B0 is the trivial Boolean algebra.
(iv) If i = j + 1 thenB i =Bj ∗Bj (free product) and forη ∈ {ηα � i: α < λ}

y−η = y−η�j ∪
(
y+η�j ∩ x−j,η(j)

)
,

y+η = y−η�j ∪
(
y+η�j ∩ x+j,η(j)

)
.

(v) For i limit, Bi is generated freely by⋃
j<i

Bj ∪ {y−η , y+η : η ∈ {ηα � i: α < λ}
}

except: the equations inB and

y−η�j 6 y
−
η 6 y+η 6 y+η�j for j < i, η as above.

Lastly,B ⊆ completion(
⋃
i<δB

i ) is defined as in case 1 usingyα
def= y−ηα .

Construction 12.3A. A variant

x̄±i =
〈
x±i,η: η ∈ {ηα � (i + 1): α < λ}〉

so we usexi,ηα�(i+1) instead ofxi,ηα(i).

Construction 12.3B. A variant. It is like 12.3A but we are given(B±i , 〈xi,α : α < λi〉) and
we define by induction oni,B i (increasing withi), and follows:

Case1: i = 0:B i is the trivial Boolean algebra,y−ηα�i = 0, y+ηα�i = 1.

Case2: i = j + 1: B i is generated byBj ∪ {x−
ηα�i , x

+
ηα�i : α < λ} freely except the

equations inBj and

τ
(
. . . , x−

ηα`�i
, x+
ηα`�i

, . . .
)
`<n
= 0
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wheneverBi � τ (. . . , x−ηα` (j), x
+
ηα` (j)

, . . .)`<n = 0; lastly defines

y−
ηα�i = y−ηα�j ∪

(
y+
ηα�j ∩ x−j,ηα(j)

)
,

y+ηα�i = y−ηα�j ∪
(
y+ηα�j ∩ x−j,ηα(j)

)
.

Case3: i limit. B i is generated by
⋃
j<i B

j ∪ {y−ηα�i , y+ηα�i : α < λ} freely except the

equations inBj for j < i andy−ηα�j 6 y
−
ηα�i 6 y

+
ηα�i 6 y

+
ηα�j for α < λ.

Comment 12.4.Clearly 12.3A includes 12.3B as a special case, but mostly there is no
real difference in the uses. The reader may concentration on 12.3B.

Discussion 12.5.Usually the conclusions are of the form: among anyλ elements ofB ,
something occurs. The first need is‖B‖ = λ, a trivial thing.

Fact 12.6. (∗)3⇒ (∗)2⇒ (∗)1, where
(∗)1 ‖B‖ = λ.
(∗)2 For everyα < β < λ{

i: B i �¬(∃y)(x−ηα(i) 6 y 6 x+ηα(i) ∧ x−ηβ(i) 6 y 6 x+ηβ(i))
} 6= ∅,

i.e., {
i: B i � x−ηα(i) � x

+
ηβ(i)
∨ x−ηβ(i) � x+ηα(i)

} 6= ∅.
(∗)3 If t 6= s are in Dom(Ii ) for somei < δ, then

B i � x−t � x+s ∧ x−s � x+t .

Proof. Easy. 2
Remark 12.7. If not said otherwise, all examples satisfy (∗)3.

We will also be interested in stronger properties. In Section 15 we will be interested in
the case(B, x̄−, x̄+) the pairs(x−η , x+η ), (x−ν , x+ν ) were independent.

Claim 12.8. Assume

(∗) aα ∈B for α < λ.

Thenwe can find inB a sequence〈b`: ` 6 m〉 a B-partition of 1 (i.e., a sequence of
disjoint nonzero elements with union1),m> 0, andX ∈ [λ]λ andc6 b0 in B andn, and
Boolean termsτ` for `= 1, . . . ,m with n variables and ordinalsγα,k ∈X for α ∈X, k < n
andγk for k ∈ [n,n∗), wheren∗ > n andi∗ < δ, νk for k < n∗ such that

(i) n= 0 iff m= 0 iff 〈aα : α ∈X〉 constant,
(ii) γα,0< γα,1< · · ·< γα,n−1 andγn < γn+1< · · ·< γn∗−1< γα,0,
(iii) if α < β are inX thenγα,n−1< γβ,0,
(iv) if α ∈ X thenaα 6

⋃
`6m b`, aα ∩ b0 = c and [` ∈ [1,m] ⇒ aα ∩ b` = τ`(yγα,0,

yγα,1, . . . , yγα,n−1)], and[` ∈ [1,m]⇒ 0< aα ∩ b` < b`] (soτ` nontrivial),

Sh:620



S. Shelah / Topology and its Applications 99 (1999) 135–235 213

(v) ηγα,k � i∗ = νk for k < n,
(vi) {b`: `6m} ⊆ 〈B i ∪ {yγk : k ∈ [n,n∗)}〉 andηγk � i∗ = νk for k ∈ [n,n∗),
(vii) 〈νk : k < n∗〉 is with no repetition.

Proof. By the∆-system lemma and Boolean algebra manipulation.2
Claim 12.9. A sufficient condition to
⊗0 B has no independent subset of cardinalityλ

is
⊗1 if aα , X, n, m, τ`, γα,k, b`(α ∈X, k < n, ` < n) are as above in12.8, andc0= 0,

m= 1, then{aα: α ∈X} is not independent,
which follows from:
⊗2 if a`, X, n, m, τ`, γα,k (α ∈X,k < n) are as above in12.8,c0= 0, m= 1, i = i∗,

then 
i:

for everyA,B ′ andyt , if A ∈ ((Ii)n)+,B i ⊆B ′,
B ′ |= x−t 6 yt 6 x+t for t ∈Dom(Ii),

then〈τ1(yt0, . . . , ytn−1): 〈t0, . . . , tn−1〉 ∈A〉
is not strongly independent


∈ J+.

Remark 12.10. If we ask more on̄η, we can weaken⊗2, like:
if n < ω, 〈γα,k: k < n〉 increasingα < β ⇒ γα,n−1 < γα,0, then lettingη′α =
〈〈ηγα,k (i): k < n〉: i < δ〉, gives thatη̄′ = 〈η′α : α < λ〉 is a (λ, J )-sequence for
〈(Ii )n: i < δ〉 as well as some weaker versions.

Proof of 12.9. ⊗1⇒⊗0. We choose by induction oǹ6 m a sequence〈(τ`, γ `α,0, . . . ,
γ `α,m(`)−1): α < λ〉 such that

(i) τ` = τ`(xi, . . . , xm(`)−1) is a Boolean term, nontrivial,
(ii) γ `α,0< γ

`
α,1< · · ·< γ `α,m(`)−1< λ,

(iii) α < β < λ⇒ γ `α,m(`)−1< γ
`
β,0 when they are well defined,

(iv) τ`(aγ `
α,0
, . . . , γ `α,m(`)−1)∩

⋃
`16` b`1 = 0.

For `= 0: Let τ`(x0, x1)= x0− x1, som(`)= 2

γ 0
α,0= 2α, γ `α,1= 2α+ 1.

For `+ 1: For eachα(∗) < λ, apply⊗1 with 1− b`+1, b`+1, 〈a`α(∗)+α: α < λ〉, where

a`α
def= τ `α(aγ `

α,0
, . . . , aγ `

α,m(`)−1
) here standing forb0, b1, 〈aα : α < λ〉 there, and get a Boolean

termτ `+1
α(∗)(x0, . . . , xm(`+1,α(∗))−1), and ordinalsβ`α∗(∗),0< · · ·< β`α(∗),m(`+1,α(∗))−1, all in

the interval[α(∗), λ), such that

τ `+1
α(∗)

(
a`
β`
α(∗),0

, a`
β`
α(∗),1

, . . . , a`
β`
α(∗),m(`+1,α(∗)−1)

)= 0.

LetX ∈ [λ]λ be such that
(a) α ∈X⇒ τ `+1

α = τ ∗̀,m(`,α)=m(`,∗),
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(b) X is thin enough, i.e., ifα < β are inX thenβ`α,0, . . . , β
`
α,m(`,∗) < β .

Now if ε is theζ th element ofX we let

u`+1
ζ = {γ `β,m: m<m(`) andβ ∈ {β`ε,0, . . . , β0

ε,m(`,∗)−1}
}
.

So |u`+1
ζ | = m(`) × m(`,∗) let m(` + 1) = m(`) × m(`,∗) let γ `+1

ζ,0 < γ `+1
ζ,1 < · · · <

ζ`+1
ζ,m(`+1)−1 list u`+1

ζ , and it should be clear what isτ`+1. For`=m we have finished.
⊗2⇒⊗1 Straight. 2

Fact 12.11.
(1) In 12.8we can add(so in⊗2 of 12.9we can assume) that

(viii) τ`(x0, . . . , xn−1) ∈ {xk,−xk: k < n}
if
(∗) for a set ofi < δ from J+ we have〈x+i,t − x−i,t : t ∈ Dom(Ii )〉 is a sequence of

pairwise disjoint(nonzero) elements ofBi .
(2) Assume

(∗)+ for everyi < δ we have〈x+i,t − x−i,t : t ∈ Dom(Ii)〉 is a sequence of pairwise
disjoint (non zero) elements ofBi .

Then
(a) In 12.8above we can add:

b0, . . . , bm =
⋃
i<δ

Bi .

(b) Under12.3Bwe can add: for k ∈ [1,m), if i is large enough, ifα0, . . . , αn−1 ∈ X
lettingb`k be the projection ofbα in Bi+1 (i.e., any elementb) satisfying

(∀x ∈Bi+1)(x 6 bk→ b 6 bk, x > bk→ b> bk)

(there is a minimal and maximal suchbik and they are in〈B i ∪ {ρ: ρ = fα � (x + 1)
for somei,¬(ν G ρ)}〉), fα` � i = fα0 � i, 〈fα` (i): `6 s〉 is with no repetitions and
τ (x0, . . . , xs−1) is a Boolean term then

B � bk � τ (bk ∩ yα0, . . . , bk ∩ yαs−1)= 0⇒
B i+1 � τ (bik ∩ yα0, . . . , b

i
k ∩ yαs−1)= 0

(we can even be more explicit).

Proof. Straightforward. 2
We can now phrase sufficient conditions for having free caliberλ (for T ) and for having

noT -free subset ofB of cardinalityλ.

Claim 12.12. Sufficient conditions for“B satisfies theκ-c.c.” are (κ is regular uncount-
able and):

(∗)1 δ = ω and eachBi satisfies theκ-Knaster condition,
(∗)2 eachBi satisfies theκ-Knaster condition and(∀α < κ) (|α||δ| < κ),
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(∗)3 eachBi satisfies theκ-Knaster condition,κ > δ and for everyA ∈ [λ]κ , and limit
ordinal δ′ 6 δ for someB ∈ [A]κ andi < δ we have

α ∈B,β ∈B,ηα � δ′ 6= ηβ � δ′ ⇒ lg(ηα ∩ ηβ)= i
(follows from“ η̄ is κ+-free”, see1.17and Definition1.18).

Claim 12.13. Assume
(A) η̄ is a normal(λ, J )-sequence for〈Ii : i < δ〉,
(B) (Bi , x̄

−
i , x̄

+
i ) is a witness for(Ii , {x0∩ x1 ∩ x2= 0}),

(C) B is as constructed in12.1, 12.3.
Then
(α) λ is not a free caliber ofB,
(β) B has cardinalityλ and satisfies theκ-c.c. if κ is as in12.12.

Proof. Straightforward. 2
Conclusion 12.14.Assume for simplicity thatV �GCH, θ = θ<θ < χ = χ<χ andP is
the forcing notion of addingχ θ -Cohen subsets ofθ , i.e.,

P = {f : f is a partial function fromχ to {0,1}
with domain of cardinality< θ

}
.

Then(cardinal arithmetic onV P is well known) and
(∗) if cf (µ) < θ < µ< χ thenthere is a(2cf(µ))+-c.c. Boolean algebraB of cardinality

λ= µ+ such thatλ is not a free caliber ofB (and even satisfying theκ-c.c. if κ is
as in 12.12).

Proof. Use 12.13 and §11.2
The problem of “B with no independent subset of cardinalityλ” is somewhat harder.

Claim 12.15. Assume
(A) η̄ is a normal(λ, J )-sequence for〈Ii : i < δ〉.
(B) (B i , x̄

−
i , x̄

+
i ) is a witness for(Ii ,Tni ,mi ) (onTni ,mi see11.12clause(D)).

(C) 36mi < ni/2.
(D) For everyk < ω, {i: kmi < ni} ∈ J+.
(E) B is as in construction12.1, 12.3.

Then
(i) B does not have a free subset of cardinalityλ.
(ii) B has cardinalityλ and satisfies theκ-c.c. if κ is as in12.12.

Proof. Straightforward (using the criterion in 12.9).2
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Conclusion 12.16.Assume for simplicityV � GCH, andθ = θ<θ < χ = χ<χ is the
forcing notion of addingχ θ -Cohen reals.Thencardinal arithmetic inV P is well known
and

(∗) if cf (µ) < θ < µ < χ then there is a(2cf(µ))+-c.c. Boolean algebraB of
cardinalityλ= µ+ without an independent subset of cardinalityλ.

(∗∗) we can demand thatB satisfies the(cf(µ)+)-c.c. if cf(µ)=ℵ0 or

V � “ {δ < µ+: cf(δ)= cf(µ)} ∈ I [λ]”.

Proof. By 12.15, where(B i , x̄
−
i , x̄

+
i ) is provided by 11.12 (andW for it by 11.11). For

(∗∗) see 1.17(2). 2
We would also like sufficient condition for inequalities, for simplicityn= 2.

Claim 12.17.
(1) Assume12.1, 12.3and(∗) of12.11andn < ω andτ0= τ0(x0, . . . , xn−1) a Boolean

term andτ1= τ0(−x0, . . . ,−xn−1). Then(∗)1⇒ (∗)2, where
(∗)1 if ` < 2 for a set of i < δ from J+ we have: if X ∈ I+i then for some

t0, . . . , tn−1 ∈X, pairwise distinct, we have

B i � τ `(xi,t0, . . . , xi,tn−1)= 0,

(∗)2 if aα ∈ B for α < λ then for somek < ω and α`,m < λ for ` < k, m < n

we haveα`,0 < α`,1 < · · · < α`,m−1 < α`+1,0 (for ` < k) and for some
i(`) ∈ {0,1} for ` < k we have

B i �
⋂
`<k

τ i(`)(a`,0, . . . , a`,m−1)= 0.

(2) Assume12.1, 12.3 (using 12.3B) and (∗) of 12.8 and for simplicity Ii = J bd
λi

and assume furthern < ω, t a function from{0, . . . , n − 1} to {+1,−1} and
τ0 = τ0(x0, . . . , xn−1) a Boolean term, increasing inx` if t(`) = +1, decreasing
with x` if t(`) = −1. Let τ1(x0, . . . , xn−1) = τ0(−x0, . . . ,−xn−1). Assume also
τ0(−x0, . . . ,−xn−1)= 0 if x` ∈ {0,1} and

∧
`(x` = 1≡ t(`)= 1) or

∧
` x` = 1≡

t(`)=−1. Then(∗)3⇒ (∗)4, where
(∗)3 for a set ofi < δ which belongs toJ+ the following holds: if γα,` < λi and

α < β < λi⇒max
`<n

γα,` <min
`<n

γα,`

then for someα(0) < · · ·< α(n− 1) we have, for everỳ< n:

τ0(xt(`)γα(0),`
, xt(`)γα(1),`

, . . . , xt(`)γα(n−1),`

)= 0,

τ1(x−t(`)γα(0),`
, x−t(`)γα(1),`

, . . . , x−t(`)γα(n−1),`

)= 0,

(∗)4 if aα ∈B for α < λ then for someα0< · · ·< αn−1 we haveτ0(aα0, . . . , aαn−1)=
0.

Proof. Easy. 2
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Comments 12.18.
(1) This concludes the proof of the consistency of the existence, answering a part of

Monk’s Problem 33.
(2) We can get “B � (cf (µ))+-c.c.” when 12.12 provides one.
(3) We may still like to get “nok-independent set” for some specifick as done in 12.17.

Probably also 11.13 will help but we have not really looked into it.
Clearly it is supposed to have, for aJ+-set ofi ’s:
(∗)i for some functionF , if m < ω, andX ⊆ (DomIi)m is F -large (i.e., if k < ω,

t̄0, . . . , t̄k−1 ∈X andF(t̄0, . . . , t̄k−1) ∈ I then for somēt ∈X, Ranḡt ∩ F(t̄0, . . . ,
t̄k−1)= ∅).

Thenfor some distinct̄t0, . . . , t̄n−1 ∈X, we have

` <m⇒ τ
(
t0` , t

1
` , . . . , t

n−1
`

)= 0.

See more in 15.11, 15.12.

13. The singular case

We continue to deal with Problem 33 of Monk [12]. This time we concentrate on the case
λ is singular. Though a priori this looked to be the side issue, we can get quite a coherent
picture.

Note. If κ > cf(λ) there is such a Boolean algebras (the disjoint sum of cf(λ) Boolean
algebras each of cardinality< λ). Moreover

Claim 13.1. Assume
(∗) λ > cf(λ)= θ and(∀α < λ) (|α|<κ < λ) andλ > κ = cf(κ) > ℵ0.
(1) The following conditions are equivalent:

(A) There areB andaζ such that
(a) B is aκ-c.c. Boolean algebra,
(b) aζ ∈B\{0} for ζ < θ ,
(c) if 〈wζ : ζ < θ〉 is a sequence of pairwise disjoint finite subsets ofθ thenfor

some finiteu⊆ θ we have⋂
ζ∈u

⋃
ξ∈wζ

aξ = 0.

(B) There is a Boolean algebraB of cardinalityλ with no independent subset of
cardinalityλ.

(2) The following conditions are equivalent:
(A) ′ There areB, aζ such that

(a) B is aκ-c.c. Boolean algebra,
(b) aζ ∈B\{0} for ζ < θ ,
(c) for anyX ∈ [θ ]θ for some finitew ⊆X we have

⋂
ζ∈w aζ = 0.
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(B)′ There is a Boolean algebraB of cardinality> λ which does not haveλ as a
free caliber.

Proof. (1) (A)⇒ (B) The caseθ = ℵ0 is easier, so we leave it to the reader.
Without loss of generalityB has cardinalityθ . Let λ = κ + θ +∑ζ<θ λζ whereλ >

λζ > κ+ θ +∑ξ<ζ λξ . LetB∗ be the Boolean algebra freely generated byB ∪{xζ,α: ζ <

θ, α < λ+ζ } except for the equations inB and

xζ,α 6 aζ (for ζ < θ , α < λ+ζ ).

ClearlyB ⊆B∗ and assume that{bγ : γ < λ} ⊆B∗ is independent. Then for eachγ there
aren(γ ) < ω and Boolean termsτγ andζγ,` < θ , αγ,` < λζγ,` for ` < nζ andcγ,` ∈ B
for ` < m(γ ) such thatbγ = τγ (xζγ,0,αγ,0, . . . , xζγ,n(γ )−1,αγ,n(γ )−1, cγ,0, . . . , cγ,m(γ )−1). As
cf(λ) = θ > ℵ0, without loss of generalityτγ = τ , n(γ ) = n(∗) andm(γ ) = m(∗). Also
for eachε < θ there isXε ∈ [λ+ε ]λ+ε such that

(∗) γ ∈Xε impliesζγ,` = ζε,`(∗) < θ , cγ,` = c∗ε,` ∈B.
Without loss of generality,〈ζε,`: ` < n(∗)〉 is nondecreasing. We can findY ∈ [θ ]θ such
that〈〈ζε,`(∗): ` < n〉: ε ∈ Y 〉 is a∆-system. In fact for somen′(∗)6 n(∗) we have

(∗)1 ε ∈ Y & ` < n′(∗)⇒ ζε,`(∗)= ζ`(∗).
(∗)2 ε1 ∈ Y & ε2 ∈ Y & ε1< ε2⇒ ζε1,n(∗)−1(∗) < ζε2,n

′(∗)(∗).
By renaming, without loss of generalityXε = [λε,λ+ε ] for ε ∈ Y . Let

wε =
{
ζε,`(∗): n′(∗)6 ` < n(∗)

}
,

so letu be as required in clause (A)(c), sou⊆ θ is finite.
Let for ε ∈ u, γε,1< γε,2 be members ofXε .
Clearly

bγε,14bγε,2 6
⋃

`∈[n′(∗),n(∗)
aζε,` ,

hence⋂
ε∈u
(bγε,24bγε,2)6

⋂
ε∈u

( ⋃
`∈[n′(∗),n(∗))

aζε,`

)
=
⋃
ε∈u

⋂
ξ∈wε

aξ = ∅,

so〈bγ : γ < λ〉 is not independent.
¬(A)⇒ ¬(B) Like [22]. In short: Letλ =∑ζ<θ λζ , (∀α < λ) (|α|<κ < λζ ), λζ =

cf(λζ ) > κ + θ +∑ξ<ζ λξ . Let Sζ = {δ < λζ : cf(δ)> κ}. Remember that by [22]:
�λζ [B] LetB be aκ-c.c. Boolean algebra. Then:

(∗) for any x̄ = 〈xα: α < λζ 〉 pairwise distinctxα ∈ B, there area− < a+ in
B\{0}, such that: if〈Bα: α < λζ 〉 is an increasing continuous sequence
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of subalgebras ofB of cardinality< λζ satisfyingxα ∈Bα+1, {a−, a+} ⊆
B0, we haveδ ∈ Sζ :

a− 6 xδ 6 a+ and

(∀y)[0< y 6 a+ − a− & y ∈ Bδ→
(xδ − a−)∩ y 6= 0 & (a+ − xδ) ∩ y 6= 0]


is stationary.

So fix x̄ = 〈xγ : γ < λ〉, sequence of distinct elements ofB, for eachζ < θ let a−ζ , a
+
ζ be

as in (∗) (for x̄ � λζ ), and letaζ = a+ζ − a−ζ ∈ B+. Let Bζα be the subalgebra generated
by {xγ : γ <max{α,⋃ξ<ζ λξ }} ∪ {aξ : ξ < θ} for α < λζ and for eachζ < θ let Sζ be as
above.

As ¬(A), necessarily there is a sequence of pairwise disjoint finite subsets ofθ , say
ū= 〈uε: ε < θ〉 with any finite intersection of members〈⋃ζ∈uε aζ : ε < θ〉 is not zero.

Now we can manipulate, choosing by induction onε < θ , t̄ ε,α ∈∏ζ∈uε Sζ and defining

a∗ε,α =
⋃
ζ∈uε

((
aζ −

⋃
ξ∈uε\(ζ+1)

aξ

)
∩ xtε,αζ

)
.

(2) Similarly. 2
Discussion 13.2.

(1) Note: if θ < κ , clearly (A)θ & (A) ′θ .
(2) Note if (∀α < θ) (|α|<κ < θ), then¬(A)θ & ¬(A)′θ .
(3) Note that ifχ = χ<χ < χ(∗) = χ(∗)<χ(∗) then for someχ+-c.c. (< χ)-complete

forcing notion of cardinalityχ(∗) in V P we have¬(A)θ & ¬(A)′θ whenθ = cf(θ) ∈
(χ,χ(∗)).

(4) It is natural to get CON(κ < χ = χ<χ < θ = cf(θ) < 2χ + (A)θ & ¬(A)′θ ). This is
well connected to our problems but we have not looked at it.

Claim 13.3. In 11.3the condition
(∗) (∀α < λ) (|α|<κ < λ)

can be replaced by the weaker one
(∗)− for arbitrarily large regularλ′ < λwe have�λ′ [B] for anyκ-c.c. Boolean algebra

(see13.1’s proof).

14. Getting free caliber for regular cardinals

Remember thatλ is a free caliber of a Boolean algebraB if for any X ∈ [B]λ there
is an independentY ∈ [X]λ; of course we can replace a Boolean algebra by a locally
compact topological space (which is a slightly more general case, but the proof is not
really affected).
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Monk asks whether there is aκ-cc Boolean algebraB of cardinality> λ with no
independent subset of cardinalityλ, andµ such that

µ< λ<µκ, (∀α < µ)(|α|κ < λ).
Here we deal with the case ofλ regular and give a sufficient set-theoretic condition on
κ such that anyκ-cc Boolean algebra of cardinality> λ hasλ as a free caliber, so the
consistency of a negative answer follows, but we do not directly force. So this section is
complementary to Sections 12 and 11.

Hypothesis 14.1.
(a) λ= cf(λ) > 2κ , but for simplicity we assume

λ= µ+, µ=
∑

i<cf(µ)

λi , λi = λ<κi , cf(µ) < κ.

We shall use it to shorten proofs when helpful, and, later, will show what can be
done without it.

(b) B∗ is aκ-cc. Boolean algebra,aα ∈B for α < λ are pairwise distinct.

Let ā
def= 〈aα : α < λ〉. We would like to findX ∈ [λ]λ such that{aα: α ∈X} is independent.

Definition 14.2. ForB ⊆B∗, x ∈B∗ let

Proj0(x,B)
def= {y ∈B: y 6 x},

Proj1(x,B)
def= {y ∈B: y ∩ x = 0},

Proj2(x,B)
def= {y ∈ B: y = 0 or (∀z)(0< z6 y& z ∈ B⇒ 0< z ∩ x < z)}.

Fact 14.3. LetB ⊆B∗, x ∈B∗
(1) If y` ∈ Proj`(x,B) for ` < 3, then〈y`: ` < 3〉 are pairwise disjoint.
(2)

⋃
`<3 Proj`(x,B) is dense inB.

(3) Proj`(x,B) is an ideal onB.
(4) Proj`(x,B) is complete insideB∗, i.e., if inB∗ we havex is6 lub of {xα: α < α∗}

and{xα: α < α∗} ⊆ Proj`(x,B) andx ∈B thenx ∈ Proj`(x,B).

Definition 14.4.

χ = χā =Min
{‖B‖: B ⊆B∗, |WB | = λ

}
,

where

WB =WB,ā =
{
α: Proj2(aα, 〈B ∪ {aβ : β < α}〉B∗) = {0}, and Proj`(aα,B) is

predense in Proj`(aα, 〈B ∪ {aβ : β < α}〉B∗) for `= 0,1
}
.

Remark 14.5.
(1) Proj2(aα,B)= {0} is close to saying,aα = the lub inB∗ of Proj0(aα,B), but not

the same (holds ifB<◦B∗).
Could have worked with a variant as indicated.
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(2) Trivially χ 6 λ, useB = 〈aα : α < λ〉B∗ .

Fact 14.6. If χ = λ, thenfor someX ∈ [λ]λ, 〈aα: α ∈X〉 is independent.

Proof. Let Bα
def= 〈aβ : β < α〉B∗ , soBα are increasing continuous inα, ‖Bα‖ 6 ℵ0 +

|α|< λ. Let

S
def= {α < λ: Proj2(aα,Bα)= {0}

}
,

S′ def= {α ∈ S: cf(α)> κ
}
.

Now
(∗) S′ is not stationary.

[Why? Forδ ∈ S′, ` < 2 let Iδ,` ⊆ Proj`(aδ,Bδ)\{0} be an antichain, maximal under the
conditions defining Proj`. So|Iδ,`|< κ , asB∗ � κ-cc. Hence for somef (δ) < δ we have

Iδ,0∪ Iδ,1⊆Bf (δ).
So if S′ is stationary, by Fodor’s lemma, for someα∗ < λ, S∗ = {δ ∈ S′: f (δ) = α∗} is
stationary.

We would like to show:

(∗∗) δ ∈ S∗ ⇒ Proj2(aδ,Bα∗)= {0}.
If so, we have gotten thatBα∗ , S∗ exemplifyχ 6 ‖Bα∗‖, contradiction. For proving (∗∗),
let δ ∈ S∗, assumeb ∈ Proj2(aδ,Bα∗)\{0}.

So, by 14.3, (forBα∗, aδ) we have (∀x ∈ Iδ,0 ∪ Iδ,1) x ∩ b = 0.
Now, b /∈ Proj2(aδ,Bδ), as the latter is{0}. So, there isc such thatBδ � “0 < c6 b and

c ∩ aδ = 0∨ c6 aδ”, that isc ∈ Proj0(aδ,Bδ)∪Proj1(aδ,Bδ), but asc6 b we have

(∀x ∈ Iδ,0 ∪ Iδ,1)(x ∩ c= 0).

So c contradicts the maximality ofIδ,0 (if c ∈ Proj0(aδ,Bδ)) or of Iδ,1 (if c ∈
Proj1(aδ,Bδ)).

The contradiction proves (∗∗) and (∗).]
Soλ\S is stationary. Forδ ∈ λ\S choosebδ ∈ Proj2(aδ,Bδ)\{0}. So by Fodor’s lemma,

for someb∗ ∈⋃α<λBα we have

S∗∗ def= {δ: δ ∈ λ\S,bδ = b∗} is stationary.

Now we know that〈aδ: δ ∈ S∗〉 is independent. 2
Remark 14.6A. In the characteristic case,B∗ is the completion of a Boolean algebra of
smaller cardinalityB ′, soχ 6 ‖B ′‖.

Claim 14.7. Now, without loss of generality

� B∗ = 〈B ∪ {aα: α ∈WB }
〉

for someB ⊆B∗,
‖B‖ = χ, WB = λ.
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Proof. B ⊆ B∗ exemplifies the value ofχ , letBc be the completion ofB , and we can let
for α ∈WB

a′α = lub inBc of Proj0(a0,B).

Now if Y ∈ [WB ]λ, 〈a′α : α ∈ Y 〉 is independent inBc then{aα: α ∈ Y } is independent in
B∗. Alternatively use〈B ∪ {ai : α ∈WB}〉B∗ .

(Remember:B is not necessarily a complete subalgebra ofB∗.)

Definition 14.8. Let

K
def= {B: B = 〈B i : i 6 χ〉 is an increasing continuous sequence of subalgebras of

B∗, ‖B i‖< ℵ0+ |i|+, andWBχ ∈ [λ]λ,Bχ ⊇B (of � of 14.7)
}

(soWBχ is co-bounded inλ, in fact if Bχ ⊆ 〈B ∪ {aβ : β < α}〉B∗ then|WBχ ⊇ (α,λ)|).

Fact 14.9.
(1) cf(χ) < κ .
(2) cov(χ,χ, κ,2)> λ, meaning:

λ6min
{|P |: P ⊆ [χ]<χ & (∀A ∈ [χ]<κ)(∃B ∈ P)(A⊆ B)}.

Proof. (1) By (2).
(2) Assume not. RememberB ⊆B∗, |WB | = λ, ‖B‖ = χ .
For eachα ∈ WB chooseIα,` ⊆ Proj`(aα,B) for ` < 2 as in the proof of 14.6. Let
P ⊆ [B]<χ , |P |< λ and(∀A ∈ [χ]<κ)(∃B ∈P)(A⊆ B).
So for eachα ∈WB , there isAα ∈P such thatIα,0 ∪ Iα,1⊆Aα . So for someA∗ ∈P

W = {α ∈WB : Iα,0 ∪ Iα,1⊆A∗
} ∈ [λ]λ

(exists as we divideWB into |P | sets, so at least one has sizeλ, as|P |< λ= cf(λ)). Now
χ 6 |〈A∗〉B |, contradiction, as in the proof of 14.6 (to the definition ofχ ). 2
Definition 14.10. ForB ∈K andα ∈WBχ let

u(α,B)
def= {i < χ : for somè < 2, Proj`(aα,B i ) is not a predense subset

of Proj`(aα,B i+1)
}
.

Discussion 14.10A.We may considerB
′ = 〈B ′i : i 6 χ〉 ∈ κ when

B ′i = 〈B i ∪X〉, X fixed countable⊆B∗.
Possibly

u(α,B) 6= u(α,B ′)
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or just for somei, Proj`(aα,Bi ) is not dense in Proj`(aα,B ′i ). We think of the set of such
α as bad, and put them all in oneλ-complete ideal. But maybeλ belongs to it. So we will
try to find someB for which this does not occur.

This will help in that we eventually try to chooseαζ ∈WB for ζ < λ by induction onζ
such that〈aαζ : ζ < λ〉 is independent.

So in stageζ we consider all

X ∈ [{αξ : ξ < ζ }]<ℵ0.

The existence ofB requires some properties ofλ which certainly hold in the main case
(with λ= µ+ . . .).

So to ease the proof instead of everyi < χ , we use “everyi < χ large enough”.

Definition 14.11.
(1) We define a partial order onK: B

16B2
If for everyi large enough

i 6 χ⇒B1
i ⊆B2

i .

(2) We sayB
2

is finitely generated overB
1

if for some finiteX

B2
i = 〈B1

i ∪X〉B∗ for i < χ large enough.

In this case we letB
1[X] = 〈B1

i [X]: i 6 χ〉 beB
2
.

(3) ForB
16B2

let

Bad(B1,B2)= {α: if α ∈WB1
χ
∩WB2

χ
,

then for arbitrarily largei < χ , for some ` < 2,
Proj`(aα,B1

i ) is not dense in Proj`(aα,B2
i )
}
.

(4) J
B

1 is theλ-complete ideal onλ generated by all Bad(B
1
,B

2
), whereB

16B2
and

B
2

is finitely generated overB
1
.

What do we need to carry a proof?

Lemma 14.12.There isB
⊗ ∈K such thatλ /∈ J

B
⊗ .

Remark 14.12A. We may like to haveJ ⊇ J
B
⊗ normal extendingInst,θ

λ (andλ /∈ J ), then
we need more work.

Proof in the caseλ= χ+. (Enough, see 14.1(a).) Assume there is no suchB = B⊗. We

choose by induction onζ < χ , B
ζ ∈ K, such thatB

ζ
is increasing withζ and: for each

ζ , asλ ∈ J
B
ζ we can find〈Xζ,ε: ε < εζ 〉 witnessing it, i.e.,Xζ,ε ∈ [B∗]<ℵ0, εζ < λ (so

without loss of generalityεζ 6 χ )

λ=
⋃
ε<εζ

Bad
(
B
ζ
,B

ζ [Xζ,ε]
)
,
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where

B
ζ
i [Xζ,ε] = 〈Bζi ∪Xζ,ε〉B∗ .

Now easily(K,6) is χ+-directed, so we demand∧
ε<εζ

B
ζ 6Bζ [Xζ,ε]6Bζ+1

.

Also i ∈ [ζ,λ) & ζ < ξ 6 χ⇒B
ζ
i ⊆Bξi . Let δ∗ < λ be such that∧

ζ<χ

Bζχ ⊆
〈
B ∪ {aα: α < δ∗}〉

B∗ .

So for eachζ < χ we have

δ∗ ∈
⋃
ε<εζ

Bad
(
B
ζ
,B

ζ [Xζ,ε]
)
,

hence there isξ(ζ ) < εζ such that

δ∗ ∈ Bad
(
B
ζ
,B

ζ [Xζ,ξ(ζ )]
)
.

For eachζ < χ , there isi(ζ ) < χ such thatXζ,ξ(ζ ) ⊆Bζ+1
i(ζ ) , ζ < i(ζ ) hence

(∀i)[i(ζ )6 i 6 χ]⇒B
ζ
i [Xζ,ζ(ξ)] ⊆Bζ+1

i

because

Xζ,ξ(ζ ) ⊆Bζ+1
i(ζ ) ⊆Bζ+1

i .

We restrict ourselves toξ < κ . So without loss of generality∧
ζ1<ζ26κ

∧
α∈[κ+,χ]

Bζ1α ⊆Bζ2α ,

and if ζ is a limit andα ∈ [κ+, χ], thenBζα =⋃ξ<ζ B
ξ
α . As cf(χ) < κ , there isi(∗) < χ

such thatZ = {ζ < κ : i(ζ )6 i(∗)} is unbounded (we can demand more).
Now the setu(δ∗,Bκ) has cardinality< κ becauseB∗ satisfies the c.c.c.
Remember,

u(δ∗,Bκ )=
{
i < χ :

⋃
`=0,1

Proj`(aδ∗,Bκi )

is not predense in
⋃
`=0,1

Proj`(aδ∗,Bκi+1)

}
.

Choose fori ∈ u(δ∗,Bκ ) ∪ {κ+} and`= 0,1 a predense subsetIδ
∗,`
κ,i of Proj`(aδ∗,Bκi+1)

of cardinality< κ .
Now, for i ∈ u(δ∗,Bκ)∪{κ+}\κ+ the sequence〈Bζi+1: ζ 6 κ〉 is increasing continuous.

So for someζi < κ

Iδ
∗,0
κ,i ∪ Iδ

∗,1
κ,i ⊆Bζii+1.
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Let

ζ(δ∗) def= sup
i

ζi < κ.

So clearly
(∗) if i ∈ [κ+, χ], ` < 2, then

Proj`
(
aδ∗,B

ζ [δ∗]
i

)= Proj`(aδ∗,B
κ
i ) ∩Bζ [δ

∗]
i

is a predense subset of Proj`(aδ∗,Bκi ).
[Why? By induction oni. If i = κ+ directly. If i is a limit—trivial. If i = j + 1> κ+,
j /∈ u(δ∗,Bκ), then by transitivity of being predense in. Ifi = j + 1, j ∈ u(δ∗,Bκ), using
Iδ
∗,`
j .]
Now, clearly

ζ ∈ [ζ(δ∗), κ)⇒∧
`<2

∧
i∈[κ+,χ)

(
Proj`(aδ∗,B

ζ
i ) is predense in Proj`(aδ∗,B

ζ+1
i )

)
.

This follows from (∗). Chooseζ ∈ Z\ζ(δ∗) so we contradict the choice ofB
ζ+1

. 2
Convention 14.13.We fixB

⊗ ∈K such thatλ /∈ J
B
⊗ .

Fact 14.14. {α < λ: u(α,B
⊗
) bounded inχ} is bounded inλ.

Proof. By the choice ofχ as minimal. 2
Convention 14.15.Letfα be an increasing function fromotp(u(α,B

⊗
)) ontou(α,B

⊗
).

Fact 14.16.For somej∗ < κ

Y0=
{
α < λ: Dom(fα)= j∗

} ∈ (J
B
⊗)+.

So without loss of generality(∀α)[Dom(fα)= j∗].

Claim 14.17. We can find〈γ ∗j : j < j∗〉, w∗ ⊆ j∗ such that:
(∗)1 if γ̄ = 〈γj : j < j∗〉, γj 6 γ ∗j ,

γj = γ ∗j ⇔ j ∈w∗,
thenthe set ofα ∈ Y0 satisfying the following, is in(JB⊗)

+:

j ∈w∗ ⇒ fα(j)= γ ∗j ,
j ∈ j∗\w∗ ⇒ γj < fα(j) < γ

∗
j .

Also
(∗)2 j ∈ j∗\w∗ ⇒ cf(γ ∗j ) > 2κ and

λ=maxpcf
{
cf(γ ∗j ): j ∈ j∗\w∗

}
.
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(∗)3 Moreover if we fixµ= µ<κ < λ we can demand

j ∈ j∗\w∗ ⇒ cf(γ ∗j ) > µ.

(∗)4 If j∗ = sup(J ∗\w∗), and E is the equivalence relation onj∗\w defined by
j1Ej1⇔ γ ∗j1 = γ ∗j2 (so the equivalence classes are convex) thenJ is an ideal on

j∗ such thatJ bd
j∗ ⊆ J , w∗ ∈ J ,

A ∈ J ⇒
⋃
{j/E: j ∈A} ∈ J, and

(α)
∏
j<j∗

γ ∗j /J has true cofinalityλ, so possibly shrinkingY0, for

α < β in Y0, fα <J fβ .

Proof. By 7.0(0) (or [26, 6.6D] or [20, 6.1]), asj∗ < κ , so 2|j∗| < λ. 2
Observation 14.18.〈γ ∗j : j < j∗〉 is non-decreasing, with limitχ , and γ ∗j < χ and of
course,cf(j∗)= cf(χ).

Proof. As Rang(fα)⊆ χ , and the fact,γ ∗j < χ if j ∈w∗, γ ∗j 6 χ if j /∈w∗, but then

cf(γ ∗j )> 2κ > κ > cf(χ). 2
Comment on the Claim 14.19.

(1) For it, possibly
∧
α fα = f ∗, so then we getw∗ = j∗. Also possiblyfα(j) < α, so

w∗ = ∅ andJ = {φ}.
(2) If the idealJ

B
⊗ is normal enough, for someX ∈ (J

B
⊗)+, 〈fα : α ∈ X〉 is <J -

increasing.
(3) If (∀α < λ)(|α||j∗| < λ), then necessarily

j ∈ j∗\w∗, cf(γ ∗j )= λ
(like the∆-system lemma).BUT for the interesting case, and in particular by our
assumptions, this is not the case: asγ ∗j 6 χ < λ, henceJ ⊇ [j∗]<ℵ0.

Hypothesis 14.20.EachB⊗i is the union ofµ filters 〈Di,β : β < µ〉, µ= µ<κ (we can use
somewhat less), this of course is only a consistent assumption.

Claim 14.21. For some

ῑ= 〈ιj : j < j∗〉 ∈ j∗µ
we can restrict ourselves to

Y1=


α < λ:

j ∈w∗ ⇒ fα(j)= γ ∗j ,
j ∈ j∗\w∗ ⇒ γ ∗∗j < fα(j) < γ

∗
j and∧

j<j∗
(Proj2(aα,B

⊗
γ ∗∗j )∩Dγ ∗∗j ,ιj 6= {0})


,
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where

γ ∗∗j =
{
γ ∗j if j ∈w∗,⋃{γ ∗i : γ ∗i < γ ∗j } otherwise

in particular Y1 /∈ JB⊗ .

Proof. Asµ<κ < λ, J
B
⊗ λ-complete andj ∈ j∗\w∗ ⇒ cf(γ ∗j ) > µ. 2

Claim 14.22. For someX ∈ [X]λ, the sequence〈aα : α ∈X〉 is independent.

Proof.
Case1.w∗ is unbounded inj∗: We choose by induction onβ < λ,

Nβ ≺
(
H((2λ)+),∈,<∗

(2λ)+
)

increasing continuous,‖Nβ‖< λ, Nβ ∩ λ ∈ λ, 〈Nβ1: β16β〉 ∈ Nβ+1 andB
⊗

, B∗, ā ∈ N0.
Let αβ = α(β) be the firstα < λ such thatα ∈ Y1, α /∈⋃(J

B
⊗ ∩Nβ)(

so
∧
j∈w∗

fα(j)= γ ∗j
)
.

Clearlyαβ ∈ λ∩Nβ+1\Nβ , 〈αβ1: β1< β〉 ∈Nβ+1. Let n < ω, β1< · · ·< βn and we will
prove that〈αα(β`): `= 1, . . . , n〉 is independent.

Now

j ∈w∗ ⇒ there isbj ∈
n⋂
`=1

Proj2
(
aαβ`

,B
⊗
γ ∗j
)\{0}.

[Why? As αβ1, . . . , αβn ∈ Y1, so Dγ ∗j ,ιj ∩ Proj2(aαβ` ,B
⊗
γ ∗j
) 6= ∅. Choosebj,` there, so

bj =⋂n
`=1bj,` is OK.]

Consider

Bad
(
B⊗,B⊗[{aα(β1), . . . , aα(β`)}]

) ∈ J
B
⊗ ,

it belongs toNβ`+1. So

αβ`+1 /∈ Bad
(
B⊗,B⊗[{aα(β1), . . . , aα(β`)}]

)
.

So for each̀ for somei` < χ , k < 2 & i ∈ [i`, χ)⇒ Projk(aαβ`+1
,B⊗i ) is predense in

Projk(aαβ`+1
, 〈B⊗i ∪ {aα(β1)

, . . . , aα(β`)
}〉).

So if j ∈w∗, γ ∗j > sup̀=1,...,n i` (exists) andη ∈ [1,n]2, we prove by induction oǹ that

b`j = bj ∩
⋂̀
k=1

(aαβk )
[η(k)].

For`= 0 trivial.
For` > 0, b`−1

j ∈ 〈B⊗
γ ∗j
∪ {aαβ1

, . . . , aαβ`−1
}〉 is> 0, is in

Proj2
(
aαβ , 〈B⊗γ ∗j ∪ {aα(β1), . . . , aα(β`−1}〉

)
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as it is belowbj and bj ∈ Proj2(aα(β`),B
⊗
γ ∗j
) by its choice andj is > i`, so bj ∈

Proj2(aαβ` , 〈B
⊗ ∪ {aαβ1

, . . . , aαβ`−1
}〉). We use implicitly

Fact 14.23.For α < λ large enough,

i < χ⇒ Proj2(aα,B
⊗
i ) 6= {0}.

Proof. By χ ’s minimality. 2
Case2. Not 1, i.e.,w∗ bounded inj∗ or just j∗ = sup(J ∗\w). Similarly using (∗)2 of

14.17 findj ∈ j∗ \w∗ such that ifj` ∈ j/E for `= 1, . . . , n thenfαβ1
(f1) < fαβ2

(j2) <

· · ·< fαβn (jn). 2
Conclusion 14.24.If µ = µ<µ < θ = θ<θ then for someµ-completeµ+-c.c. forcing
notion of cardinalityθ , in V P :

If B is a κ-c.c. Boolean algebra of cardinality> λ, µ = µ<κ , λ = cf(λ) ∈ (µ, θ ]
thenλ is a free caliber ofB .

Proof. By 14.1–14.23 above and [21].2
Claim 14.25. The following implications hold: (∗)1⇒ (∗)2⇒ (∗)3⇒ (∗)4 where

(∗)1 (a) µ2<κ = µ< λ= cf(λ),
(b) if a Boolean algebraB satisfies the(2<κ)+-c.c. and|B| < λ, thenB is the

union ofµ filters.
(∗)2 (a) κ < λ= cf(λ),

(b) if a Boolean algebraB satisfies theκ-c.c., for i < λ, Fi ⊆ B\{0} is a set
of < κ members closed under intersectionthen we can find< λ filters Dα
(α < α∗ < λ) ofB such that(∀i < λ) (Fi ⊆Dα).

(∗)3 (a) κ < λ= cf(λ),
(b) if a Boolean algebraB satisfies theκ-c.c.,D a λ-complete uniform filter onλ,

θ = cf(θ) < κ and fori < λ, Fi is a decreasing sequence of elements ofB\{0}
of lengthθ then for someX ∈D+,

⋃
i∈X Fi belongs to some ultrafilter onB.

(∗)4 (a) κ < λ= cf(λ),
(b) if B is a κ-c.c. Boolean algebra of cardinality> λ thenλ is a free caliber of

B.

Proof. Should be clear from the proof in §14.2

15. On irr: The invariant of the ultraproduct bigger than the ultraproduct of
invariants

We solve here some of the questions of Monk [12] on the possibility that

inv

(∏
ζ<κ

Bζ /D
)
>
∏
ζ<κ

inv(Bζ )/D.
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In 15.1–15.10A we deal with the irredundance number irr (getting consistency of the
above and solving [12, Problem 26]). We then prove the existence of such examples in
ZFC (improving Rosłanowski and Shelah [15]) for inv= s,hd,hL,Length solving [12,
Problems 46, 51, 55, 22], respectively. See more in [19].

Hypothesis 15.1.λ= λ<λ, n(∗) < ω.

Definition 15.2. P = Pn(∗)λ is the set ofp = (u,B,F )= (up,Bp,Fp) such that
(a) u ∈ [λ+]<λ,
(b) B is a Boolean algebra generated by{xα: α ∈ u},
(c) α ∈ u⇒ xα /∈ 〈{xβ : β ∈ u∩ α}〉B ,
(d) in B, {xα: α ∈ u} is n(∗)-independent, i.e., any nontrivial Boolean combination of
6 n(∗) members of{xα: α ∈ u} is not zero (inB),

(e) F = 〈F`: `6 n(∗)〉 andF`+1⊆ F`,
(f) F` is a family of functions from{xα: α ∈ u} to {0,1} respecting the equations

holding inB. Call the homomorphism (fromB to {0,1}) thatf induces,f̂ ,
(g) if f ∈ F`+1, ` < n(∗) andα ∈ u then for somef ′ ∈ F` we have

f ′ � (α ∩ u)= f � (α ∩ u), f ′(α) 6= f (α),
(h) if f :u→{0,1} and(∀v ∈ [u]<ℵ0)(f � u ∈ F`) thenf ∈ F`,
(i) if a ∈B\{0} then for somef ∈ F0, we havef̂ (a)= 1.

The order isp 6 q iff
(α) up ⊆ uq ,
(β) Bp is a subalgebra ofBq ,
(γ ) Fp` = {f � up: f ∈ Fq` }.

LetB˜ = the direct limit of{Bp: p ∈G˜P }.

Note. We can ignoreBp as it is reconstructible fromFp0 . Also clause (d) follows from the
rest.

Notation 15.3. We letp � α = (up ∩ α, 〈xβ : β ∈ up ∩ α〉B , 〈F` � α: ` 6 n(∗)〉) where
F` � α = {f � α: f ∈ F`}.

Fact 15.4. (p � α)6 p for p ∈ P .

Fact 15.5. In P , every increasing sequence of length< λ has a lub: essentially the union.

Proof. Trivial (use compactness and clause (h) of Definition 15.2).2
Fact 15.6. For α < λ, {p ∈ P : α ∈ up} is dense open.

Proof. If p ∈ P let us defineq = (uq,Bq,F q), uq = up ∪ {α},Bq isBp if α ∈ up , and is
the free extension ofB by xα otherwise,Fq` = {f ∈ u

q
2: f � up ∈ Fp` }. 2
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Fact 15.7.
(1) If p ∈ P , p � α 6 q anduq ⊆ α thenp,q are compatible.
(2) P satisfies theλ+-c.c. and even inλ+-Knaster.

Proof. (1) Let us definer = (ur,Br ,F r ) by:

ur = up ∪ uq, F r` =
{
f : f ∈ ur2 andf � up ∈ Fp` , f � uq ∈ Fq`

}
.

Now
(∗)1 F

p
` = Fr` � up .

[Why? if f ∈ Fp` , thenf � α = f � (α ∩ u) ∈ Fp�α` butp � α 6 q . Hence there isg ∈ Fq`
such thatf � α ⊆ g, sof ∪g ∈ Fr` , (f ∪q) � up = f , soFp` ⊆ Fr` � up. The other direction
holds by the choice ofF r` .]

(∗)2 F
q

` = Fr` � up .
[Why? Similarly using 15.4.]

(∗)3 Fr`+1⊆ Fr` .
[Why? AsFp`+1⊆ Fp` , Fq`+1⊆ Fq .]

(∗)4 if f ∈ Fr`+1, β ∈ ur then for someg ∈ Fr` we havef � β ⊆ g, f (β) 6= g(β).
[Why? The proof splits into two cases:

Case 1. β ∈ uq . So f � α ∈ Fq`+1 � α but q ∈ P so there isg0 ∈ Fq` such that

(f � α) � β ⊆ g0, (f � α)(β) 6= g0(β) so g0 ∈ Fq` = Fp` � α so g0 � (up ∩ α) ∈ Fp�α` so
there isg1 such that

g0 � (up ∩ α)⊆ g1 ∈ Fp` .
Sog0 ∪ g1 ∈ Fr` is as required.
Case2. β /∈ uq . Soβ ∈ up\α. Now f � up ∈ Fp`+1 hence there isf ′ ∈ Fp` such that

f ′ � (up ∩ β)= f � (up ∩ β), f ′(β) 6= f (β).
Now f � α ∈ Fq`+1 hencef � α ∈ Fq` hence

(f � α)∪ f ′ ∈ Fr` is as required.

By Fr` we can defineBr and is as required.]
(2) Follows from (1). 2

Claim 15.8. If k > 2n(∗)+ 1, 〈δ`: ` < k〉 is increasing,δ` < λ; we stipulateδk = λ+, for
` < k, p` ∈ P , p` � δ` = p∗, up` ⊆ δ`+1 and for`,m < k, OPupm,up` :up`→ upm mapsp`
to pm (the natural meaningotp(up`)= otp(upm) and

F
p`
n =

{
f ◦OPup` ,upm : f ∈ Fpmn

}
soOPup` ,upm induces an isomorphismOPp`,pm fromBp` ontoBpm), thenthere isq ∈ P
such that

(a)
∧
m<k pm 6 q ,

(b) if b ∈Bp0 thenBq � “b =⋃ u⊆(0,k)
|u|>n(∗)

(
⋂
m∈uOPpm,p0(b))” .
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Proof. (1) Let us defineq : putuq =⋃m<k u
pm and

F
q

` =
{
f ∈ (uq)2: n(∗)− `> |{m ∈ [0, k): (∃α ∈ up0\up∗)

[f (OPupm,up0 (α)) 6= f (α)]}|
andf � upm ∈ Fpm` form< k

}
.

Now note
(∗)1 F

pm
` = Fq` � upm .

[Why? If f ∈ Fq` thenf � upm ∈ Fpm` by the definition ofFq` . If f ∈ Fpm` , for m1< k we
let fm1 = f ◦OPupm1 ,upm , so

⋃
m1<k

fm1 ∈ Fq` and we are done.]
(∗)2 if f ∈ Fq`+1, α ∈ uq then for someg ∈ Fq`

g � α = f � α, g(α) 6= f (α).
[Why? If α ∈ up0 we havef � up0 ∈ Fp0

`+1 and there isg0 ∈ Fp0
` , such thatg0 � α = f � α,

g0(α) 6= f (α). Let gm =OPup0,upm ◦ g0. Theng =⋃m<k gm is as required.
If not, α ∈ upm\up∗ for somem> 0, soα > δm andf � upm ∈ Fpm`+1 so there isg ∈ Fpm`+1,

g � α = f � α, g(α) 6= f (α). Now g∗ = g ∪ (f � (⋃ m1<k
m1 6=m

upm1 ) is as required.]

So
(∗)3 q ∈ P andpm 6 q .

So (a) of the conclusion holds. By clause (i) of Definition 15.2 and the choice ofq also
clause (b) holds. 2
Conclusion 15.9.


P
n(∗)
x

“B˜ is a Boolean algebra generated by{xα: α < λ+}, which is

n(∗)-free hence irrn(∗)(B˜ )> λ+ but irr2n(∗)+1(B˜ )= λ”.

Proof. Putting together the claims.2
Conclusion 15.10.If λ= λ<λ > ℵ0 and the forcing notionP is P =∏n P

n
λ (wherePnλ is

from Definition 15.2) then
(∗) P is aλ-completeλ+-c.c. forcing notion, and inV P for some Boolean algebrasBn

(n < ω) we have
(a) irrn(Bn)= λ+, irr2n+1(Bn)= λ,
(b) forD a nonprincipal ultrafilter onω,

λ+ 6 irr

(∏
n<ω

Bn/D
)
,

∏
n<ω

irr(Bn)/D= λω/D = λ,

(c) so irr(
∏
n<ωBn/D) >

∏
n<ω irr(Bn)/D.

Proof. The λ+-c.c. follows from 15.7(2). TheBn are from 15.2. The proof that
P
“irr n(B˜ n)= λ+ but irr2n+2(B˜ )= λ′ is like the proof of 15.9.

Concerning irr(
∏
n<ω B˜ n/D)= λ+ usex∗α = 〈xnα : n < ω〉/D ∈∏n<ωB˜ n/D. 2
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Comment 15.10A.Surely in 15.9 we can fix exactly then such that irrn(B) = λ+,
irrn+1(B) = λ. For this it suffices to demand in 15.8 thatk = n(∗) + 2. Let a` ∈ Bp`
(for ` < k) be such that OPp`,p0(a0)= a` and replace (b) in the conclusion by

(b)′ for some Boolean termτ ,

Ba |= “a0= τ (a1, . . . , an(∗)+1)” .

In fact,

τ (x1, . . . , xn(∗)+1)=
n(∗)⋃
i=1

[ i−1⋂
m=1

(xm4xm+1)∩
(− (xi4xi+1)

)]
.

In the proof we letuq =⋃m<k u
pm and

F
q
` =

{
f ∈ (up)2: form< k we havefm =: f � upm belongs toFpm` and for some

i ∈ {1, . . . , n(∗) − `} we have:j ∈ {1, . . . , i − 1} ⇒ [f̂j (aj ) =
0 ⇔ f̂j+1(aj+1)= 1] andf̂i (ai)= f̂i+1(ai+1)= f̂0(a0)

}
(where forf ∈ Fpm` , f̂ is the homomorphism fromBq into {0,1} whichf induces).

Claim 15.11. Assume
(A) λ= tcf(

∏
i<δ λi/J ),

(B) λ̄= 〈λi : i < δ〉 is a sequence of regular cardinals> |δ|,
(C) λi > max pcf{λj : j < i}, so necessarilyJ bd

δ ⊆ J ,
(D) 〈Aζ : ζ < κ〉 is a sequence of pairwise disjoint members ofJ+,
(E) D is a uniform ultrafilter onκ .

Then, we can find a Boolean algebraBζ for ζ < κ such that forinv ∈ {s, hd,hL} (see
Monk[12])

(a) inv+(Bζ )6 λ soλ= χ+ ⇒ inv(Bζ )6 χ (moreoverinv+2 (B3)6 λ; see[15]),
(b) inv+(

∏
ζ<κ Bζ /D) > λ (so ifλ= χ+ theninv(

∏
ζ<κ Bζ /D)> λ).

Proof. Let η̄ = 〈ηα : α < λ〉 be a<J -increasing cofinal sequence of members of
∏
i<δ λi

such that

ζ < κ⇒ λζ >
∣∣{ηα � ζ : α < λ}∣∣

(suchη̄ exists by [25, II 3.5]). We define(B∗ζ,i x̄
−
ζ,i , x̄

+
ζ,i) for ζ < κ , i < δ as follows. Let

Ii = J bd
λi

, sox̄−ζ,i = 〈x−ζ,i,α : α < λi〉, x̄+ζ,i = 〈x+ζ,i,α : α < λi〉.
Case 1. i /∈ ⋃{Aε: ε ∈ [ζ, κ)}. Let Bζ,i be the Boolean algebra generated by
{x−ζ,i,α, x+ζ,i,α : α < λi} freely except thatx−ζ,i,α 6 x

+
ζ,i,α , and(x+ζ,i,α − x−ζ,i,α) ∩ (x+ζ,i,β −

x−ζ,i,β)= 0 whenα < β < λi .

Case2. i ∈⋃{Aε: ε ∈ [ζ, κ)}. Let Bζ,i be the Boolean algebra generated by{x−ζ,i,α,
x+ζ,i,α: α < λi} freely except that

α < β⇒ x−ζ,i,α 6 x
+
ζ,i,α 6 x

−
ζ,i,β 6 x

+
ζ,i,β

(e.g.,Bζ,i ⊆ P(λi), x−ζ,i,α = [0,4α+ 1), x+ζ,i,α = [0,4α+ 2)).
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Let Bζ be constructed as in 12.1, 12.3 from̄λ, 〈Ii : i < δ〉, (Bζ,i , x̄−ζ,i, x̄+ζ,i) for i < δ,

and letyζα , yζη be as there.

Now inv+(
∏
ζ<κ Bζ /D) > λ is exemplified by〈y∗α : α < λ〉 wherey∗α = 〈yζα : ζ < κ〉/D,

because forα < λ, u⊆ λ \ {α} finite, for someζ ∗ < κ , we haveβ ∈ u ⇒ `g(ηα ∩ ηβ) ∈
δ\⋃ε∈[ζ,κ) Aε, hence

ζ ∈ [ζα,β, κ)⇒Bζ � yζα −
⋂
β∈u

y
ζ
β > 0.

Hence{ζ < κ : Bζ � yζα ∩ yζβ = 0} ⊇ [ζα,β, κ) ∈ D and therefore
∏
ζ<κ Bζ /D � “y∗α −⋂

β∈u y∗β > 0”.

Lastly inv+(2)(Bζ ) 6 λ follows by 12.17(2) forτ (x0, x1, x2) = (x1 − x0 ∪ x2) with the
variables permuted according to the particular inv.2
Claim 15.12. Claim 15.11holds forLengthtoo.

Proof. We repeat the proof of 15.11, but in the definition ofBζ,i just interchange the two
cases.

Case1. i /∈⋃{Aε: ε ∈ [ζ, κ]}. LetBζ,i be asBζ,i in case 2 in the proof of 15.11.
Case2. i ∈⋃{Aε: ε ∈ [ζ, κ)}. As in case 1 in the proof of 15.11 or just letB i,ζ be

generated by{x−α , x+α : α < λi}, {x−ζ,i,α, x+ζ,i,α: α < λi} freely exceptx−ζ,i,α 6 x
+
ζ,i,α .

Now for α < β < λ, letting i(α,β) = Min{i: ηα(i) 6= ηβ(i)} and ζα,β = Min{ζ :
i(α,β) /∈⋃{Aε: ε ∈ [ζ, κ)} we have

ζ ∈ [ζα,β, κ)⇒Bζ,i � “yζα 6 y
ζ
β or yζβ < y

ζ
α”,

hence∏
ζ<κ

Bζ � “y∗α < y∗β or y∗β < y∗α”,

wherey∗α = 〈yζα : ζ < κ〉/D.
As for Length+(Bζ )6 λ, it is by 12.7(1). 2

Conclusion 15.13.
(1) If D is a uniform ultrafilter onκ , then for a class of cardinalsχ = χκ and Boolean

algebrasB i for i < κ such that, for inv∈ {s,hL,hd} we have:
(a) inv(B i )6 χ hence

∏
i<κ inv(B i )6 χ , or

(b) inv(
∏
i<κ B i/D)= χ+.

(2) Similarly with inv= Length.

Proof. Let χ be any strong limit singular cardinal of cofinality> κ . So by [25, VIII, §1]
we can find〈λi : i < cf(χ)〉, strictly increasing sequence of regular cardinals< χ with
tcf(

∏
i<cf(χ) λi/J

bd
cf(χ)) = χ+. Without loss of generality

∏
i<j λi < λj and let fori < κ ,

Ai = {ακ + i: α < cf(χ)}. So we can apply 15.11 (for part (1)) or 15.12 (for part (2)).2
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Remark. For cellularity similar results hold (in ZFC), i.e.,c(Bn)6 λ, c(
∏
n<ωBn) > λ,

see on it in Monk [12, pp. 61–62]; by [25, III 4.11, p. 181, 4.12] so this applies toλ= µ+
for λ > ℵ1 by [25, II, 4.1], [27], toλ inaccessible not Mahlo by [25, III 4.8(2), p. 177] and
for many Mahlo cardinals (see [25, III, 4.10A, p. 178]. For incomparability number (Inc)
similar results are proved “almost in ZFC”, see [28].
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