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SUlnmary. The pcf theorem (of the possible cofinability theory) was proved for 
reduced products TI Ai / I, where K, < mini< I< Ai. Here we prove this theorem under 

i<K 
weaker assumptions such as wsat(I) < mini<I< Ai, where wsat(I) is the minimal 
() such that K, cannot be divided to () sets ~ I (or even slightly weaker condition). 
We also look at the existence of exact upper bounds relative to <1 «1 -eub) as 
well as cardinalities of reduced products and the cardinals TD(A). Finally we apply 
this to the problem of the depth of ultraproducts (and reduced products) of Boolean 
algebras. 

o. Introduction 

An aim of the pcf theory is to answer the question, what are the possible cofinalities 
(pcf) of the partial orders TI Ai/I, where cf(Ai) = Ai, for different ideals I on K,. For 

i<K 

a quick introduction to the pcf theory see [Sh400a], and for a detailed exposition, see 
[Sh-g] and more history. In § 1 and §2 we generalize the basic theorem of this theory 
by weakening the assumption K, < mini<I< Ai to the assumption that I extends a 
fixed ideal I* with wsat(I*) < mini<I< Ai, where wsat(I*) is the minimal () such 
that K, cannot be divided to () sets ~ I* (not just that the Boolean algebra P(K,)/ I* 
has no () pairwise disjoint non zero elements). So §1, §2 follow closely [Sh-g, Ch. 
I=Sh345a], [Sh-g, II 3.1], [Sh-g, VIII §1]. It is interesting to note that some of 
(as presented in courses and see a forthcoming survey of Kojman) those proofs 
which look to be superseded when by [Sh420, §1] we know that for regular () < A, 
()+ < A=>:3 stationary S E I[A], S ~ {8 < A : cf(8) = ()}, give rise to proofs here 
which seem necessary. Note wsat(I*) ~ IDom(I*)I+ (and reg*(I*) ~ IDom(I*)I+ 
so [Sh-g, I §1, §2, II §1, VII 2.1, 2.2, 2.6] are really a special case of the proofs here. 

During the sixties the cardinalities of ultraproducts and reduced products were 
much investigated (see Chang and Keisler [CK]). For this the notion "regular filter" 
(and (A,p,)-regular filter) were introduced, as: if Ai::::: ~o, D a regular ultrafilter (or 
filter) on K, then TI Ai / D = (lim sup D Ai)". We reconsider these problems in §3 

i<K 

(again continuing [Sh-g]). We also draw a conclusion on the depth of the reduced 
product of Boolean algebras partially answering a problem of Monk; and make it 
clear that the truth of the full expected result is translated to a problem on pcf. 
On those problems on Boolean algebras see Monk [M]. In this section we include 
known proofs for completeness (mainly 3.6). 

Let us review the paper in more details. In 1.1, 1.2 we give basic definition 
of cofinality, true co finality, pcf(.x) and J <>' [.x] where usually .x = (Ai : i < K,) 

a sequence of regular cardinals, 1* a fixed ideal on K, such that we consider only 
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ideals extending it (and filter disjoint to it). Let wsat(I*) be the first 0 such that we 
cannot partition Ii to 0 I* -positive set (so they are pairwise disjoint, not just disjoint 
modulo I*). In 1.3, 1.4 we give the basic properties. In lemma 1.5 we phrase the 
basic property enabling us to do anything: (1.5(*)): liminf1 *(>-) ;::: 0 ;::: wsat(I*), 
Il V I* is 0+ -directed; we prove that Il V J<,\[>-] is A-directed. In 1.6, 1.8 we deduce 
more properties of (J<,\[>-] : A E pcf(>-)) and in 1.7 deal with <J<,,,[};)-increasing 

sequence (f", : a < A) with no <J<>.[};)-bound in Il >-. In 1.9 we prove pcf(>-) has a 
last element and in 1.10, 1.11 deal with the connection between the true cofinality 
of Il Ai/ D* and Il /-Li/ E when /-Li =: tcf( Il Ai/ Di) and D* is the E-limit of the 

i<K i<u i<K 

Di'S, 
In 2.1 we define normality of A for >-: J<,\[>-] = J<,\[>-] + B,\ and we define 

semi-normality: J<[>-] = J<,\[>-] + {B",: a < A1 where B",/J<>-[>-] is increasing. We 
then (in 2.2) characterize semi normality (there is a <J<>.[};rincreasing J = (f", : 
a < A) cofinal in Il >-/ D for every ultrafilter D (disjoint to I* of course) such that 
tcf(Il V D) = A) and when semi normality implies normality (if some such J has 
a <J<>.[};) -eub). 

We then deal with continuity system ii and <J<>.[};r increasing sequence obeying 
ii, in a way adapted to the basic assumption (*) of 1.5. 

Here as elsewhere if min(>-) ;::: 0+ our life is easier than when we just assume 
limsuP1*(>-);::: 0, Il>-/I* is O+-directed (where 0;::: wsat(I*) of course). In 2.3 we 
give the definitions, in 2.4 we quote existence theorem, show existence of obedient 
sequences (in 2.5), essential uniqueness (in 2.7) and better consequence to 1.7 (in the 
direction to normality). We define (2.9) generating sequence and draw a conclusion 
(2.10(1)). Now we get some desirable properties: in 2.8 we prove semi normality, in 
2.10(2) we compute cf(Il >-/ I*) as maxpcf(>-). Next we relook at the whole thing: 
define several variants of the pcf-th (Definition 2.11). Then (in 2.12) we show that 
e.g. if min(>-) > 0+, we get the strongest version (including normality using 2.6, i.e. 
obedience). Lastly we try to map the implications between the various properties 
when we do not use the basic assumption 1.5 (*) (in fact there are considerable 
dependence, see 2.13,2.14). 

In 3.1, 3.3 we present measures of regularity of filters, in 3.2 we present 
measures of hereditary cofinality of Il >-/ D: allowing to decrease >- and/or in­
crease the filter. In 3.4 - 3.8 we try to estimate reduced products of cardinalities 
Il Ail D and in 3.9 we give a reasonable upper bound by hereditary cofinality 
i<,.., 
(::; (01< /D + hcfD,o( Il A1))<O when 0;::: reg0 (D)). 

i<K. 

In 3.10-3.11 we return to existence of eub's and obedience and in 3.12 draw 
conclusion on "downward closure". On TD (f) , starting with Galvin and Hajnal 
[GH] see [Sh-g]. 

In 3.13 - 3.14 we estimate T D (>-) and in 3.15 try to translate it more fully to pcf 
problem (countable cofinality is somewhat problematic (so we restrict ourselves to 
TD(>-) > /-L = /-L NO ). We also mention ~l-complete filters; (3.16,3.17) and see what 
can be done without relaying on pcf (3.20)). 

Now we deal with depth: define it (3.18, see 3.19), give lower bound (3.22), com­
pute it for ultraproducts of interval Boolean algebras of ordinals (3.24). 
Lastly we connect the problem "does Ai < Depth+(Bi ) for i < Ii implies 
/-L < Depth+(Il Bi/D)" at least when /-L > 21< and (\fa < /-L)[laINO < /-L], to a 

i<K 

pcf problem (in 3.26). This is continued in [Sh589]. 
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In the last section we phrase a reason why 1.5(*) works (see 4.1), analyze the 
case we weaken 1.5(*) to lim inf/* (,\) ~ () ~ wsat(1*) proving the pseudo pcf-th 
(4.3). 

1. Basic pef 

Notation 1.0. I, J denote ideals on a set Dom(I), Dom(J) resp., called its domain 
(possibly U AEI A c DomI). If not said otherwise the domain is an infinite cardinal 
denoted by K and also the ideal is proper i.e. Dom(I) r:f. I. Similarly D denotes a filter 
on a set DomD; we do not always distinguish strictly between an ideal on K and the 
dual filter on K. Let>. denote a sequence of the form (Ai: i < K). We say ,\ is regular 
if every Ai is regular, min>' _ = min { Ai: i < K} (of course also in ~ we can replace K 
by another set), and let IT A = IT Ai; usually we are assuming A is regular. Let 1* 

i<K 

denote a fixed ideal on K. Let I+ = P(K) \ I (similarly D+ = {A <:;;; K: K \ A rf. D}), 
let 

liminf'\ = min{fL:{i < K:Ai:::: fL} E I+} and 
I 

lim sup,\ = min{fL: {i < K: Ai > fL} E I} and 
I 

atomI>' = {fL: {i: Ai = fL} E I+}. 

For a set A of ordinals with no last element, J~d = {B <:;;; A: sup(B) < sup(A)}, 
i.e. the ideal of bounded subsets. Generally, if inv(X) = sup{lyl: 1= cp[X, y]} then 
inv+(X) = sup{IYI+:1= cp[X,y]}, and any y such that 1= cp[X,ylis a witness for 
Iyl :::: inv(XJ (and Iyl < inv+(X)), and it exemplifies this. Let A;;['\] = (A;',:a < 
()) = (AiI,,,,[A]: a < ()) be defined by: A;', = {i < K: Ai > a}. Let Ord be the class of 
ordinals. 

Definition 1.1. 

(1) For a partial order' P: 
(a) P is A-directed if: for every A <:;;; P, IAI < A there is q E P such that 

/\PEA p :::: q, and we say: q is an upper bound of A; 
(b) P has true cofinality A if there is (p",: a < A) cofinal in P, i.e.: /\"'<f3 p", < 

Pf3 and \lq E P[Va <.\ q :::: p"'] [and one writes tcf(P) = A for the minimal 
such A] (note: if P is linearly ordered it always has a true cofinality but 
e.g. (w, <) x (Wl, <) does not). 

(c) P is called endless if \lp E P3q E P[q > p] (so if P is endless, in clauses 
(a), (b), (d) above we can replace:::: by <). 

(d) A <:;;; P is a cover if: \lp E P3q E A[P :::: q]; we also say "A is cofinal in P". 
(e) cf(P) = min{IAI: A <:;;; P is a cover}. 
(f) We say that, in P, p is a lub (least upper bound) of A <:;;; P if: 

(a) p is an upper bound of A (see (a)) 
((3) if pi is an upper bound of A then p :::: p'. 

(2) If D is a filter on 8, as (for 8 E 8) are ordinals, f, 9 E IT as, then: f / D < g/ D, 
sES 

f <D 9 and f < gmodD all mean {8 E 8:f(8) < g(8)} E D. Also if f, 9 are 
partial functions from 8 to ordinals, D a filter on 8 then f < 9 mod D means 

, actually we do not require p :::: q :::: p => p = q so we should say quasi partial 
order 
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{i E Dom(D) : i ~ Dom(J) or f(i) < g(i) (so both are defined)} belongs to 
D. We write X = A mod D if Dom(D) \ [(X \ A) U (A \ X)] belongs to D. 
Similarly for :S:, and we do not distinguish between a filter and the dual ideal 
in such notions. So if J is an ideal on K, and f, 9 E IT A, then f < 9 mod J iff 
{i < K,: 'f(i) < g(i)} E J. Similarly if we replace the as's by partial orders. 

(3) For f, g: S --+ Ordinals, f < 9 means /\sES f(8) < g(8); similarly f :s: g. 
SO (IT A,:S:) is a partial order, we denote it usually by IT A; similarly IT f or 
IT f(i). 
i<K 

(4) If I is an ideal on K" F ~ "Drd, we call 9 E "Drd an :S:l-eub (exact upper 
bound) of F if: 
(a) 9 is an :S:l-upper bound of F (in KOrd) 
(/J) if hE "Drd, h <I Max{g, I} then for some f E F, h < max{J, l}modI. 
(-y) if A ~ K" A f= o mod I and [J E F '* f I A =1 OA, i.e. {i E A:f(i) f= O} E 

1] then 9 I A = J 0 A· 

(5) (a) We say the ideal I (on K,) is 8-weakly saturated if K, cannot be divided to 
8 pairwise disjoint sets from I+ (which is P(K,) \ 1) 

(b) wsat(I) = min{e: I is e-weakly saturated} 

Remark 1.lA. 

(1) Concerning 1.1(4), note: g' = Max{g, I} means g'(i) = Max{g(i), I} for each 
i < K,; if there is f E F, {i < K,: f(i) = O} E I we can replace Max{g, I}, 
Max{J, I} by g, f respectively in clause ((3) and omit clause (-y). 

(2) Considering IT f(i), <1 formally if C::Ji)f(i) = 0 then IT f(i) = 0; but we 
i<"" i<K 

usually ignore this, particularly when {i : f( i) = O} E I. 

Definition 1.2. Below if r is "a filter disjoint to I", we write I instead r. 
(1) For a property r of ultrafilters: 

pcf rCA) = pcf(A, r) = {tcf(I1 AI D): D is an ultrafilter on K, satisfying r} 

(so A is a seq.'lence of ordinals, usually of regular cardinals, note: as D is an 
ultrafilter, IT AI D is linearly ordered hence has true cofinality). 

(IA) More generally, for a property r of ideals on K, we let pcf rCA) = {tcf(ITAI J): J 
is an ideal on K, satisfying r such that IT AI J has true cofinality}. Similarly 
below. 

(2) J <A [A, rL = {B ~ K,: for no ultrafilter D on K, satisfying r to which B belongs, 
is tcf(ITAID) 2: A}. 

(3) J::;A[A.J] = J<A+ [A,ll 
(4) pcfr(A,I) = {tcf(ITAID): D a filter on K, disjoint to I satisfying r}. 
(5) If B E I+, pcfl(A I B) = pcfl+(K\B)(A) (so if B E I it is 0), also J<A(A 

B, 1) ~ PCB) is defined similarly. 
(6) If I = 1* we may omit it, similarly in (2), (4). 
If r = n. = {D: D a filter on K, disjoint to 1*} we may omit it. 

Remark. We mostly use pcf(A), J<A[A]. 

Sh:506



424 Saharan Shelah 

Claim 1.3. 
(0) (D>-, <J) i'J,nd (ll)..,:5:J) i'J,re en~less (even when each Ai is just a limit ordinal); 
(1) min(pcfl(A» :::: liminfl(A) for A regula]"; _ 
(2) (i) If BI <;;; B2 are from 1+ then pcfl(A r B I ) <;;; pcfl(A r B2); 

(ii) if 1 <;;; J then pcfJ ()") <;;; pcfIL>-); and _ _ 
(iii) for B I , B2 <;;; K, we have pcfl(A r (BI UB2 » = pcfl(A r B I ) U pcfl(A r B2). 

Also 
(iv) A E J<>-[).. r (BI U B 2)] {o} An BI E J<>-[>- r Bd & An B2 E J<>.[).. r B 2] 
(v) If AI, A2 E 1+, Al n A2 = 0, Al U A2 = K" and tcf(ll>- r AR,<I) = A 

for £. = 1, 2 then tcf(ll >-, <I) = A; and if the sequence J = (f 0< : a < A) 
witness both assumptions then it witness the conclusion. 

(3) (i) if BI <;;; B2 <;;; K" BI finite and >- regular then 

pcfl (>- f B 2 ) \ Rang(>- fBI) <;;; pcfl (>- f (B2 \ B I» <;;; pcfl (>- f B 2) 

(ii) if in adlcition i E BI '* J.i < min(Rangj>- f (B2 \ B I)]), 
then pcfl(A f B2) \ Rang(A r B I ) = pcfl(A r (B2 \ BI». 

(4) Let >- be regular (Le. each Ai is regular); 
(i) If e = lim inf 1>- then II >-/1 is e-directed 
(ii) If e = lim inf I ).. is singular then II >-; 1 is e+ -directed 
(iii) If e = liminfl )" is inaccessible (i.e. a limit regular cardinal), the set {i < 

K, : Ai = e} is in the ideal 1 and for some club E of e, {i < K,: Ai E 
E} E 1 then II >-/1 is e+ -directed. We can weaken the assumption to 
"1 is not weakly normal for >-" (defined in the next sentence). Let "1 is 
not medium normal for (e, >-)" mean: for some hEll >-, for no j < e 
is {i < K,: Ai S e '* h(i) < j} = K,mc:?d1; and let "1 is not weakly 
normal for (e,A)" mean: for some h EllA, for no « liminfl(A) = e, is 
{i < K,: Ai :5: e '* h( i) < (} E 1+ . __ 

(iv) If {i : Ai = e} = K, mod 1 and 1 is medium normal for A then (ll A, <I) 
has true cofinality e. 

(v) If II >-/1 is e-directed then cf(ll >-/1) :::: e and min pcf l(ll >-) :::: e. 
(vi) pcfL (>-) is non empty set of regular ca~dinals. [see part (7)] 

(5) Assume A is regular and: if e' =: limsuPI(A) is regular then 1 is not medium 
normal for (e', >-). Then pcf I (>-) <;?; (lim sup I (>-» +; in fact for some ideal J 
extending 1, II >-/ J is (lim sup I (>-) )+ -directed. 

(6) If D is a filter on a set S and for s E S, as is a limit ordinal then: 
(i) cf(llsEsa" <D) = cf(llsEs cf(as), <D) = cf(llsEs(as, <)/ D), and 
(ii) tcf(llsEsa" <D) = tcf(llsEs(cf(as), <D» = tcf(llsEs(as, <)/ D). 
In particular, if one of them is well defined, then so are the others. This is true 
even if we replace as by linear orders or even partial orders with true co finality. 

(7) If D is an ultrafilter on a set S, As a regular cardinal, then e =: tcf(llsEsAs, <D) 
is well defined and () E pcf( {As: s E S}). 

(8) If D is a filter on a set S, for s E S, As is a regular cardinal, S* = {As: s E S} 
and 

E =: {B: B <;;; S* and {s: As E B} E D} 
and As > lSI or at least As > I{t : At = As}1 for any s E S then: 
(i) E is a filter on S*, and if D is an ultrafilter on S then E is an ultrafilter 

on S*. 
(ii) S* is a set of regular cardinals and 

if s E S '* As> lSI then (VA E S*)A > IS*I, 
(iii) F = {f E llsEsAs: s = t '* J(s) = J(t)} is a cover of llsEsAs, 
(iv) cf(llsEsAs/ D) = cf(llS* / E) and tcf(llsEsAs/ D) = tcf(llS* / E). 
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(9) Assume I is an ideal on 1>" F ~ "Drd and 9 E "Drd. If 9 is a S:I-eub of F then 
9 is a S:I-lub of F. 

(10) suppcfI (>') s: In>'/II 
(11) If I is an ideal on Sand (n as, <I) has true co finality A as exemplified by 

sES 

J = (fa : a < A) then the function (as: S E S) is a <I -eub (hence <I -lub) 
of 1. 

(12) The inverse of (11) holds: if I is an ideal on S and fa E sOrd for a < A = cf(A), 
(fa : a < A) is <I-increasing with <I -eub f 
then tcf(n f(i), <J) = tcf(n cf(f(i)], <I) = A. 

i 

(13) If I ~ J are ideals on I>, then 
(a) wsat(I) 2:: wsat(J) 
(b) lim inf I (>.) s: lim inf J(>') 
(c) if A = tcf( n Ai, <I) then A = tcf( n Ai, <J) 

i<"" i<,.., 
(14) If Jr, h are <I -lub of F then Jr =I h· 
Proof. They are all very easy, e.g. 

(0) We shall show (n>., <J) is endless (assuming, of course, that J is a proper 
ideal on 1>,). Let fEn>', then 9 =: f + 1 (defined (f + l)Cr) = fCr) + 1) is in n>. 
too as each Aa being an infinite cardinal is a limit ordinal and f < 9 mod J. 

(5) Let e' =: limsuP1(>') and define 

J =: {A ~ 1>,: for some e < e', {i < I>, : Ai > e and i E A} belongs to I}. 

Clearly J is an ideal on I>, extending I (and I>, if. J) and limsupJ(>') = liminfJ(>') = 
e'. 
Case 1: e' is singular 

By part (4) clause (ii), n>-;J is (e')+-directed and we get the desired conclu­
sion. 
Case 2: e' is regular. 

Let hEn>. witness that "I is not medium normal for (e', >')" and let 

J* = {A ~ 1>,: for some j < e' we have {i E A : h( i) < j} = A mod I}. 

Note that if A E J then for some e < e', A' =: {i E A : ei > e} E I hence 
the choice j =: e witness A E J*. So J ~ J*. Also J* ~ P(I>,) by its definition. 
J* is closed under subsets (trivial) and under union [why? assume Ao, Al E J*, 
A = A o U AI; choose jo, j1 < a' such that A~ =: {i E Ae : h(i) < je} = Ae mod I, 
so j =: max{jo,j1} < e and A' = {i E A : h(i) < j} = A mod I; so A E J*). Also 
I>, if. J* [why? as h witness that I is not medium normal for (e',>')J. So together J* 
is an ideal on I>, extending I. Now J* is not weakly normal for (e, >'), as witnessed 
by h. Lastly n>'/J* is (e')+-directed (by part (4) clause (iii)), and so pcfJ (>') is 
disjoint to (e') + . 

(9) Let us prove 9 is a S:1 -lub of F in (I<Ord, S:1)' As we can deal separately 
with I + A, I + (I>, \ A) where A =: {i:g(i) = O}, and the later case is trivial we can 
assume A = 0. So assume 9 is not a S:1 -lub, so there is an upper bound g' of F, 
but not 9 S:I g'. Define g" E "Drd: 

"(. _{O ifg(i)S:g'(i) 
9 z) - g'(i) if g'(i) < g(i) . 

Clearly g" <1 g. So, as 9 in an S:I -eub of F for I, there is f E F such that 
g" <I max{f, I}, but B =: {i:g'(i) < g(i)} i= 0modI (as not 9 S:I g') so g' f B = 
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g" f B <1 max{f, I} f B. But we know that f -:;'1 g' (as g' is an upper bound of F) 
hence f f B -:;'1 g' f B, so by the previous sentence necessarily f f B =1 OB hence 
g' f B =1 OB; as g' is a -:;'1-upper bound of F we know [J' E F =? l' f B =1 OB], 
hence by (-y) of Definition 1.1(4) we have 9 f B =1 OB, a contradiction to B rf. I 
(see above). 11.3 

Remark 1.3A. In 1.3 we can also have the straight monotonicity properties of 

CLAIM 1.4: 

(1) J<A[>'] is an ideal (ofP(K) i.e. on K, but the ideal may not be proper). 
(2) if A -:;. IL, then J<A[>'L~ J<,.,[>'] _ _ 
(3) if A is singlllar, J<A [A] = J d+ [Al = J9 [Al 
(4) if A if. pcf(A), then we have J<A[A] = J9 [A]. 
(5) If A ~ K, A if. J<A[>']' and f", E IT>- fA, (1",:0: < AI is <J<>'[>-rincreasing 

cofinal in (IT >- fA) j J < A [>-] then A E J 9 [>-]. Also this holds when we replace 
J<A[>-] by any ideal Jon K, 1* S J ~ J9 [>-]. 

(6) The earlier parts hold for J<A[A, r] too. 

Proof. Straight. 

LEMMA 1.5: Assume 

( *) >- is regular and 
(0:) min>- > e ::::: wsat(I*) (see 1.1(5)(b)) or at least 
((3) liminfI*(>-)::::: e::::: wsat(1*), and IT>-j1* is O+-directed**. 

If A is a cardinal::::: 0, and K if. J<A[>-] then (IT>-, <J<A[>-)) is A-directed (remember: 

J<A[>-] = J<A[>-' r]). 

Proof· Note: if f E IT>- then f < f + 1 E IT>-, (i.e. (IT>-, <JA[>-)) is endless) where 
f + 1 is defined by (J + l)(i) = f(i) + 1). Let F ~ IT>', IFI < A, and we shall prove 
that for some 9 E IT>' we have (\:If E F)(J -:;. gmodJ<A[>-])' this suffices. The proof 
is by induction on IFI. If IFI is finite, this is trivial. Also if IFI -:;. e, when (0:) of (*) 
holds it is easy: let 9 E IT>- be g(i) = sup{J(i): f E F} < Ai; when ((3) of (*) holds 
use second clause of ((3). So assume IFI = IL, 0 < IL < A so let F = {J~: 0: < IL}. 
By the induction hypothesis we can choose by induction on 0: < IL, f~ E IT>- such 
that: 

(a) f~ -:;. f~ mod J<A [>-] 
(b) for (3 < 0: we have fJ < f~ modJ<A[>']. 

If IL is singular, there is C ~ IL unbounded, lei = cf(IL) < IL, and by the induction 
hypothesis there is 9 E IT>- such that for 0: E e, f~ -:;. gmodJ<A[>-]. Now 9 is as 
required: f~ -:;. f~ ::; f;;'in(C\",) -:;. 9 mod Jd [>-]. So without loss of generality IL is 
regular. Let us define A; =: {i < K: Ai > 1c:1} for c: < 0, so c: < <; < e =? A( ~ A; 
and c: < 0 =? A; = K mod 1*. Now we try to define by induction on c: < e, go, 
0:" = o:(c:) < IL and (B;: a < ILl such that: 

** note if cf( 0) < e then "0+ -directed" follows from "e-directed" which follows 
from "lim infI* (,\) ::::: 0, i.e. first part of clause ((3) implies clause ((3). Note 
also that if clause (a) holds then IT V 1* is e+ -directed (even (IT >-, <) is e+­
directed), so clause (a) implies clause ((3). 
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(i) ge E TI~ 
(ii) for E < ( we have ge I A;; S; g( I A;; 
(iii) for a < J.L let B~ =: {i < K: f~(i) > ge(i)} 
(iv) for each E < e, for every a E [ae+l,J.L), B~ i= B~+lmodJ<.\[~]. 

We cannot carry this definition: as letting a( *) = sup{ a e : E < e}, then a( *) < J.L 
since J.L = cf(J.L) > e. We know that B~(*) n A;+l i= B:i*\ n A;+l for a < e (by 

(iv) and as A;+l = KmodI* and 1* <:;:; J<.\[~]) and B~(*) <:;:; K (by (iii)) and 

[E < ( =? B~(*) n A;; <:;:; B~(*)] (by (ii)), together (A;+l n (B~(*) \ B:i*\):E < e) 
is a sequence of e pairwise disjoint members of (1*)+, a contradiction*** to the 
definition of e = wsat(I*). 
Now for E = 0 let gi be f6 and a e = O. 
For 10 limit let ge(i) = U«e g((i) for i E A; and zero otherwise (note: ge E TI~ as 

E < e, Ai > E for i E A; and ~ is a sequence of regular cardinals) and let a e = O. 
For E = ( + 1, suppose that g( hence (B£: a < J.L) are defined. If B£ E J<.\[~] 
for unboundedly many a < J.L (hence for every a < p,) then g( is an upper bound 
for F mod J<.\[~] and the proof is complete. So assume this fails, then there is a 

minimal aCE) < J.L such that B~(e) rt J<.\[>-]. As B~(e) rt J<.\[~], by Definition 1.2(2) 

for some ultrafilter D on K disjoint to J<.\[>-] we have B~(E) ED and cf(TI~/ D) ~ A. 

Hence {f~/D:a < J.L} has an upper bound helD where he E TI~. Let us define 

ge E TI>-: 
ge(i) = Max{gdi) , he(i)}. 

Now (i), (ii) hold trivially and B~ is defined by (iii). Why does (iv) hold (for 
1 1 [-] () with a(+l = a e =: aCE)? Suppose aCE) S; a < p,. As fa(e) S; fa mod J<.\ A 

clearly B~(e) <:;:; B£ modJ<.\[>-]. Moreover J<.\[>-] is disjoint to D (by its choice) so 

B~(e) E D implies B£ E D. 
On the other hand B~ is {i < K: f~(i) > ge(i)} which is equal to {i E ~: f~(i) > 
gdi), he(i)} which does not belong to D (he was chosen such that f~ S; he mod D). 
We can conclude B~ rt D, whereas B£ E D; so they are distinct modJ<.\[~] as 
required in clause (iv). 

Now we have said that we cannot carry the definition for all E < e, so we are 
stuck at some 10; by the above 10 is successor, say E = (+ 1, and g( is as required: 
an upper bound for F modulo J<.\[~]. 11.5 

LEMMA 1.6: If (*) of 1.5, D is an ultrafilter on K disjoint to I* and A = tcf(TI~, <D), 
then for some BED, (TI>- I B, <J<,,,[,xj) has true cofinality A. (So B E JS.\[~] \ 
J<.\[~] by 1.4(5).) 

Proof. By the definition of J<.\[>-] clearly we have D n J<.\[~] = 0. 
Let (fa/ D: a < A) be increasing unbounded in TIV D (so fa E TI~). By 1.5 without 
loss of generality (\:1(3 < a) (f{3 < fa mod J<.\ [>-]). 
Now 1.6 follows from 1.7 below: its hypothesis clearly holds. If /\a<.\ Ba = 0 mod D, 
(see (A) of 1.7) then (see (D) of 1.7) JnD = 0 hence (see (D) of 1.7) g/ D contradicts 
the choice of (f",/D:a < A). So for some a < A, Ba ED; by (C) of 1.7 and 1.4(5) 
we get the desired conclusion. 11.6 

*** in fact note that for no Be <:;:; K (E < e) do we have: Be i= B e+1 mod 1* and 
10 < ( < e =? Be n A( <:;:; B( where A( = K mod I* (e.g. A( = A;;) 
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LEMMA 1.7: Suppose (*) of 1.5, cf(A) > 0, fa E TI>-, f", < f,amodJ<>.[>-) for 
a < (3 < A, and there is no 9 E TI>- such that for every a < A, fa < gmodJ<>.[>-). 
Then there are Ba (for a < A) such that: 

(A) Ba <;::: '" and for some a(*) < A:a(*) Sa < A =? Ba rf. J<>.[>-) 
(B) a < (3 =? Ba <;::: B,a mod J<>.[>-) (Le. Ba \ B,a E J<>.[>-J) 
(C) for each a, (J,a I Ba: j3 < A) is cofinal in (TI>' I B a , <J<>.[Xj) (better restrict 

yourselves to a ::::: a(*) (see (A» so that necessarily B", rf. J<>.[>.J);. 
(D) for some 9 E TI>', /\a<>. fa S g~odJ wheret J = J<>.[>') + {B",:a < A}; 

in fact 

(D)+ for some 9 E I1>' for every a < A, we havet fa S gmod(J<>.[>') + B a ), in 
fact Ba = {i < "': fa (i) > g(i)} 

(E) if 9 S g' E I1>', then for arbitrarily large a < A: 

(hence for every large enough a < A this holds) 
(F) if 8 is a limit ordinal < A, 10 is a SJ<>.[Xj -lub of {fa: a < 8} then B8 is a lub 

of {Boo: a < 8} in P(",)/ J<>.[>'). 

Proof of 1.7. Remember that for E < 0, A; = {i < K: Ai> lEI} so A; = KmodI* 
and E < ( =? A;; <;::: A;. We now define by induction on E < 0, ge, a( E) < A, 
(B~: a < A) such that: 

(i) ge E I1>' 
(ii) for ( < E, gc, I A; S go I A; 
(iii) B~ =: {i E K: f",(i) > ge(i)} _ 
(iv) if aCE) S a < A then B~ i= B~+l mod J<>. [A) 

For E = 0 let ge = fo, and aCE) = O. 
For E limit let ge(i) = Uc,<e gc,(i) if i E A; and zero otherwise; now 

[( < E =? gc, I A; S ge I A;) 

holds trivially and ge E I1>' as each Ai is regular and [i E A; {=? Ai > EJ), and let 
a(E) =0. 
For E = (+ 1, if {a < A: B£ E J<>.[>')} is unbounded in A, then gc, is a bound for 
(Ja:a < A)modJ<>.[>'J, contradicting an assumption. Clearly 

hence {a < A: B£ E J <>' [>.l} is an initial segment of A. So by the previous sentence 
there is aCE) < A such that for every a E [aCE), A), we have B£ rf. J<>.[>') (of course, 
we may increase aCE) later). If (B£:a < A) satisfies the desired conclusion, with 
aCE) for a(*) in (A) and gc, for 9 in (D), (D)+ and (E), we are done. Now among 
the conditions in the conclusion of 1.7, (A) holds by the definition of B£ and of 
aCE), (B) holds by B£'s definition as a < (3 =? fa < f,amodJ<>.[>'), (D)+ holds 
with 9 = gc, by the choice of B£ hence also clause (D) follows. Lastly if (E) fails, 
say for g', then it can serve as ge. Now condition (F) follows immediately from (iii) 
(if (F) fails for 8, then there is B <;::: B~ such that /\00<8 B£ <;::: B mod J<>.[>') and 

t Of course, if Ba = '" mod J <>' [>.l, this becomes trivial. 
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BhB!f:- J<,\[>-]; now the function g* =: (g( I (K\B))U(fo I B) contradicts "fo is a 
::;J<>J5\] -lub of {f",: 00< <5}", because: g* E TI >- (obvious), --(fo ::; g* mod J<,\[>-j) 

[why? as B~ \ B 1- J<A[>-] and g* r (B~ \ B) = g( I (B~ \ B) < fo r (B~ \ B) by the 
choice of B~J, and for a < <5 we have: 

fa I B ::;J<>J5\] fo I B = g* I Band 

fex I (K \ B) ::;J<>-[5\] g( I (K \ B) = g* I (K \ B) 

(the ::;Jo [5\] holds as (K\B)nB£ E J<,\[>-] and the definition of B£). So only clause 

(C) (of 1.7) may fail, without loss of generality for 00= aCe). I.e. (f{3 I B~(e): f3 < A) 

is not cofinal in (TI>- r B~(e)' <Jo[5\])' As this sequence of functions is increasing 
. - ( 

w.r.t. <J<>-[5\] , there IS ha E TI(A r B",(e») such that for no f3 < A do we have 

ha ::; f{3 r B!(e) mod J<A[>-]' Let h~ = he U O(I<\B~(e) and ge E TI>- be defined by 

gc(i) = Max{g,;{i) , h~(i)}. Now define B; by (iii) so (i), (ii), (iii) hold trivially, and 
we can check (iv). 

So we can define ge, a( e) for e < 0, satisfying (i)-(iv). As in the proof of 1.5, this 
is impossible: because (remembering cf(A) = A > 0) letting 00(*) =: Ue<o aCe) < A 
we have: (B~(*) n A2:e < () is ~-decreasing, for each ( < 0, and A; = Kmod1* 

and B:t*\ # B~(*) mod J<A[>-] so (B~(*) n A;+1 \ B:(*\: e < 0) is a sequence of 0 

pairwise disjoint members of (J<,\[>-j)+ hence of (I*)+ which give the contradiction 
to (*) of 1.5; so the lemma cannot fail. II. 7 

LEMMA 1.8: Suppose (*) of 1.5. 

(1) For every B E J 9 [>-] \ J<,\[>-J, we have: 

(ll >- I B, <J<>-[5\]) has true cofinality A (hence A is regular). 

(2) If D is an ultrafilter on K, disjoint to 1*, then cf(TI>'/ D) is min{A: Dn J9[>-] # 
0}. 

(3) (i) For A limit J<,\[>-] = UI'<'\ J<I'[>-] hence 

(ii) for every A, J<A[>-] = UI'<'\ J:::;I'[>-]' 
(4) J9[~] # J<~[>-] iff J9[>-] \ J<,\[>-] # 0 iff A Epcf(>-). 
(5) J9 [Al/J<A [A] ~ A-directed (Le. if B"( E J9[A] for, < ,*, ,* < A then for 

some B E J9[A] we have B"( ~ BmodJ<,\[A] for every, < ,*.) 

Proof. (1) Let 

J = {B ~ K: BE J<A[>-] or BE J9[>-] \ J<,\[>-] and 

(TI>- I B, <J<>-[5\]) has true cofinality A}. 

By its definition clearly J ~ ..[9 [>-]; it is quite easy to check it is an ideal (use 
1.3(21(v)). Assume J # J9[A] and we shall get a contradiction. Choose B E 
J9[A] \ J; as J is an i~eal, there is an ultrafilter D.. on K such that: D n J = 0 ~nd 
BED. Now if tcf(TIVD) 2': A+, then B !f:- J9[A] (by the definition of J9[Aj); 
contradiction. On the other hand if F ~ TI\ IFI < A then there is g E TI>- such that 
(Vf E F)(f < gmodJ<,\[>-j) (by 1.§), so (Vf E F)[J < gmodD] (as J<,\[>-] ~ J, 
D n J = 0), and this implies cf(TIA/D) 2: A. By the last two sentences we know 

that tcf(TIV D) is A. Now by 1.6 for some C ED, (TI(>- I C), <Jo [5\] ) has true 
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co finality A, of course C n B <;;; C and C n BED hence C n B rj J<.x[>-]. Clearly if 
C' <;;; c, c' rf- J<.x[>-] then also (TI>- r C', <Jo.[>-l) has true cofinality A, hence by 
the last sentence without loss of generality C <;;; B; hence by 1.4(5) we know that 
C E J9[>-] hence by the definition of J we have C E J. But this contradicts the 
choice of D as disjoint from J. 

We have to conclude that J = J<.x[>-] so we have proved 1.8(1). 
(2) Le! A be minimal such that D n J9[>-L =1= 0 (it exists as by 1.3(~0) 

J«TI ),)+ [A] = P(K)) and choose BED n J9 [A]. So [IL < A =? B rf- J:O;JL[AJ] 

(by the choice of A) pence by 1.8(3)iii) below, we have B rf- J<.x[>-j. It similarly 
follows that DnJ<.x[Aj = 0. Now (TIA r B,<Jo.[Xl) has true cofinality A by 1.8(1). 
As we know that BED n J 9 [>-J, and J <.x [>-] n D = 0; clearly we have finished the 
proof. 

(3) (i) Let J =: UJL<.x J<JL[>-]. Now J is an ideal by 1.4(1)+(2) and (TI>-, <J) is 

A-directed; i.e. if 00* < A and {f",: 00< a*} <;;; TI>-, then there exists f E TI>- such 
that 

(Va < 00*) (f '" < f mod J). 

[Why? if 00* < e+ as (*) of 1.5 holds, this is obvious, suppose not; A is a limit 
cardinal, hence there is IL* such that 00* < IL* < A. Without loss of generality 
100*1+ < IL*· By 1.5, there is f E TI>- such that (Va < a*)(f", < fmodJ<JL*[>-]). 
Since J<JL*[>-] <;;; J, it is immediate that 

(Va < 00*) (f '" < f mod J).j 

Clearly UJL<.x J<JL[>-] <;;; J<.x[>-] by 1.4(2). On the other hand, let us suppose that 

there is B E (J<.x[>-] \ UJL<.x J<JL[>-]). Choose an ultrafilter D on K such that BED 
and DnJ = 0. Since (D>-, <J) is A-directed and DnJ = 0, one has tcf(TI>-/ D) ::::: A, 
but BED n J<.x[>-J, in contradiction to Definition 1.2(2). 

(3)(ii) If A limit - by part (i) and 1.4(2); if A successor - by 1.4(2) and 
Definition 1.2(3). 

(4) Easy. 
(5) Let (lJ: a < A) be <J<>.[Xl+CK\B..,)-increasing and cofinal in TI>- (for "( < "(*). 

Let us choose by induction on a < A a function f", E TI >-, as a <J<>.[Xrbound to 
{f{3:(3 < a} U {fJ:,,( < "(*}, such f", exists by 1.5 and apply 1.7 to (1",:00 < A), 
getting (B~: a < A), now B~ for a large enough is as required. 11.8 

CONCLUSION 1.9: If (*) of 1.5, then pcf(>-) has a last element. 

Proof. This is the minimal A such that K E J 9 [>-j. >. exists, since A* =: ITI>-I E 

{A: K E J9[>-]} =1= 0 and by 1.4(2); and A E pcf(>-) by 1.8(4) and A = maxpcf(>-) 
by 1.4(7)+1.8(4). 11.9 

CLAIM 1.10: Suppose (*) of 1.5 holds. Assume for j < CT, D j is a filter on K extending 
{K\A: A E I*}, E a plter on CT and D* = {B <;;; ,..,: {j < CT: BE Dj } E E} (a filter on 
,..,). Let ILj =: tcf(D A, <Dj) be well defined for j < CT, and assume further ILj > CT+e 

(where e is from (*) of 1.5). 
Let 

Then A = IL (in particular, if one is well defined, than so is the other). 
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Pmoj. Wlog cr ::::: e (otherwise we can add fJ,j =: fJ,0, D j =: Do for j E e \ cr, 
and replace cr by e and E by E' = {A ~ e: A n cr E E}). Let (f~: ex < fJ,j) be an 
<Dj -increasing cofinal sequence in (0)-, <Dj ). 

Now £ = 0,1, for each 1 EO>', define Ge(f) E 0 fJ,j by Ge(f)(j) = min{ ex < 
j<rr 

fJ,j: if £ = 1 then 1 ::;: I~ mod D j and if £ = 0 then: not f~ < f mod D j } (it is well 
defined for 1 EO>' by the choice of (f~: ex < fJ,j). 
Note that for 11 , f2 E 0>' and £ < 2 we have: 

So 

f1 ::;: f 2modD* {o} B(l,J2) =: {i < K:l(i)::;: f2(i)} E D* 

{o} A(f1, f2) =: {j < cr: B(f1, f2) E D j } E E 

{o} for some A E E, for every i E A we have f1 ::;:Di f2 
=? for some A E E for every i E A we have 

Ge(f1)(i) ::;: Ge(f2)(i) 

{o} Ge(f1)::;: Ge(f2) modE. 

01 Ge is a mapping from (0 >., ::;:D*) into ( 0 fJ,j,::;:E) preserving order. 
j<a 

Next we prove that 
02 for every 9 E OJ<O"fJ,j for some 1 EO>', we have g::;: Go(f) modE. 

[Why? Note that min{fJ,j:j < cr} ::::: cr+ ::::: e+ and J<e[>-] ~ J::;rr[>']. By 1.5 we know 
(0)', <Js~[XI) is cr+ -directed, hence for some function f EO>': 

(*h for j < cr we have f~(j) < Imod J::;rr[>']. 
We here assumed cr < fJ,j, hence J::;rr [>.] ~ J</l-j [>.] (by 1.4(2» but J</l-j [>-] is disjoint 
to D j by the definition of J</l-j[>'] (by 1.8(2) + 1.3(13)(c» so together with (*h: 

(*)z for j < cr, f~(j) < fmodD j . 
So by the definition of Go for every j < cr we have g(j) < Go(f)(j) hence clearly 
9 < Go(f).] 

03 for f EO>' we have Go(f) ::;: G 1 (f) [Why? read the definitions] 
04 if h, h EO>' and G 1 (h) <E GO(f2) then h <D* h 

[Why? as G1(h) <E GO(f2) there is BEE such that: j E B =? G1(fd(j) < 
GO(f2)(j) so for each j E B we have h ::;:Dj fbdh)(j) (by the definition of G1(h» 

and fb,CJll(j) <D j h (as G 1(fd(j) < Go(fz)(j) and the definition of Go(fz)(j» so 
together h <Dj h· So A(h, h) = {i < K : h(i) < h(i)} satisfies: A(h,J2) E D j 
for every j E B but B was chosen in E, hence A(h, h) E D* (by the definition of 
D*) hence h <D* h as required] 
Now first assume A = tcf(O >., <D*) is well defined, so there is a sequence 1 = 

(fa : ex < A) of members of 0 >., <D*-increasing and cofinal. So (Go(fa) : ex < A) 
is ::;:E-increasing in 0 fJ,j (by (1), for every 9 E 0 fJ,j for some f E 0>- we have 

j<a j<a 

9 ::;:E Go(f) (why? by (2), but by the choice of J for some (J < A we have f <D* f{3 
hence by 01 we have 9 ::;:E Go(f) ::;:E Go(f(3) , so (Go(fa) : ex < A) is cofinal in 
( 0 fJ,j, <E). Also for every ex < A, applying the previous sentence to G(fa) + 1 
j<u 

(E 0 fJ,j) we can find (J < A such that G(fex) + 1 ::;:E G(f{3), so G(fa) <E G(fex), 
j<a 
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so for some club C of A, (Go(fa) : a E C) is <E-increasing cofinal in (f1 fJ,j, <E). 
j<o-

So if A is well defined then fJ, = tcf( f1 fJ,j, <E) is well defined and equal to A. 
j<o-

Lastly assume that fJ, is well defined i.e. f1 fJ,j / E has true co finality fJ" let 
j<o-

9 = (g(> : a < fJ,) exemplifies it. Choose by induction on a < fJ" a function fa and 
ordinals (300, "fa such that 

(i) fa E f15. and (300 < fJ, and "fa < fJ, 
(ii) g(3" <E Go(fa) S:.E G 1 (fa) <E g-Ya (so (300 < "fa) 
(iii) 001 < 002 < fJ, =? "fool < (3002 (SO (300 2: a) 

In stage a, first choose (300 = U{ "fa, + 1 : 001 < a}, then choose fa E f15. such 
that g(3a + 1 <E Go(fa) (possible by 02) then choose "fa such that G 1 (fa) <E g-y",. 
Now Go(fa) S:.E G 1 (fa) by 03. By 04 we have 001 < a2 =? fe'1 <D* fa2' Also if 
f E f15. then G 1 (f) E f1 fJ,j hence by the choice of g, for some a < fJ, we have 

j<o-

G 1(f) <E goo but a S:. (300 so G 1(f) <E goo S:.E Go(fa) hence by 04, f <D* fa. 
Altogether, (fa : a < fJ,) exemplifies that (f15., <D*) has true cofinality fJ" so A is 
well defined and equal to fJ,. 1l.11 

CONCLUSION 1.11: If (*) of 1.5 holds, and 0', p, = (fJ,j:j < 0'), (Dj:j < 0') are as 
in 1.10 and 0' + e < min(p,), and J is an ideal on 0' and I an ideal on '" such that 
I* <;;: I <;;: {A <;;: "': for some BE J for every j E O'\A we have B ~ D j } (e.g. 
1= I*) then pcfJ({fJ,j:j < O'}) <;;: pcfl (5.). 

Proof. Let E be an ultrafilter on 0' disjoint to J then we can define an ultrafilter 
D* on '" as in 1.10, so clearly D* is disjoint to I and we apply 1.10. lUI 

2. Normality of A E pcf(X) for X 

Having found those ideals J<>,[5.J, we would like to know more. As J<.\[5.] is in­
creasing continuous in A, the quesj;ion is ho~ Jd5.], J<,\+ [5.] are related. 

The simple~t relation is J <,\ + [A] = .z <,\ [A] + B for some B <;;: "', and then we c~ll 
A normal (for A) and denote B = B,\ [A] though it is unique only modulo J <.\ [A]. 
We give a sufficient condition for existence of such B, using this in 2.8; giving the 
necessary definition in 2.3 and needed information in 2.4, 2.5, 2.6; lastly 2.7 is the 
essential uniqueness of cofinal sequences in appropriate IT 5./ I. 

Definition 2.1. 
(1) 
(2) 

(3) 

(4) 

We say A E pcf(~) is normal (for 5.) if 0r some B <;;: "', J::;,x[5.] = J<,\[5.] + B. 
We say A E pcf(A) is semi-normal (for A) if there are Boo for a < A such that: 
(i) 00< (3 =? Boo <;;: B(3 mod J<,\[5.] 
and 

(ii) J::;,xl5.] = J<>,[5.] + {Ba:OO < A}. _ 
We say A is normal if every A E pcf(A) is normal for 5.. Similarly for semi 
normal. 
In (1), (2), (3) instead 5. we can say (5.,1) or f15./1 or (f15.,<I) if we replace 
I* by I (an ideal on Dom(5.). 
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Fact 2.2. Suppose (*) of 1.5 and A E pcf(>-). Now: 

(1) A is semi-normal for >- iff for some F = {fa: a < A} ~ I1>- we have: [a < /3 => 
fa < it; mod J <.X [~ll and for every ultrafil~er Dover", disjoint to J <,x [>-J, F is 
unbounded in (I1A, <v) whenever tcf(I1A, <D) = A. 

(2) In 2.1(2), without loss of generality, we may assume that 
either: Bo. = Bo mod J <,x [>-] (so A is normal) 
or: Ba =1= Bf3 mod J<,x [>-] for a < /3 < A so A is not normal. 

(3) Assume A is semi normal for >-. Then A is normal for >- iff for some F as in part 
(1) (of 2.2), F has a <J<>.I'\j-exact upper bound 9 E I1i<JAi + 1) and then 
B =: {i < "': g(i) = Ad _generates Js;A[>-Lover J<,x[>-]. _ 

(4) If A is semi normal for A then for some f = (fe> : a < A), B = (Be> : a < A) we 
have: B is increasing modulo J<,x[>-J, Js;A[>-] = J<,\[>-J + {Be> : a < A}, and the 
sequences (fa : a < A) is <J<>.I'\j-increasing and f, B are as in 1.7. 

Proof. 1) For the direction =>, given (Ba : a < A) as in Definition 2.1(2), for each 
a < A, by 1.8(1) we have (I1 >- f Bo" <J<>.I,\j) has true cofinality A, and let it be 
exemplified by (f$ : /3 < A). By 1.5 we can choose by induction on 'Y < A a function 

f, E I1 >- such that: /3, 'Y ::::: a=> f$ :::::J<>.I'\j f, and /3 < 'Y => f(3 <J<>.I,\j f,· 

Now F =: {fa : a < A} is as required. [Why? First, obviously a < /3 => fa < 
f(3 mod J<,x[>-]. Second, if D is an ultrafilter on '" disjoint to 1* and (I1 >-, <D) has 
true cofinality A, then by 1.6 for some BE J<A[>-] \ Jd[>-] we have BED, so for 
some a < A, B ~ Boo mod J<.X[>-] hence Ba Eo D. As f$ :::::J<>.I'\j ff3 for /3 E [a, A) 
clearly F is cofinal in (I1 >-, <v).] 

The other direction, -{= follows from 1.7 applied to F = {f e> : a < A}. [Why? 
we get there (Be> : a <:: A), Be> E Js;A[>-] increasing modulo J<,x[>-] so J =: J<,x[>-] + 
{Ba : a < A} ~ Js;A[A]. 

If equality does not hold then for some ultrafilter Dover "', D n J = 0 but 
D n Js;A[>-] =1= 0 so by clause (D) of 1.7, F is bounded in I1AjD whereas by 
1.8(1),(2), tcf(I1>-,<D) = A contradicting the assumption on F.] 

2) Because we can replace (Boo: a < A) by (Be>, : i < A) whenever (ai : i < A) 
is non decreasing, non eventually constant. 

3) If A is normal for >-, let B ~ '" be such that J<,\[>-] = J<,\[>-] + B. By 1.8(1) 
we know that (I1(>- r B), <J<>.I,\j) has true cofinality A, so let it be exemplified 

by (f~ : a < A). Let fa = f~ U O(I<\B) for a < A and let 9 E I<Ord be defined by 
g(i) = Ai if i E Band g(i) = 0 if i E '" \ B. Now (fa : a < A), 9 are as required by 
1.3(11). 

Now suppose (fa : a < A) is as in part (1) of 2.2 and 9 is a <J<>.I,\j -eub of F, 
9 E I1 (Ai + 1) and B = {i : g(i) = Ad. Let D be an ultrafilter on '" disjoint to 

i<K 

J <.X [>-]. If BED then for every f E I1 >-, let l' = (f f B) U O(I<\B), now necessarily 
f' < max{g, I} (as [i E B => f'(i) < Ai = g(i)] and [i E ",\B => 1'(i) = 0::::: 9 < Ill, 
hence (see Definition 1.2(4)) for some a < A we have l' < max {fa , I} mod J<,x[A] 
hence for some a < A, l' ::::: fa mod J<,\[>-] hence f ::::: f' ::::: fa mod D; also 
a < /3 => fa < f(3 mod D, hence together (fa : a < A) exemplifies tcf(I1 >-, <D 
) = A. If B rf. D then'" \ BED so g' = 9 f ('" \ B) U OB = 9 mod D and 
a < A => fa <D fa+1 :::::v 9 =D g', so g' E I1 >- exemplifies F is bounded in 
(I1 >-, <v) so as F is as in 2.2( 1), tcf(I1 >-, <D) = A is impossible. As D is disjoint 
to J<,\[>-J, necessarily tcf(I1 >-, <v) > A. The last two arguments together give, by 
1.8(2) that Js;A[>-] = J<,\[>-] + B as required in the definition of normality. 

4) Should be clear. 12.2 

We shall give some sufficient conditions for normality. 
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Remark. In the following definitions we slightly deviate from [Sh-g, Ch I =Sh345a]. 
The ones here are perhaps somewhat artificial but enable us to deal also with case 
((3) of 1.5(*). I.e. in Definition 2.3 below we concentrate on the first B elements of 
an aCt and for "obey" we also have A* = (A", : Q < B) and we want to cover also 
the case B is singular. 

Definition 2.3. Let there be given regular A, B < fL < A, fL possibly an ordinal, 
B ~ A, sup(B) = A and for simplicity B is a set of limit ordinals or at least have no 
two successive members. 

(1) We call a = (a",:Q < A) a continuity condition for (B,fL,B) (or is an (B,fL, B)­
continuity condition) if: B is an unbounded subset of A, a", ~ Q, otp(aa) < fL, 
and [,8 E aa =? a/3 = aa n,8] and, for every club E of A, for somet 8 E B we 
have B = otp{ Q E a.s: otp(aa) < B and for no ,8 E a8 n Q is (,8, Q) n E = 0}. We 
say ii is continuous in B* if Q E B* =? Q = sup( aa). 

(2) Assume f", E "Drd for Q < A and A* = (A~: Q < B) be a decreasing sequence 
of subsets of K such that K \ A~ E 1*. We say f = (fa: Q < A) obeys ii = 
(a",: Q < A) for A* if: 
(i) for,8 E a"" if E =: otp(an ) < B then we have ff3 r A; :::: fa r A; (note: A* 

determine B). 
(2A) Let K, 5., I* be as usual. We say f obeys ii for A* continuously on B* if: ii is 

continuous in B* and f obeys ii for A* and in addition B* ~ B and for Q E B* 
(a limit ordinal) we have f", = faa from (2B), i.e. for every i < K we have 
fa(i) = sup{J/3(i):,8 E an} v-:.hen lanl < Ai. _ 

(2B) For given A = (Ai: i < K), f = (fa: Q < A) where fa E 11 A and a ~ A, and B 
let fa E 115. be defined by: fa(i) is 0 if lal :2: Ai and U{J",(i): Q E a} if lal < Ai. 

(3) Let (B, B) stands for (B, B + 1, B); (A, fL, B) stands for "(B, fL, B) for some un­
bounded subset B of A" and (A, B) stands for (A, B + 1, B). 
If each A~ is K then we omit "for A*" (but B should be fixed or said). 

(4) We add to "continuity condition" (in part (1» the adjective "weak" ["B-weak"] 
if ",8 E aa =? a/3 = an n,8" is replaced by "Q E B&,8 E aa =? (3')' < Q)[aa n,8 ~ 
a"( & ')' < mine a", \ (,8 + 1» & [Iaa n,81 < B =? la"( I < Bll" [but we demand that 
')' exists only if otp( a", n,8) < B]. (Of course a continuity condition is a weak 
continuity condition which is a B-weak continuity condition). 

Remark 2.3A. There are some obvious monotonicity implications, we state below 
only 2.4(3). 

Fact 2.4. 

(1) Let Br = {~+ ~n~~: ~ and assume A = cf(A) > B:):. Then for some sta­

tionary B ~ {8 < A:cf(8) = Br }, there is a continuity condition ii for (B,Br); 
moreover, it is continuous in Band 8 E B =? otp(a.s) = Br; so for every club E 
of A for some 8 E B, \fQ,,8[Q <,8 & Q E a8 &,8 E a8 -> (Q,,8) n E #- 0}]. 

(2) Assume A = B++, then for some stationary B ~ {8 < A: cf(8) = cf(B)} there is 
a continuity condition for (B, B+ 1, B). (In fact continuous in Band [8 E B =? a6 
closed in 8] and [Q E a6 and 8 E B =? aa = a.s n Q].) 

(3) If ii is a (A, fL, B1)-continuity condition and B1 :2: B then there is a (A, B + 1, B)­
continuity condition. 

t Note: if otp( a.s) = Band 8 = sup( a6) (holds if 8 E B, fL = B + 1 and ii continuous 
in B (see below» and 8 E acc( E) then 8 is as required. 
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Proof. 1) By [Sh420, §1]. 
2) By [Sh351, 4.4(2)] and§ [Sh-g, III 2.14(2), clause (c), p.135-7]. 
3) Check. 12.4 

Remark 2.4A. Of course also if A = 0+ the conclusion of 2.4(2) may well hold. We 
suspect but do not know that the negation is consistent with ZFC. 

Fact 2.5. Suppose (*) of 1.5, fa E IT~ for 0: < ..\, ..\ = cf(..\) > 0 (of course 
K, = dom(~)) and .11* = A*[~] is as in the proof of 1.5, i.e. A~ = {i < K,: Ai > o:}). 
Then 

(1) Assume a is a O-weak continuity condition for (S,O), A = sup(S), then we can 
find l' = (I~: 0: < A) such that: 
(i) f~ E IT~, 
(ii) for 0: < ..\ we have fa :::; f~ 
(iii) for 0: < (3 < A we have f~ <J<>-[5.] fb 

(iv) l' obeys a for A* 
(2) If in addition min(~) ?: p" S* <:;;; S are stationary subsets of A but a is a 

continuity condition for (S, p" 0) and a is continuous on S* then we can find 
l' = (I~: 0: < ..\) such that 
(i) f~ E IT ~ 
(ii) for 0: E ..\ \S* we have fa :::; f~ and 0: = (3+ 1 E ..\ \S* & (3 E S* =}- f(3 :::; f~ 
(iii) for 0: < (3 < ..\ we have f~ <J<>-[5.] fb 
(iv) l' obeys a for A* continuously on S*; moreover 2.3(2)(i) can be strength­

ened to (3 E aa =}- f(3 < fa. 
(3) Suppose (I~: 0: < ..\) obeys a continuously on S* and satisfies 2.5(2)(ii) (and 

2.5(2)'s assumption holds). If ga E IT~ and (ga:O: < ..\) obeys a continuously 
on S* and [0: E ..\ \ S* =}- ga :::; fa] then /\a ga :::; f~. 

(4) If <: < 0, for 6 < <: we have r = (1;':0: < ..\), where f;, E IT~, then in 2.5(1) 
(and 2.5(2)) we can find l' as there for all r simultaneously. Only in clause (ii) 
we replace fa :::; f~ by fa f A2 :::; f~ f A2 (and ff3 :::; f~ by f(3 f A2 :::; f~ f A2· 

Proof. Easy (using 1.5 of course). 

CLAIM 2.5A: In 2.5 we can replace "(*) from 1.5" by "IT~/J<A[~] is ..\-directed 
and lim infp (~) ?: 0". 

CLAIM 2.6: Assume (*) of 1.5 and let A* be as there, 

(1) in 1.7, if (la:O: < A) obeys some (S,O)-continuity condition or just a O-weak 
one for A* (where 8 <:;;; ..\ is unbounded) then we can deduce also: 
(G) the sequence (B9/J<A[~J:0: <..\) is eventually constant. _ 

(2) If 0+ < ..\ then J <A [A l/ J <A [..\] is ..\ + -directed (hence if A is semi normal for ..\ 
then it is normal to ~). 

Proof. 1) Assume not, so for some club E of"\ we have 

(*) 0: < 0 < ..\&0 E E =}- Ba =F B8modJ<A[~]' 
As a is a O-weak (8, B)-continuity condition, there is 0 E 8 such that b =: {o: E 

a8:otp(a8 no:) < 0 and for no (3 E a8 n 0: is ((3,0:) n E = (/) and for some 'Y < 0:, 
ao.n(3 <:;;; a, and'Y < min(a", \((3+1)) and la,1 < O} has order type O. Let {O:o: 6 < O} 
list b (increasing with 6). So for every 6 < 0 there is 'Yo E (0:0,0:0+1) n E, and let 
(30 < 0:<+1 be such that a8 n 0:0 <:;;; af3e and otp(af3e n 0:0) < 0; by shrinking band 

§ the definition of Bf in the proof of [Sh-g, III 2.14(2)] should be changed as in 
[Sh351, 4.4(2)] 
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renaming wlog,6e < /,E; and aE; E a(3e' Let ';(s) =: otp(a(3e)' Lastly let E~ =: {i < 
K:fae(i) < f(3e(i) < f,e(i) < f"e+l(i)}, clearly it is = KmodI* and let (remember 
(*) above) E; =: AE(e)+1 n (E,e \ E(3J n E~, now E"e ~ E(3e ~ E,e modJ<>J~] 
by clause (B) of 1.7, and E,e =I=- E(3e mod J<>.[>-] by (*) above hence E,e \ E(3e =I=-
0modJ<.x[>-]. Now E~, AE(E;)+I = KmodI* by the previous sentence and by 1.5(*) 
which we are assuming respectively and I* ~ J<.x[>-] by the later's definition; so 
we have gotten E; =I=- 0 mod J <>. [>-]. But for s < <: < 0 we have E; n E( = 0, for 
suppose i E E; n E(, so i E AE(E;)+I and also f,e (i) < f"e+l (i) ::::: f(3( (i) (as i E E~ 
and as aE;+1 E a(3( & i E A;;(()+I respectively); now i E E; hence i E E,e i.e. (where 
9 is from 1.7 clause (D)+) f,e(i) > g(i) hence (by the above) f(3((i) > g(i) hence 
i E E(3( hence i !f- E(, contradiction. So (E;: s < 0) is a sequence of 0 pairwise 
disjoint members of (J <.x [>-]) +, contradiction. 

2) The proof is similar to the proof of 1.8(5), using 2.6(1) instead 1.7 (and a 
from 2.4(1) if A > 0;: or 2.4(2) if A = 0++). 12.6 

\Ve note also (but shall not use): 

CLAIM 2.7: Suppose (*) of 1.5 and 

(a) f" E TI>- for a < A, A E pcf(>-) and f = (f",:a < A) is <J<,,[.\j-increasing 
(b) f obeys a continuously on S*, where a is a continuity condition for (S, 0) and 

A = sup(S) (hence A > 0 by the last phrase of 2.3(1» 
(c) J is an ideal on K extending J<.x[>-J, and (f,,/J:a < A) is cofinal in (TI>-,<J) 

(e.g. J = J<>.[>-] + (K \ E), E E Js.x[>-] \ J<.x[>-]). 
(d) (f~: a < A) satisfies (a), (b) above. 
(e) f" ::::: f~ for a E A \ S* (alternatively: (f~: a < A) satisfies (c». 
(fl if 8 E S* then J is cf(8)-indecomposable (i.e. if (AE;: s < cf(8») is a ~-increasing 

sequence of members, of J then UE;<cf(6) Ae E J). 
Then: 

(Al the set 

{8 < A: if 8 E S* and otp( a6) = 0 then f~ = !6 mod J} 

contains a club of A. 
(B) the set 

{8 < A: if a E Sand 8 = sup(8 n a,,) and otp(a n a6) = 0 

then f~na6 = f"na6 mod J} 

contains a club of A. 

Proof. We concentrate on proving (A). Suppose 8 E S*, and !6 =I=- f8 mod J. Let 

A I,6 {i < K: !6(i) < f8(i)} 

A 2 ,6 {i < K: f6(i) > f8(i)}, 

So A I,6 U A 2 ,6 E J+, suppose first A I,6 E J+. By Definition 2.3(2A), for every 
i E A I ,8 for every large enough a E a6, !6(i) < f~(i), say for a E a6 \ ,6i. As 
J is cf(8)-indecomposable for some ,6 < a we have {i < K:,6i < ,6} E J+ so 
f6 I A I ,8 < f~ I A I,6 (and,6 < 8). Now by clause (c), E =: {8 < A: for every ,6 < 8 
we have f~ < f6 mod J} is a club of A, and so we have proved 

8 E E '* A I ,6 E J. 
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If /\a<>.. fa ::; f~ (first possibility in clause (e) implies it) also A 2 ,6 E J hence 
for no 8 E S· n E do we have h =1= f~ mod J, If the second possibility of clause (e) 
holds, we can interchange J, l' hence [8 E E ==:> A 2,6 E J] and we are done. 12.7 

We now return to investigating the J<>..[>-], first without using continuity con­
ditions. 

LEMMA 2.8: Suppose (*) of 1.5 and A = cf(A) E pcf(>-). Then A is semi normal for 
>-. 

Proof. We assume A is not semi normal for >- and eventually get a contradiction. 
Note that by our assumption (n >-, <1) is e+ -directed hence min pcf 1(>-) 2: e+ (by 
1.3(4)(v)) hence let us define by induction on e ::; e, J~ = Ui: a < A), B~ and D~ 
such that: 

(1) (i) fi E n>-
(ii) a < (3 < A ==:> fi ::; f3 mod J <>.. [>-] 

(iii) a < A&e < e ==:> fi ::; f! mod J<>..[>-] 
(iv) for ( < e < e and a < A: f£ r A~ ::; fi r A~ 

(II) (i) D~ is an ultrafilter on K such that: cf(I1>-/ Dd = A 
(ii) Ui/D~:a < A) is not cofinal in n>-/D~ 
(iii) Ui+ 1 / D~: a < A) is increasing and cofinal in I1>-/ D~; moreover 
(iii)+ B~ E D~ and Ui+ 1 : a < A) is increasing and cofinal in n >-/(J<>..[>-] + 

(K\B~)) 
(iv) fg+l/D~ is above {fi/D~:a < A}. 

For ~ = O. No problem. [Use 1.8(1)+(4)]. 

For ~ limit < e. Let g~ E n>- be defined by g~ (i) = sup{f£ (i): ( < 0 for i E A~ 
and fi(i) = 0 else, (remember that K \ A~ E 1*). Then choose by induction on 
a < A, fi E n>- such that g~ ::; fi and (3 < a ==:> ff3 < fa mod J<>..[>-]. This is 
possible by 1.5 and clearly the requirements (l)(i),(ii),(iv) are satisfied. Use 2.2(1) 
to find an appropriate D~ (i.e. satisfying lI(i)+(ii)). Now Ui: a < A) and D~ are 
as required. (The other clauses are irrelevant.) 

For ~ = e. Choose f! by induction of a satisfying lei), (ii), (iii) (possible by 1.5). 

For C, = (+_1. Use 1.6 to choose ~C; E DC; n J:o;>..[>-] \ J<>..[>-]. Let (g~:a < A) be 
cofinal in (n A, <D~) and even in (n A, <Jd'\l+(I<\B~») and without loss of generality 

/\a<>.. f£/Dc; < g3/ Dc; and /\a<>.. f£ r A~ ::; g~ r A~. We get Ui:a < A) increasing 
and cofinal mod(J<>..[>-] + (K \ B~)) such that g~ ::; fi by 1.5 from (g~: a < A). Then 
get D~ as in the case "e limit". 

So we have defined the fi's and D~ 's. Now for each e < e we apply (II) (iii)+ 
for Ui + 1: a < A), U!: a < A). We get a club C~ of A such that: 

So C =: n~<8 C~ is a club of A. By 2.2(1) applied to U!: a < A) (and the assumption 
"A is not semi-normal for >-") there is g E I1 >- such that 

-'g ::; f~ mod J<>..[>-] for a < A 

(not used) and by 1.5 wlog 
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fJ < gmodJ<),[5.] for ~ < e 
For each ~ < e, by II (iii), (iii)+ for some 0:( < A we have 

(+1 -
9 r B( < f ex (*) r B(modJ<),[A] (*)4 

For « e, let B2 = {i E A,:g(i) < fi(*)(i)}. By (*)4, B;+l E D(; by (II)(iv)+(*h 

we know B; ~ D(, hence B; =1= B;+l mod D( hence B; =1= B;+l mod J<),[5.]. 
On the other hand by (I)(iv) for each ( < e we have (B; nA,: ~ ::::: () is <;;;-increasing 
and (as A;; = '" mod J<>.[5.] for each ( < e) hence by I(iv) we have (BU I* : ~ < 
e) is <;;;-increasing, and by the previous sentence B; =1= B;+l mod J<>. [5.] hence 
(BUI*:~ < e) is strictly <;;;-increasing. Together clearly (B;+lnA{+l \B;:~ < e) is a 
sequence of e pairwise disjoint members of (J<), [5.])+, hence of (I*)+; contradiction 
to e ~ wsat(1*). 12 . 8 

Definition 2.9. 

(1) We say (B)': A E c) is a generating sequence for 5. if: 

(i) B), <;;; '" and c <;;; pcf(A) 
(ii) J9~] = J<),[5.] + B), for each A E c 

(2) We call B = (B)': A E c) smooth if: 

i E B),&Ai E c =? B),i <;;; B),. 

(3) We call 13 = (B),: A E Rang(5.») closed if for each A 

B)':;2 {i < ",:Ai E pcf(5-r B),)} 

Fact 2.10. Assume (*) of 1.5. 

(1) Suppose c <;;; pcf(5-), 13 = (B),: A E c) is a generating sequence for 5-, and B <;;; "', 
pcf(5- r B) <;;; c then for some finite () <;;; c, B <;;; UILEDBlLmodI*. 

(2) cf(ITVI*) = maxpcf(5.) 

Remark 2.10A. For another proof of 2.10(2) see 2.12(2)+ 2.12(4) and for another 
use of the proof of 2.10(2) see 2.14(1). 

Proof· (1) If not, then I = I* +{BnUILElJ B IL :() <;;; c, () finite} is a family of subsets 
of "', closed under union, B ~ I, hence there is an ultrafilter D on '" disjoint from 
I to which B belongs. Let JL =: cf(ITi<,. Ail D); necessarily JL E pcf(5- f B), hence 
by the last assumption of 2.10(1) we have JL E c. By 1.8(2) we know BIL ED hence 
B n BIL E D, contradicting the choice of D. 

(2) The case e = ~o is trivial (as wsat(1*) ::::: ~o implies P("')II* is a Boolean 
algebra satisfying the ~o-c.c. (as here we can subtract) hence this Boolean algebra 
is finite hence also pcf(5-) is finite) so we assume e > ~o. For B E (I*)+ let 
A(B) =maxpcfI *tB(5- f B). 

We prove by induction on A that for every BE (1*)+, cf(IT5.,<I*+(K\B» = 
A(B) when A(B) ::::: A; this will suffice (use B = '" and A = 1 IT Ail+). Given 

i<,.., 
B let A = A(B), by notational change wlog B = "'. By 1.9, pcf(IT 5-) has a last 
element, necessarily it is A =: A(B). Let (fex: 0: < A) be <J<A[>'] increasing cofinal in 
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IT V J <>. [5.], it clearly exemplifies max pcf(5.) :s: cf(IT 5./ I*). Let us prove the other 
inequality. For A E J<A[5.] \ I* choose FA ~ IT 5. which is cofinal in IT 5./(1* + (K; \ 
A)), IFAI = A(A) < A (exists by the induction hypothesis). Let X be a large enough 
regular, and we now choose by induction on e < e, N e , ge such that: 

(A) (i) Ne --< (H(X), E, <~) 
(ii) liNe II = A 
(iii) (Ne: f, :s: c) E Ne+1 
(iv) (NE: e < e) is increasing continuous 
(v) {e: e :s: A + 1} ~ No, {5.,I*} E No, (fa: a < A) E No and the function 

A ~ FA belongs to No. 
(B) (i) gE E IT 5. and ge E N E+I 

(ii) for no j E Ne n IT 5. does ge <I' j 
(iii) « e&Ai > lei =;. g(i) < gE(i). 

There is no problem to define N e , and if we cannot choose ge this means that 
NE n IT 5. exemplifies cf(IT5.,<) :s: A as required. So assume (Ne,ge:e < e) is 
defined. For each e < e for some a(e) < A, ge < ja(e) mod J<>.[5.] hence a(e) :s: 
a < A =;. ge <J<>.['xj ja. As A = cf(A) > e, we can choose a < A such that 
a> Ue<8 a(e). Let Be = {i < K;: ge(i) 2': ja(i)}; so for each f, < e we have (Be n 
A{: e :s: f,) is increasing with e, (by clause (B)(iii)), hence as usual as e 2': wsat(1*) 
(and e > ~o) we can find e( *) < e such that An Be(*Hn = B e(*) mod I* [why do 
we not demand e E (e(*), e) =;. Be = B e(*) mod I*? as e may be singular]. Now 
as ge(*) E N E('HI and ja E No --< N e(*Hl clearly, by its definition, B e(*) E N e(*Hl 
hence FB€(.) E N e (*)+I. Now: 

ge(*Hl r (K; \ B e(*») =1* ge(*)+1 r (K; \ Be(*Hd < ja r (K; \ Be(*)+d 

=1* ja r (K; \ B e (*») 

[why first equality and last equality? as B e(*)+1 = B e(*) mod I*, why the < in the 
middle? by the definition of B e (*)+I]. 

But ge(*Hl r B e(*) E IT Ai, and B e(*) E J<A[5.] as ge < ja(e) :s: 
iEB€(.) 

ja mod J<>.[5.] so for some j E F B €(.) ~ IT 5. we have ge(*)+1 r B d *) < j r 
B e (*) mod [*. By the last two sentences 

Now ja E N e(*Hl and j E N eC*)+1 (as j E FB€(.), IFB€(.) I :s: A, A + 1 ~ N d *Hl 
the function B ~ FB belongs to No --< N e(*Hl and B eC*) E N e(*Hl as {ge(*), ja} E 
Nd*Hd so together 

max{j, joJ E N e(*Hl; (**) 

But (*), (**) together contradict the choice of ge(*)+1 (i.e. clause (B)(ii)). 12.10 

Definition 2.11. 
(1) We say that I* satisfies the pcf-th for (the regular) (5., e) if IT V I* is e-directed 

and (IT 5., <J<>.[,Xj) is A-directed for each A and we can find (BA: A E PcfI' (5.)), 
such that: 

BA S K;, J<A[5., ('] = I* + {BldL E An pcfp (5.)}, BA liJ<A[5.,I:] and 
IT(A r BA)/J<A[A,I*] hili'> true cofinality A (so BA E J9[A] \ J<.A[A] and 
J9[5.] = J<>.[5.] + BA). _ 

(1A) We say that I* satisfies the weak pcf-th for (A,O) if 
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(TI >., <1* ) is e-directed 
each (TI >., <J<>-[Xj) is A-directed and 
there are B)..,oc ~ '" for 0: < A E pcf l* (>.) such that 

and 

0: < (3 < p, E pcfl*(>') =;. B",,,, ~ B",{3 mod J<,,[>., 1*] 

J<)..[>'] = 1* + {E",,,,:o: < p, < A,p, E pcfl*(>')} 

(IT (>. f B",oc), <J<>-[Xj) has true co finality A 

(IB) We say that 1* satisfies the weaker pcf-th for (>.,e) if (TI >., <l*) is e-directed 
and each (TI >., <J<>,[X) is A-directed and for any ultrafilter D on '" disjoint to 
J <8 [>']letting A = tcf(TI >., <D) we have: A :0:: e and for some E E D n J9 [>.] \ 
J<>..[>'], the partial order (TI(>' f E), <J<>-[>,j) has true cofinality A. 

(1 C) We say that 1* satisfies the weakest pcf-th for (>., e) if (TI >., <1* ) is e-directed 
and (TI>', <J<>-[Xj) is A-directed for any A:O:: e 

(lD) Above we write>' instead (>., e) when we mean 

e = sup{e: (IT >., <1*) is e+-directed}. 

(2) We say that 1* satisfies the pcf-th for () if for any regular >. such that 
liminfl* (>.) :0:: e, we have: 1* satisfies the pcf-th for >.. We say that 1* 
satisfies the pcf-th above p, (above p,-) if it satisfies the pcf-th for>. with 
liminfl* (>.) > p, (with {i : Ai :0:: M} = '" mod 1*). Similarly (in both cases) for 
the weak pcf-th and the weaker pcf-th. 

(3) Given 1*, e let J~cf = {A ~ "': A E 1* or A rf- 1* and 1* + ('" \ A) satisfies the 
pcf-theorem for e}. 
J;sat =: {A ~ "': wsat(I* f A) :::; e or A E 1*}; 
similarly J;pcf; we may write JO[1*]. 

(4) We say that 1* satisfies the pseudo pcf-th for>. if for every ideal] on '" 
extending 1*, for some A E ]+ we have (TI (>. f A), <I) has a true cofinality. 

CLAIM 2.12: 

(1) If (*) of 1.5 then 1* satisfies the weak pcf-th for (>.,e+). 
(2) If (*) of 1.5 holds, and TI >./]* is e++ -directed (i.e. e+ < min >.) or just there 

is a continuity condition for (e+,e» then 1* satisfies the pcf-th for (>.,e+). 
(3) If 1* satisfy the pcf-th for (>., e) then 1* satisfy the weak pcf-th for (>., e) which 

implies that 1* satisfies the weaker pcf-th for (>., e), which implies that 1* 
satisfies the weakest pcf-th for (>., e). 

Proof. (1) Let appropriate>' be given. By 1.5, 1.8 most demands holds, but we are 
left with seminormality. By 2.8, if A E pcf(>.) , then>' is semi normal for A. This 
finishing the proof of (1). 

(2) Let A E pcf(>.) and let j, 13 be as_ in 2.2(4). By 2.4(1)+(2) there is ii, a 
(A, e)-continuity condition; by 2.5(1) wlog f obeys ii, by 2.6(1) the relevant E",/1* 
are eventually constant which suffices by 2.2(2). 

(3) Should be clear. 12.12 

CLAIM 2.13: Assume (TI >., <1*) is given (but possibly (*) of 1.5 fails). 

(1) If 1*, >. satisfies (the conclusion of) 1.6, then 1*, >. satisfy (the conclusions of) 
1.8(1), 1.8(2), 1.8(3), 1.8(4), 1.9. 
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(IA) If I* satisfies the weaker pcf-th for ~ then they satisfy the conclusions of 1.6 
and 1.5. 

(2) If I*, ~ satisfies (the conclusion of) 1.5 then I*, ~ satisfies (the conclusion of) 
1.10. 

(2A) If I* satisfies the weakest pcf-th for ~ then I*, ~ satisfy the conclusion of 1.5. 
(3) If I*, ~ satisfies 1.5, 1.6 then I*, ~ satisfies 2.2(1) (for 2.2(2) - no assumptions). 
(4) If I*, ~ satisfies 1.8(1), 1.8(2) then I*, ~ satisfies 2.2(3) when we interpret 

"seminormal" by the second phrase of 2.2(1) 
(5) If I*, ~ satisfies 1.8(2) then I*, ~ satisfies 2.10(1). 
(6) If I* ~ satisfy 1.8(1) + 1.8(3)(i) then I*, ~ satisfies 1.8(2) 
(7) If I*, ~ satisfies 1.8(1) + 1.8(2) and is semi normal then 2.10(2) holds i.e. 

cf(ll ~, <1*) :s: sup pcf 1* (A). 

(8) If I*, ~ satisfies 1.5+1.6 then they satisfy 2.10(2). 

Proof. (1) We prove by parts. 

Proof of 1.8(2}. Let A = tcf(IlVD); by the definition of J<>-[~J, clearly D n 
J<>-[~] = 0. Also by 1.6 for some BED we have A = tcf(Il(~ I B), <J<>,[X]) , so by 
the previous sentence B tt J<>-[~J, and by 1.4(5) we have B E J9[~J, together we 
finish. 

Proof of 1.8(1}. Repeat the proof of 1.8(1) replacing the use of 1.5 by 1.8(2). 

Proof of 1.8(3}(i). Let J =: U J<I"[~J, so J ~ J<>-[~] is an ideal because (Jq,[~] : 
1"<>-

p, < A) is ~-increasing (by 1.4(2)), if equality fail choose B E J <>- [~] \ J and choose 
D an ultrafilter on K, disjoint to J to which B belongs. Now if p, = cf(p,) < A 
then p,+ < A (as A is a limit cardinal) and p, = cf(p,) & p,+ < A '* D n JSI"[~] = 
D n J<I"+ [~] = 0 hence by 1.8(2) we have p, =1= cf(Il V D). Also if p, = cf(p,) 2: A 
then DnJ<1" [~] ~ DnJ<>- [~] =1= 0 hence by 1.8(2) we have p, =1= cf(Il ~/ D). Together 
contradiction by 1.3(7). 

Proof of 1.8(3)(ii). Follows. 

Proof of 1.8(4}. Follows. 

Proof of 1.9. As in 1.9. 
(IA) Check. 
(2) Read the proof of 1.10. 
(2A) Check. 
(3) The direction '* is proved directly as in the proof of 2.2(1) (where the use of 
1.8(1) is justified by 2.13(1)). 

So let us deal with the direction ~. So assume J = (fa : 0: < A) is a sequence 
of members of Il ~ which is <J<.>.iX]-increasing such that for every ultrafilter D on 
K, disjoint to J<>-[~] we have: A = tcf(Il~,<D) iff J is unbounded (equivalently 
cofinal) in (Il~, <D). By (the conclusion of) 1.5 wlog J is <J<>-iX]-increasing. 

By 1.5 there is 9 E Il ~ such that fa < 9 mod J9[~] for each 0: < A, and let 
Ba =: {i ~ K, : g(i) :s: fet(i)}. Hence Bet E J9[~l (by the previous sentence) and 
(Bo,fJ<>-[A] : 0: < A) is ~-increasing (as (fet : 0: < A) is <J<>-iX]-increasing). Lastly 
if B E JS>-[~J, ~ut B \ Bet tf- J<>-[~] for each 0: < A, let D be an ultr~filter on K, 

disjoint to J<>-[A] + {Be> : 0: < A} but to which B belongs, so tcf(Il A, <D) = A 
(by 1.8(2) which holds by 2.13(1)) but {jet/ D : 0: < A} is bounded by g/ D (as 
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fQID::;: glD by the definition of B Q), contradiction. So the sequence (Bo : a < A) 
is as required. 
4) - 6) Left to the reader. 
7) Let for A E pcf()') , (B; : i < A) be such that J9[3.] = J<>.[3.] + {B; : i < A} 
(exists by seminormality; we use only this equality). Let (J~,i : a < A) be cofinal 
in (IT(3. I B;), <J"dXj), it exists by 1.8(1). Let F be the closure of {J~,i : a < 

A, i < A, A E pcf(3.)}, under the operation max{g, h}. Clearly IFI ::; sup pcf(3.) , so 
it suffice to prove that F is a cover of (IT 3., <1*). Let 9 E IT 3., if (3f E F)(g ::; 1) 
we are done, if not 

I = {AU {i < K,: f(i) > g(i)}: f E F,A E J*} 

is ~o-directed, K, tf. I, so ther_e is an ultrafilter D on K, disjoint to !, (so f EO: F =? 

f <D g) and let A = tcf(IT AI D), so by 1.8(2) we have D n J9 [A] \ J<>.[A] i= 0, 
hence for some i < A, B; E D, and we get contradiction to the choice of the 
{J~'o : a < A} (~ F). 
8) Repeat the proof of 2.10(2) (only using J = {A ~ K,: if A rf. J<>.[3.] then 
cf(IT3.11*) ::; A}; if K, rf. J let D be an ultrafilter on K, disjoint to J, and use 
1.6). 12.13 

CLAIM 2.14: If 1* satisfies pseudo pcf-th then 

(1) We can find (( Jc" {}() : ( < (*), (*_ a successor ordinal such that Jo = 1*, Jc, +1 = 
{A ~ K,: if A tf. Jc, then tcf(IT(A I A), <J,) = {}c,} and for no A E (Jc,)+ does 
(IT(3. I A), <J,) has true cofinality which is < (}c,. 

(2) If 1* satisfies the weaker pcf-th for 3. then 1* satisfies the pseudo pcf-th for 3., 

Proof. 1) Check (we can also present those ideals in other ways), 
2) Check. 12.14 

3. Reduced products of cardinals 

We characterize here the cardinalities IT Ail D and TD ( (Ai: i < K,)) using pcf's and 
i<K. 

the amount of regularity of D (in 3.1-3.4). Later we give sufficient conditions for 
the existence of <D-Iub or <D-eub. Remember the old result of Kanamori [Kn] 
and Ketonen [Kt]: for D an ultrafilter the sequence (aiD: 0'< K,) (Le. the constant 
functions) has a <D-Iub if reg(D) < K,; and see [Sh-g, III 3.3] (for filters). Then we 
turn to depth of ultraproducts of Boolean algebras. 

The questions we would like to answer are (restricting ourselves to "Ai 2 21<" 
or "Ai 2 22K " and D an ultrafilter on K, will be good enough). 

QUESTION A: What can be CarD =: {IT Ail D: Ai a cardinal for i < K,} Le. charac-
i<K., 

terize it by properties of D; (or at least CardD \ 21<) (for D a filter also TD(IT Ai) 
is natural). 

QUESTION B: What can be DEPTHi; = {Depth+( IT Ail D): Ai a regular cardinal} 

(at least DEPTHi; \ 21<, see Definition 3.18). 
If D is an ~l-complete ultrafilter, the answer is clear. For D a regular ultrafilter 

on K" Ai 2 ~o the answer to question A is known ([CK]) in fact it was the reason for 
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defining "regularity of filters" (for Ai < No see [Sh7], [Sh-a, VI §3 Th 3.12 and pp 
357-370] better [Sh-c VI§3] and Koppleberg [Ko].) For D a regular ultrafilter on K" 

the answer to the question is essentially completed in 3.22(1), the remaining problem 
can be answered by pp (see [Sh-gJ) except the restriction (Ya < A)(lal~O < A), 
which can be removed if the cov = pp problem is completed (see [Sh-g, AGJ). So 
the problem is for the other ultrafilters D, on which we give a reasonable amount on 
information translating to a pef problem, sometimes depending on the pcf theorem. 

Definition 3.1. 
(1) For a filter DIet reg(D) = min{e: D is not e-regular} (see below). 
(2) A filter D is e-regular if there are AE E D for E < e such that the intersection 

of any infinitely many Acs' is empty. 
(3) For a filter DIet 

and 

reg*(D) = min{e: there are no AE E D+ for E < e such that 

no i < Ii belongs to infinitely many AE 's} 

regrg,(D) =: {e: there are no AE E D+ for E < e such that: 

E < <; '* A( <;;; AE mod D and no i < Ii 

belongs to infinitely many AE 's}. 

(4) regCT(D) = min{e : D is not (e,O")-regular} where "D is (e,O")-regular" means 
that there are AE E D for a < e such that the intersection of any 0" of them 
is empty. Lastly reg~ (D), reg~ (D) are defined similarly using AE E D+. Of 
course reg(I) etc. means reg(D) where D is the dual filter. 

Definition 3.2. 

(1) Let 

htefD,IL(TIl'i) = sup{tef(TIi<I<Ad D): p, :::; Ai = cf Ai :::; I'i for i < K, and 

tef(TIAi/D) is well defined} and 

hefD,IL(II I'i) = sup{ef(II Ad D): p,:::; Ai = ef Ai :::; I'd; 
t</'i, t<1'\, 

if p, = No we may omit it. 
(2) For E a family of filters on Ii let htefE,IL(TIi<l<ai) be 

(3) 

(4) 

sup{tcf(TIi<I<Ai/D): DEE and p,:::; Ai = ef Ai:::; ai for i < K, and 

tef(TIi<",AdD) is well defined}. 

Similarly for hcfE,IL (using ef instead tef). 
hcfb,IL(TIi<l<ai) is hefE,IL(TIi<",ai) for E = {D': D' a filter on K, extending D}. 
Similarly for htefb,1L" 
When we write I e.g. in hefI,IL we mean hefD,IL where D is the dual filter. 

CLAIM 3.3: 

(1) reg(D) is always regular 
(2) If e < reg*(D) then some filter extending D is e-regular. 
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(3) wsat(D) ::; reg. (D) 
(4) reg(D) ::; reg0 (D) ::; reg.(D) 
(5) reg.(D) = min{a : no ultrafilter Dl on K extending D is a-regular} 
(6) If D ~ E are filters on K then: 

(a) reg(D)::; reg(E) 
(b) reg.(D) 2': reg. (E) 

Proo]. Should be clear. E.g (2) let (uE:c < a) list the finite subsets of a, and 
let {AE:C < a} ~ D+ exemplify "a < reg.(D)". Now let D· =: {A ~ K: for 
some finite U ~ a, for every C < a we have: U ~ UE => AE ~ A mod D}, and let 
A; = U{A(: C E ud. Now D· is a filter on K extending D and for C < a we have 
A; E D. Finally the intersection of A;o n A;, n ... for distinct cn < a is empty, 
because for any member j of it we can find (n < e such that j E A(n and cn E u(n' 

Now if {(n:n < w} is infinite then there is no such j by the choice of (AE:C < a), 
and if {(n: n < w} is finite then wlog /\ (n = (0 contradicting "U(o is finite" as 

n,w 

/\ Cn E u(n' Lastly 0 rf. D· because A; oJ- 0 mod D. 13.3 

n<w 

Observation 3·4· ITIi<",Ai/II 2': I~o/II holds when /\i<", Ai 2': ~o. 

Observation 3.5. 

(1) ITIi<",Ai/ II 2': htcf~(TIi<",Ai). 
(2) If I* satisfies the pcf-th for>. or even the weaker pcf-th for>. (see Definition 

2.11) then: cf(TI >'/ I*) = max pcf l* (>.). 
(3) If I* satisfies the pcf-th for f1, for and min(>') 2': f1, then 

hcfD./L(II >.) = hcf~'/L(II >.) = htcf~'/L(II >.) 

whenever D is disjoint to I*. 
(4) hcfE,/L(TI Ai) =hcf!o,/L(TI A;). 

i<K i<,.., 
(5) TI Ai/ 12': hcfI,/L( TI Ai) = hcf~,/L( TI A;) 2': htcf~,/L( TI Ai) and hcfI,/L( TI Ai) 2': 

i<K i<,.., i<K i<K i<K 

htcfI,/L( TI Ai). 

Remark 3.SA. In 3.5(3) concerning htcfD,/L see 3.10. 

Proof· 1) By the definition of htcfj it suffices to show ITIi<K Ad II 2': tcf(TI AU I'), 
when I' is an ideal on K extending I, A; = cf A; ::; Ai for i < K and tcf(TIi<",AU 1') 
is well defined. Now ITIi<KAi/II 2': ITIi<KAUII 2': ITIi<KAUI'I2': cf(TIA;;I'), so we 
have finished. 

2) By 2.13(IA)clearly I*, >. satisfies 1.5, 1.6 hence by 2.13(1), (2) also 1.8(1), 
(2), (3), (4) and 1.9 and 1.10. Now by 2.13(8) also (the conclusion of) 2.10(2) holds 
which is what we need. 

3) Left to the reader (see Definition 2.11(2) and part (2)). 
4), 5) Check. 13.5 

CLAIM 3.6: If A = ITIi<KAdII (and Ai 2': ~o and, of course, I an ideal on K) and 
e < reg( 1) then A = A (j • 
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Proof. For each i < K, let (r]~: a < Ai) list the finite sequences from Ai. Let 
Mi = (Ai,Fi,Gi ) where Fi(a) = gg(r]~), Gi(a,{3) is r]~({3) if (3 < gg(r]~) (= Fi(a», 
and F(a,{3) = 0 otherwise; let M = ITi<"M;/I so IIMII = IITAilII and let M = 

(ITAiII,F,G). Let (Ai:i < e) exemplifies I is e-regular. Now 

(*h We can find f E "wand ff: E ITi<j(i) for e: < e such that: e: < ( < e =* 
fe <I f( [just for i < detwi = {e: < e:i E Ae},itisfiniteandletf(i) = IWil+1 
and fECi) = Ie: n wil ::; f(i), and note e: < (&i E Ae n A( =* ff:(i) < fdi)]. 

(* h For every sequence 9 = (gf:: e: < e) of members of ITi<" Ai, there is h E ITi<" Ai 
such that e: < e =* M F F(hl I, fel 1) = gel I [why? let, in the notation of (* h, 
h(i) be such that r]~(i) = (ge(i): e: E Wi) (in the natural order)]. 

So in M, every e-sequence of members is coded using JlI, fell (for e: < e) by at 
least one member so IIMll e = IIMII, but IIMII = IITi<"AiIII hence we have proved 
3.6. 136 

Fact 3.7. 

(1) For D a filter on K, (Al,A2) a partition of K and (non zero) cardinals Ai for 
i < K we have 

(note: IITi<"A;/P(K)1 = 1). 

(2) DII-'i =: {A C;;; K: IITi<"Ai/(D + (K \ A»I < J-L} is a filter on K (J-L an infinite 

cardinal of course) and if ~o ::; J-L ::; ITi<"A;/ D then Dil-'l is a proper filter. 

(3) If A ::; I IT A;/II, (Ai infinite, of course, I an ideal on K) and A E 1+ =* 
i</'l, 

I IT Ail II 2': A and (7 < reg* (1) then I IT A;/ II 2': Aa 

iEA 

Proof. Check (part (3): by the proof of 3.3(2) we can find AE E 1+ for e: < (7 such 
that for finite u C;;; (7, neEuAe E 1+ and continue as in the proof of 3.6). 

CLAIM 3.8: If D C;;; E are filters on K then 

We can replace 2" I D by IPI if P is a maximal subset of E such that A =1= B E P =* 
(A \ B) U (B \ A) =1= 0modD. 

Proof. Think. 

LEMMA 3.9: IITi<"Ail DI < (e" I D + hcfD,e(ITi<"Ai»<e (see Definition 3.2(1» 
provided that: 

Remark 3.9A. 1) If e = et, we can replace e" I D by e'1 I D. In general we can 
replace e" I D by sup{ IT f(i)1 D : fEe"}. 

i<,.., 
2) If D satisfies the pcf-th above e (see 2.11(lA), 2.12(2» then by 3.5(3) we can 
use htcf* (sometime even htcf, see 3.10). But by 3.7(1) we can ignore the Ai ::; e, 
and when i < K =* Ai > e we know that 1.5(*)(a) holds by 3.3(3). 
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Proof. Let A = eK I D + hcfD,O( TI Ai). Let for ( < e, /1< =: A1(1 i.e. /1( =: (e K I D + 
i<K 

hcfD,O TI Ai)I(I, clearly /1( = /1~(I. Let X = :Js(SUPi<K Ai)+ and N( -< (H(X), E, <~) 
i<K. 

be such that liNd = /1(, N:SI(I <;;; N(, A + 1 <;;; N( and {D, (Ai: i < I'>:)} E N( and 
[c < ( => No -< Nc;]. Let N = U{N(: ( < e}. Let g* E TIi<KAi and we shall find 
fEN such that g* = f mod D, this will suffice. We shall choose by induction on 
( < e, f((e < 3) and A( such that: 

(a) f( E TIi<JAi + 1) 

(b) ff E N( and fl E N(. 
(c) A(=(A;:i<I'>:)EN(. 
(d) Ai E A; <;;; Ai + 1, IA;I :s: 1(1 + 1, and (A;: ( < e) is increasing continuous (in 

(). 
(e) f~(i) = min (A; \ g*(i); note: it is well defined as g*(i) < Ai E A; 
(f) ff = f~modD 
(g) g* < fl < ff mod(D + {i < I'>::g*(i) =I- ff(i)}). 
(h) fl(i) E A;+l 

So assume everything is defined for every c < (. If ( = 0, let A; = {Ad, if ( 
limit A; = Uo « A~, for ( = c + 1, A; will be defined in stage c. So arriving to (, 

A( is well defined and it belongs to N(: for ( = ° check, for ( = c + 1, done in stage 
c, for ( limit it belongs to N( as we have N(:SI(I <;;; N( and: .; < ( => N~ -< N( and 

A~ E N~. Now use clause (e) to define f~ I D. As (A;: i < 1'>:) E N(, IA;I :s: 1(1 + 1 < e 
and eKID:S: A < A+ 1 <;;; N(, clearly I TI IA;I/DI:S: A hence {tID: f E TI A;} <;;; 

i<K i<K 

N( hence f~ IDE N( hence there is ff E N( such that ff E f~ I D i.e. clause 

(f) holds. As g* :s: f~ clearly g* :s: ff modD, let YJ =: {i < I'>::g*(i) :::: ff(i)}, 
yf =: {i < I'>::i fi yJ and cf(ff(i» < e} and y~ =: I'>: \ y& \ yf. So (yfe < 3) is a 
partition of I'>: and g* < ff mod(D + y~) for e = 1,2. 

Let yi = {i < I'>: : cf(ff(i» :::: e} so ff E N(, and e E N( hence y~ E N(, so 

(TI ff(i), <D+y() E N(. Clearly y~ <;;; y~ <;;; y& U y~. Now 
i<,.., 4 

hence there is F E N(, IFI :s: A, F <;;; TI ff(i) such that: 
iEY~ 

(\fg)[g E IT ff(i) => (3f E F)(g < f mod (D + yi)))]· 

iEY~ 

As A + 1 <;;; N necessarily F <;;; N(. Apply the property of F to (g* r y~) U O(K\yg) 

and get fi E F <;;; N( such that g* < fi mod (D + y~). Now use similarly 
TI cf(ff(i»/(D + (I'>: \ y~» :s: WIDI :s: A; by the proof of 3.7(1) there is a func-

i<,.., 
tion fl E N( n TIi<.Jf(i) such that g* r (yf + y~) < fl modD. Let A;+l be: 

A; U Ul(i)}. 
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It is easy to check clauses (g), (h). So we have carried the definition. Let 

X( =: {i < K:f~+l(i) < f~(i)}. 

Note that by the choice of ft, ft+1 we know X( = yf u y& mod D, if this last set 
is not D-positive then g' 2 ft mod D, hence g' I D = ft IDE N(, contradiction, 

so yf U y~ =1= 0 mod D hence X( E D+. Also «yf u y~) I D : ( < 8) is ~-decreasing 
hence (Xc;! D : ( < 8) is ~-decreasing. 

Also ifi E X(1 nX(2 and (1 < (2 then f22(i)::::: f~d1(i) < f21(i) (first inequal­
ity: as A;d1 ~ A;2 and clause (e) above, second inequality by the definition of 
X(1)' hence for each ordinal i the set {( < 8:i E Xc;} is finite. So 8 < rego(D), 
contradiction to the assumption (*). 13.9 

Note we can conclude 

CLAIM 3.9B: 

TI AdD = sup{ (TI f( i)) <regrg,(Dll + hcfD1 (TI Ai) <regrg,(D1): D1 is a filter on K 
i<K- i<K 

extending D such that 

A E Ft =? TI Ad(D1 + A) = TI Ail D1 
i<K, i<,.., 

and f E 8", f(i) ::::: Ad 

Pmoj. The inequality 2 should be clear by 3.7(3). For the other direction let 
JL be the right side cardinality and let Do = {K \ A : A ~ K and if A E D+ then 
TI Ad (D+ A) ::::: JL}, so we know by 3.7(2) that Do is a filter on K extending D. If 0 E 

i<", 

Do we are done so assume not. Now JL :::: 2"1 D (by the term (TI f(i)1 Do)<regrg,(Dll) 
i 

so by 3.8 we have TI Ad Do > JL (use 3.8 with D, Do here corresponding to D, E 
i<K 

there). Now the same holds for Do + A for every A E Dt. Also A ~ B ~ K and 
A E Dt =? TI Ad(Do + A) ::::: TI Ad(D1 + B) so for some B EDt, D1 =: Do +B 

i<K i<K 

satisfies the requirement inside the definition of JL, so JL 2 hcfD1 (TI Al)<regrg,(Dll. 

By 3.9 (see 3.9A(1)) we get a contradiction. 13.9B 

Next we deal with existence of <D -eub. 

CLAIM 3.10: 1) Assume D a filter on K, g~ E "Ord for a < 15, g' = (g~: a < 15) is 
:::::D-increasing, and 

cf(l5) :::: 8 :::: reg,(D). 
Then at least one of the following holds: 

(A) (g~: a < 15) has a <D-eub g E "Ord; moreover 8 ::::: liminfD(cf[g(i)]: i < K) 
(B) cf(l5) = reg,(D) 
(C) for some club C of 15 and some 81 < 8 and "Ii < 8r and Wi ~ Ord of order type Ii 

for i < K, there are fa E TI i<" Wi (for a E C) such that fa (i) = mine Wi \ g~ (i)) 
and a E C & (3 E C & a < (3 =? fa :::::D f(3 & ,fa =D f(3 & ,fa :::::D g~ & g~ ::::: 
fa. 

2) In (C) above if for simplicity D is an ultrafilter we can find Wi ~ Ord, 
Otp(Wi) = "Ii, (a~:~ < cf(I5)) increasing continuous with limit 15, and he E TI Wi 

such that fa, <D he <D fa,+1' moreover, /\ "Ii < W. 
i<K 

i<K 
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Proof. 1) Let 0" = reg.(D). We try to choose by induction on ( < 0", g(, fa,( (for 
a < 8), A(, a( such that 

(a) A( = (A;: i < K). 
(b) A; = {ja",E(i),gE(i):c < (} U {[suPo<6g;',(i)] + I}. 
(c) fo,«(i) = min(A; \ g;',(i» (and fo,( E "Ord, of course). 
(d) a( is the first a, UE « a E < a < 8 such that [,8 E [a,8) '* f{3,( = fo,( mod D] 

if there is one. 
(e) g( ::; fo(,( moreover g( < max{jO(,(, I,,} but for no a < 8 do we have g( < 

max{g;'" I} mod D. 

Let (* be the first for which they are not defined (so (* ::; 0"). Note 

c < t; < C&a€ ::; a < 8 '* fO",E =D fO,E&fo,€::; fo,,&fo,€ olD fa,E' (*) 

[Why last phrase? applying clause (e) above, second phrase with a, c here standing 
for a, ( there we get Ao =: {i < K : max{g;',(i), I} ::; gE(i)} E D+ and applying 
clause (e) above first phrase with c here standing for ( there we get A1 = {i < K : 

g,(i) < f""E(i) or gE(i) = 0 = fO,E(i)} E D, hence Ao n A1 E D+, and gE(i) > 0 for 
i E Ao n A1 (even for i E Ao). Also by clause (c) above g;',(i) ::; gE(i) '* fa,di) ::; 
go(i). Now by the last two sentences i E Ao n A1 '* g;',(i) ::; go(i) < fo,o(i) '* 
fa,di) ::; g,(i) < fa,E(i), together fo,€ olD fo,o as required] 

Case A. (* = 0" and U«a a( < 8. Let a(*) = U«a a(, for ( < 0" let y( = 

{i < K:f(X(*l,«(i) # fa('l,(+1(i)} # 0modD. Now for i < K, (f(X(*l,di):( < 0") is 
non increasing so i belongs to finitely many YC;'s only, so (y(: ( < 0") contradict 
0" 2': reg* (D). 

Case B. (* = 0" and U«a a( = 8. So possibility (B) of Claim 3.10 holds. 

Case C. (* < 0". 

Still Af (i < K), fa,(* (a. < 8) are well defined. 

Subcase C1. a(* cannot be defined. 

Then possibility C of 3.10 holds (use Wi =: Af, f{3 = f"'(d{3,(*)' 

Subcase C2. a(* can be defined. 
Then fa(*,(* is a <D-eub of (g;',:a < 8) as otherwise there is g(* as required in 

clause (e). Now fac'c;* is almost as required in possibility (A) of Claim 3.10 only 

the second phrase is missing. If for no 81 < 8, {i < K:cf[fo(*,(*(i)] ::; 81 } E D+, 
then possibility (A) holds. 

So assume 81 < 8 and B =: {i < K : ~o ::; cf[f (X(* ,(* (i)] ::; 8l} belongs to D+, 
we shall try to prove that possibility (C) holds, thus finishing. Now we choose Wi 

for i < K: for i E K we let w? =: {jO(*,(*(i), [supg;',(i)] + I}, for i E B let w; be 
0<6 

an unbounded subset of fo(*,(* (i) of order type cf[fo(* ,(* (i)] and for i E K \ B let 
w; = 0, lastly let Wi = w? U wI. so IWil ::; 81 as required in possibility (C). Define 
fa E "Ord by fa(i) = min(Wi \ g;',(i» (by the choice of W? it is well defined). So 
(fa : a < 8) is ::;D-increasing; if for some a* < 8, for every a E [a*, 8) we have 
fa/ D = fa* / D, we could define g(* E "Ord by: 

g(* r B = fo* (which is < fa(*,(*), 
g(* r (K \ B) = O,,\B' 

Now g(* is as required in clause (e) so we get contradiction to the choice of (*. So 
there is no a* < 8 as above so for some club C of 8 we have a < ,8 E C '* fa olD f{3, 
so we have actually proved possibility (C). 
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2) Easy (for I\i Ii < w, wlog e reg.(D) but reg.(D) reg(D) so e1 < 
reg(D». 13.10 

CLAIM 3.11: 

(1) In 3.10(1), if A = 6 = cf(A), g. obeys a (a as in 2.1), a a e-weak (8, e)-continuity 
condition, 8 <;;; A unbounded, then clause (C) of 3.10 implies: 
(C) I there are e1 < reg. (D) and A, E D+ for c < e such that the intersection of 
any et of the sets AE is empty (equivalently i < K =? (=r:o;olc)[i E A,] (reminds 
(0', en-regularity of ultrafilters). 

(2) We can in 3.10(1) weaken the assumption (*) to (*)' below if in the conclusion 
we weaken clause (A) to (A)' where 
(*)' cf(6) ;::: e;::: reg(D) 
(A)' there is a SD-upper bound f of {g~: a < 6} such that 

no f' <D f (of course f' E "Ord) is a SD-Upper bound of {g~: a < 6} 
and e S liminfD(cf[f(i)]:i < K) 

(3) If g~ E "Ord, (g~: a < 6) is <D-increasing and f E "Ord satisfies (A)' above 
and 

(*)" cf(6) ;::: wsat(D) and for some A E D for every i < K, cf(f(i» ;::: wsat(D) 

then for some B E D+ we have n cf[J(i)]/(D + B) has true cofinality cf(6). 
i<K, 

Rernark. Compare with 2.6. 

Proof. 1) By the choice of a = (au: a < A) as C (in clause (c) of 3.11(1» is a club 
of A, we can find (3 < A such that letting (aE : C < e) list {a E afJ : otp( an afJ) < e} 
(or just a subset of it) we have (aE, aE+d n C =I=- 0. 

Let IE E (aE,a,+l) n C, and';E E (aE,ae+d be such that {a( : (S c} <;;; a~€, 
and as we can use (a2' : E < e), wlog';E < ,E' For « e let B( = {i < K: fu,(i) < 
ffJ,(i) < fy,(i) < fU,+l(i) andsup{Ju,,(i)+l:'; < (} < sup{Ju,,(i)+l:'; < (+1}. 
2) In the proof of 3.10 we replace clause (e) by 

(e' ) g( S fac,( and for a < fj we have fa S g( mod D 
3) By 1.8(1) 13.11 

CLAIM 3.12: 

(1) Assume A = tcf(n,v D) and J.L = cf(J.L) < A then there is >'" <D >.., >'" a 
sequence of regular cardinals and J.L = tcf(n >'" / D) provided that 

- + 
J.L > reg. (D), min(A) > reg~ (D) whenever 0' < reg.(D) (*) 

(2) Let I* be the ideal dual to D, and assume (*) above. If (*)(a) of 1.5 holds and 
J.L is semi-normal (for (>.., I*» then it is normal. 

Proof. Part (2) follows from part (1) by 2.2(3). Let us prove (1). 

Case 1. J.L < liminfD(>") 
We let 

and we are done. 

>.'_{J.L - 1 
if J.L < Ai 
if J.L ;::: Ai 
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Case 2. liminfD(5.) :::: e :::: reg*(D), p, > e, and (Va- < reg*(D))[reg~(D) < e]. 
Let e =: reg* (D). There is an unbounded S <;;; p, and an (S, e)-continuity system 

a (see 2.4). As I1 5./ D has true cofinality A, A > P, clearly there are g~ E I1 5. for 
a < p, such that g* = (g~ : a < It) obeys a for A*[5.] (exists as e::; liminfD(5.)). 

Now if in claim 3.10(1) for g* possibility (A) holds, we are done. By 3.11(1) we 
get that for some a- < reg*(D) we have reg~(I) :::: p" contradiction. 

Case 3. liminfD(5.):::: e:::: reg*(D), p,:::: e, and (Va- < reg*(D))[reg~(D) < e]. 
Like the proof of [Sh-g, Ch II 1.5B] using the silly square. 13.12 

* * * 
We turn to other measures of I1 5./ D. 

Definition 3.13. 

(a) Ti;(5.) = sup{lFl: F <;;; I15. and II i= h E F =? II i=D h}· 
(b) Tb(5.) = min{lFl: (i) F <;;; I15. 

(ii) II i= h E F =? II i=D h 
_ (iii) F_ maximal under (i)+(ii)l 

(c) Tb(A) = min{lFl: F <;;; I1A and for every II E I1A, for some h E F we have 
·II i=D h}· 

(d) If Ti;(5.) = Tb(5.) = TSC5.) then let TD(5.) = Th(5.) for I < 3. 
(e) for f E "Ord and C < 3 let ThU) means Th((J(a):a < K,)). 

THEOREM 3.14: 

(0) If Do <;;; D1 are filters on K, then Tbo(5.) ::; Tb, (5.) for C = 0,2. Also if K, = 

AouAl, Ao E D+, and Al E D+ then Tb(5.) = min{Tb+Ao(5.), Tb+A' (5.)} for 
C = 0,2. 

(1) htcfD(I15.) ::; TS(5.) ::; Tb(5.) ::; Ti;(5.) 
(2) If Ti;(5.) > IP(K,)/"DI or just Ti;(A) > p" and P(K,)/D satisfies the p,+-c.c. 

then Ti;(5.) = Tb(5.) = TS(5.) so the supremum in 3.13(a) is obtained (so e.g. 
Ti;(5.) > 2" suffice) 

(3) Ti;(5.)<reg D = Tg(5.) (each Ai infinite of course). 
(4) [htcfDI1i<J(i)] ::; TSU) ::; [htcfDI1i<J(i)]<o + reg(D)"/D where e 

reg*(D) in fact e = reg(p) + wsat(l?) suffice 
(5) If D is an ultrafilter 1I1A/DI = TD(A) for e::; 2. 
(6) In (4), if A<,j(i) :::: 2" (or just (reg(D) + 2)"/D ::; minf(i)), then 

i<K-

[htcfD I1 f(i)]<reg D ::; Ti;U) 
i<K 

(7) If the sup in the definition of Ti;(5.) is not obtained then it has cofinality 
:::: reg(D) and even is regular. 

Proof. (0) Check. 
(1) First assume p, =: TS(5.) < htcfD(I1 5.); then we can find p,* = cf(p,*) E 

(p" htcfD(I1 5.)] and Ji = (P,i: i < K,), a sequence of regular cardinals, I\i<" P,i ::; Ai 
such that p,* = tcf(I1 Ji/ D) and let (f",: a < p,*) exemplify this. Now let F exemplify 
p, = TSC5.), for each g E F let 

g' E IT P,i be : g' (i) = {go( i) if g( i) < P,i 
otherwise. 

i<K 
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So there is neg) < p,* such that g' <D fa(g). Let 0* = sup{o(g): 9 E F}, now 
0* < p,* (as p,* = cf p,* > p, = IFI). SO 9 E F =} 9 olD fn>, contradiction. So really 
T1JC5.) ::; htcfD([1 5.) as required. 

If F exemplifies the value of Tb(5.), it also exemplifies T]y(5.) ::; IFI hence 
T]y(5.) ::; Tb(5.). 

Lastly if F exemplifies the value of Tb(f) it also exemplifies Tg(5.) ::::: IFI, so 
Tb(5.) ::; Tg(5.). 

(2) Let p, be IP(K:)I DI or at least p, is such that the Boolean algebra P(K:)I D 
satisfies the p,+-c.c. Assume that the desired conclusion fails so T]y(5.) < Tg(5.), so 
there is Fo <;;; [15., such that [II # 12 E Fo =} II olD 12], and IFol > T]y(5.) + p, (by 
the definition of Tg(5.». Also there is F2 <;;; TI 5. exemplifying the value of T]y(5.). 
For every f E Fo there is gj E F2 such that -,f olD gj (by the choice of F2). 
As lFol > T]y(5.) + P, for some 9 E F2, F* =: {f E Fo: gj = g} has cardinality 
> 7'b(f) + p,. Now for each f E F* let Aj = {i < K:: f(i) = g(i)}, clearly Aj E D+. 
Now f r--> AjlD is a function from F* into P(K:)ID, hence, if p, = IP(K:)IDI, it is 
not one to one (by cardinality consideration) so for some l' # f" from F* (hence 
form Fo) we have Al'l D = AI" I D; but so 

{i < K::j'(i) = j"(i)} 2 {i < K::j'(i) = g(i)} n {i < K::j"(i) = g(i)} = Af'lD 

hence is # 0modD, so -,f' olD f", contradiction the choice of Fo. If IL # IP(K:)IDI 
(as F* <;;; Fo by the choice of Fo) we have: 

II # 12 E F* =} Ail n Aj, = 0 mod D 

so {Aj : f E F*} contradicts "the Boolean algebra P(K)ID satisfies the p,+-c.c.". 
(3) Assume that (J < reg(D) and' p, ::;+ Tg(5.). As p, ::;+ Tg(5.) we can find 

fa E TI 5. for 0 < p, such that [0 < fJ =} fa olD f13]. Also (as (J < reg(D» we can 
find {Ae: E: < (J} <;;; D such that for every i < K: the set Wi =: {E: < (J: i E Ae} is 
finite. Now for every function h: (J -> p, we define gh, a function with domain K:: 

So I{gh(i): hE lip,} I ::; (.Ai)lwil = .Ai, and if hI # h2 are from lip, then for some E: < (J, 

hl(E:) # h2(E:) so B h1 ,h2 = {i: fhl(e)(i) # !h2(e)(i)} E D that is B h1 ,h2 n Ae ED so 
01 if i E Bh 1,h2 n Ae then E: E Wi, so ghl(i) # gh2(i). 
02 B h1 ,h2 n Ae ED 

So (gh: h E (ip,) exemplifies Tg (5.) ::::: p,1i. If the supremum in the definition of Tg (5.) 
is obtained we are done. If not then Tg(5.) is a limit cardinal, and by the proof 
above: 

[p, < Tg(5.) & (J < reg(D) =} p,1i < Tg(5.)]. 

So if Tg (5.) has cofinality ::::: reg(D) we are done; otherwise let it be L: p,e with p,e < 
e<1i 

Tg(5.) and (J < regD. Note that by the previous sentence Tg(5.)1i = Tg(5.)<reg (D) = 
[1 p,e, and let U;: 0 < P,e} <;;; [15. be such that [0 < fJ =} f; olD fv] and repeat 
e<1i 
the previous proof with f~(e) replacing !h(e). 

, ::;+ means here that the right side is a supremum, right bigger than the left or 
equal but the supremum is obtained 

Sh:506



452 Saharon Shelah 

(4) For the first inequality. assume it fails so J.t =: Tjy(f) < htcfD( IT f(i» 
i<K 

hence for some 9 E IT (f(i) + 1), tcf(IT g(i),<D) is A with A = cf(A) > J.t. Let 
i<f(i) i<", 

(fa : a < A) exemplifies this. Let F be as in the definition of Tjy(f), now for each 
hE F, there is a(h) < A such that 

{i < "': if h(i) < g(i) then h(i) < fa(g)(i)} E D. 

Let a* = sup{a(h) + 1 : h E F}, now fa> E IT f(i) and h E F =? h #-D fa> 

contradicting the choice of F. 

For the second inequality. Repeat the proof of 3.9 except that here we prove 
F =: U (N( n IT f(i» exemplifies Tjy(f) :::; A. So let g* E IT Ai, and we should 

«Ii i<", i<", 
find fEN such that (g* #-D I); we replace clause (g) in the proof by 

(g)' g* < fZ+1 < ff mod D 
the construction is for ( < reg(D) and if we are stuck in ( then -,ff #-D g* and so 
we are done. 

(5) Straightforward. 
(6) Note that all those cardinals are;::: 2'" and 2'" ;::: reg(D)'" I D. Now write 

successively inequalities from (2), (4), (1) and (3): 

Tfy(f) = Tjy(f) :::; [htcfD II f(i)(reg(D) :::; [Tfyu)]<reg(D) = TfyU)· 
i<,.., 

(7) See proof of part (3). Moreover, let J.t = L J.te, T < Tfy(>-), J.te < Tfy(>-) as 
e<T 

exemplified by {fe : c < T}, {f%. : a < J.te} respectively. Let ga be: if L J.te < a < 
e« 

L J.te then ga(i) = (fe(i), f%.(i». So {ga : a < J.t} show: if Tfy(>-) is singular then 
e::;( 

the supremum is obtained. 13.14 

CLAIM 3.15: Assume D is a filter on "', f E "Ord, J.tNo = J.t and 2'" < J.t, TDU), 
(see Definition 3.13(d) and Theorem 3.14(2)2 and reg. CD) = reg(D). If J.t < TD(f) 
then for some sequence >- :::; f of regulars, J.t = tcf(IT AI D), or at least 

(*) there are ((Ai,n: n < ni): i < "'), Ai,n = cf(Ai,n) < f(i) and a filter D' on 
Ui<",{i} x ni such that: J.t+ = tcf( IT Ai,nID') and D = {A <;;; ",:UiEA{i} x 

(i,n) 
ni ED'}. 

Also the inverse is true. 

Remark 3.1SA. (1) It is not clear whether the first possibility may fail. We have 
explained earlier the doubtful role of J.tNo = J.t. 

(2) We can replace J.t+ by any regular J.t such that Aa<J> lalNo < J.t and then we 

use 3.14(4) to get J.t :::;+ TD(f). 
(3) The assumption 2'" < J.t can be omitted. 
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Proof. The inverse should be clear (as in the proof of 3.6, by 3.14(3». 
Wlog f(i) > 2'" for i < K-, and trivially (reg(D))" / D::;: 2"', so by 3.14(4) 

TD(f) ::;: [htcfD(II f(i)]<reg.(D). 

i<K 

If fJ, < htcfD( TI f(i» we are done (by 3.12(1», so assume htcfD( TI f(i» ::;: fJ" but 
i<K. i<K, 

we have assumed fJ, < TD(f) so by 3.14(4) as reg. (D) = reg(D) we have fJ,<reg(D) 2': 
fJ,+. Let X ::;: fJ, be minimal such that Ve<reg(D) X8 2': j.L, and let 8 =: cf(X) so, as 

fJ, > 2'" we know Xcfx = X<reg(D) = fJ,<reg(D) 2': fJ,+, X> 2", /\a<x lal<reg(D) < X· 

By the assumption fJ, = fJ,t{o we know 8 > ~o (of course () is regular). By [Sh-g, VIII 
1.6(2), IX 3.5] and [Sh513, 6.12] there is a strictly increasing sequence (fJ,£: E: < 8) 
of regular cardinals with limit X such that fJ,+ = tcf( TI fJ,£/ Ji/d). 

E<B 
As clearly X ::;: htcfD( TI f(i», by 2.12(1) there is for for each each E: < 8, a 

i<K 

sequence >-E = (A~:i < K-) such that Ai = cf(AD ::;: f(i), and tcf(TI AUD) = fJ,E, 
i<,.., 

also wlogA~ > 2"'. Let CAE:E: < 8) exemplify 8 < reg(D) and ni = I{E: < 8:i E AE}I 
and {Ai.n: n < w} enumerate {A~: E: satisfies i E Ad, so we have gotten (*). 13.15 

Conclusion 3.16. Suppose D is an ~1-complete filter on K- and reg. (D) = reg(D). 
If Ai 2': 2" for i < K- and sUPAED+ TD+A(>-) > fJ,t{o then for some A~ = cf(AD ::;: Ai 
we have 

Conclusion 3.17. Let D be an ~1-complete filter on K- and reg.(D) = reg(D). If 
for i < K-, Bi is a Boolean algebra and Ai < Depth+(Bi) (see below) and 

2'" < j.Lt{o < sup TD+A(>-) 
AED+ 

then fJ,+ < Depth+( TI B i / D). 
i<K 

Proof. Use 3.25 below and 3.16 above. 

Definition 3.1S. For a partial order P (e.g. a Boolean algebra) let Depth+(P) = 
min{A: we cannot find aa E P for a < A such that a < (3 =;. aa <p ap}. 

Discussion 3.19. 

(1) We conjecture that in 3.16 (and 3.17) the assumption "D is ~1-complete" can 
be omitted. See [Sh589]. 

(2) Note that our results are for fJ, = fJ,No only; to remove this we need first to 
improve the theorem on pp = cov (i.e. to prove cf(A) = ~o < A =;. pp(A) = 
COV(A,A,~1,2) (or sup{pp(fJ,):cffJ, = ~o < fJ, < A} = cf(S:::;No(A),<:;] (see [Sh­
g], [Sh430, §1]), which seems to me a very serious open problem (see [Sh-g, 
Analitic guide, 14]). 

(3) In 3.17, if we can find fa E TI Ai for a < A: [a < (3 < A =;. fa ::;: fp mod D] 
i<K 

and -,fa =D fa+1 then A < Depth+(TI Bi/D). But this does not help for A 

regular > 2"'. 
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(4) We can approach 3.15 differently, by 3.20-3.23 below. 

CLAIM 3.20: If 22' ::; JL < TD(~), (or at least 21D1 +1< ::; JL < TD(~)) and JL<o = JL, 
then for some e-complete filter E ~ D we have TE(~) > JL. 

Proof. Wlog e is regular (as JL<o = JL &, cf(e) < e,* JL<o+ = JL). Let {fo: a < 
JL+} ~ TI~, be such that [a < (3 '* jo ofD j(3]. We choose by induction on (, 
a( < JL+ as follows: a( is the minimal ordinal a < JL+ such that E(,o ~ D where 
E(,o = the e-complete filter generated by 

(note: each generator of E(,o is in D but not necessarily E(,o ~ D!). 
Let a( be well defined if C < (*, clearly c: < C '* a, < a(. Now if C* < JL+, then 
clearlya* = U«(* a( < JL+ and for every a E (a*,JL+), E(*,o <l D, so for every 

such a there are A,,, E D+ and an E [(*]<0 such that An = U E {i < "': JOe (i) = 

jn(i)}. But for every A E D+, a E [(*]<0 we have ' aa 

hence has cardinality::; el< ::; 21< < JL. Also 1[(*]<01 ::; JL<o < JL+, ID+I ::; 21< < JLI< 
so we get easy contradiction. 

So (* = JL+, but the number of possible E's is ::; 22 ', hence for some E we 
have I{c: < JL+: E"oe = E}I = JL+. Necessarily E ~ D and E is e-complete, and 
{joe: c: < JL+, and Ene = E} exemplifies TE(~) > JL, so E is as required. 13.20 

Fact 3.21. 1. In 3.20 we can replace JL+ by JL* if 22 ' < cf(JL*) ::; JL* ::; Tg(~) and 

1\0<1"* lal<o < JL*. 

Proof. The same proof as 3.20. 

CLAIM 3.22: 

(1) If 21< < I TI V DI, D an ultrafilter on "', JL = cf(JL) ::; I TI ~/ DI, l\i<1< W~a < JL, 
and D is regular then JL < Depth + (TI )..d D) 

i<K, 

(2) Similarly for D just a filter but A E D+ '* TI ~/(D + A) = TI ~/ D. 

Proof. 1) Wlog).. =: limD ~ = sup(~), so I TI V DI = )..1< (see 3.6, by [CK]). If 
JL ::; ).. we are done; otherwise let X = min{x:xl< = )..I<}, so Xcf(x) = AI<, cf(X) ::; 
'" but A < JL ::; AI< hence )..Na < JL hence cf(X) > ~o, also by XiS minimality 
I\i<X IWf x ::; lill< < X, and remember X < JL = cf JL ::; Xcf x so by [Sh-g. VIII 
1.6(2)] there is (JL,: c: < cf(X)) strictly increasing sequence of regular cardinals with 
limit X, TI JLd J~lx has true cofinality JL. Let X, = sup{JL(: C < c:} + 21<, let 

,<cf(x) 
i: '" -+ cf(X) be i( i) = sup{ c: + 1:)..i ~ X,}. If there is a function h E TI i( i) such 

i<K 

that I\j<cf(x) {i < "': h( i) < j} = 0 mod D then TI JLh(i)/ D has true cofinality JL 
i<K, 

as required; if not (D, i) is weakly normal (Le. there is no such h - see [Sh420]). 
But for D regular, D is cf(x)-regular, some (A,:c: < cf(",)) exemplifies it and 
h(i) = max{c::c: < i(i) and i E Ad (maximum over a finite set) is as required. 

2) Similarly using A =: liminfD(~)' 13.22 
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Discussion 3.23. 
1. In 3.20 (or 3.21) we can apply [Sh 410, §6] so p, = tcf(TI U i<1< ail D*), where 

D = {A ~ K: UiEA ai E D*} and each ai is finite. 

See also in 3.15. 

CLAIM 3.24: If D is a filter on K, Bi is the interval Boolean algebra on the ordinal 
ai, and I TI ail DI > 2" then for regular p, we have: p, < Depth+( TI Bd D) iff for 

i<K i<K 

some P,i ::; ai (for i < K) and A E D+, the true cofinality of TI p,i/(D + A) is well 

defined and equal to p,. 

Proof. The ~ (i.e. if direction) is clear. For the => direction assume p, is regular 
< Depth+( TI Bil D) so there are fa E TI Bi such that TI Bd D F fal D < fld D 

i<K, 

for a < /3. 
Wlog p, > 2". Let fa(i) = U [j0.,i,2£,jo.,i.2f+l) where ja,i,£ < jo.,i,l+l < ai 

£<n(a,i) 
for C < 2n(a, i). As p, = cf(p,) > 2>< wlog no.,i = ni. By [Sh430, 6.6D] (see more 
[Sh513, 6.1]) we can find A ~ A* =: {(i,C) : i < K,C < 2n,,} and bi,i : i < K,C < 
2ni) such that (i, C) E A => "i,£ is a limit ordinal and 

(*) for every f E TI "i,£ and a < p, there is /3 E (a, p,) such that 
(i,£)EA 

(i,C) E A* \ A=> ja,i,£ = "i,£ 
(i,C) E A => f(i,C) < j{3,i,£ < "i,e 
(i, C) E A => cfbi,e) > 2" 

Let C(i) = max{C < 2n(i) : (i,C) E A} and let B = {i : C(i) well defined}. 
Clearly B E D+ (otherwise we can find a < /3 < p, such that falD = f{3ID, 
contradiction). For (i, C) E A define /3i,£ by /3i,£ = supbj,m + 1 : (j, m) E A* and 
"j,m < "i,£}· Now /3i,£ < "i,£ as cfbi,£) > 2". Let 

Y = {a < p,: if (i,C) E A* \A then ja,i,t = "i,£ 

and if (i,C) E A then /3i,£ < ja,t,i < "R,i} 

Let Bl = {i E B : C(i) is odd}. Clearly Bl ~ Band B i Bl = 0 mod D (otherwise 
as in (* h, (*)2 below get contradiction) hence Bl ED. Now 

(*h for a < /3 from Y we have 

(ja,i,£(i) : i E B 1 ) ::; (j{3,i,e(i) : i E B 1 ) mod (D fBI) 

[Why? as fa I D was non decreasing in TI Bil D] 

(*h for every a E Y for some /3, a < /3 E Y we have 

(ja,i,£(i) : i E B 1) < (j{3,i,t(i) : i E B 1) mod (D fBI) 

[Why? by (*) above] 

Together for some unbounded Z ~ Y, < (jo.,t,t(i) : i E B1)/(D fBI) : a E Z) is 
<DfB,-increasing, so it has a «DfBll -eub (as p, > 2", see 3.10, and more in [Sh-g, 
II §1]), say (ji : i E B 1) hence TI ji I(D fBI) has true cofinality p, by 1.3(12) 

iEB, 
and clearly ji ::; "i,l(i) ::; ai, so we have finished. 13.24 

CLAIM 3.25: If D is a filter on K, Bi a Boolean algebra, Ai < Depth+(Bi ) then 
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(a) Depth( II Bd D) ::::: SUPAED+ tcf(lli<" Ad(D+A)) (i.e. on the cases tcf is well 
i<"" 

defined). 
(b) Depth+( II Bi/D) is::::: Depth+(P(K:)/D) and is at least 

i<,.., 

sup{[tcf(IT A~/(D + A))]+: A~ < Depth+(Bi ), A E D+}. 
i<K. 

Proof. Check. 

CLAIM 3.26: Let D be a filter on K:, (Ai : i < K:) a sequence of cardinals and 
2" < p, = cf(p,). Then (0:) <=> ((3) =? b) =? (8), and if (\fa < p,)(al-t.o < p,) and 
reg*(D) = reg(D) we also have b) <=> (8) where 

(0:) if Bi is a Boolean algebra, Ai < Depth+(Bi ) then p, < Depth+(ll Bi/D) 
i<K 

((3) there are P,i = cf(p,i) ::; Ai for i < K: and A E D+ such that p, = tcf(ll p,i/(D + 
A)) 

b) there are ((Ai,n:n < ni):i < K:), Ai,n = cf(Ai,n) < Ai, A* E D+ and a filter D* 
on Ui<" {i} x ni such that: 

p, = tcf(IT Ai,n/D*) and D+A* = {A <;;; K:: the set U{i}xni belongs to D*}. 
(i,n) iEA 

(8) for some A E D+, p,::; TD+A((Ai : i < K:)) 

Remark. So the question whether (0:) <=> (8) assuming (\fa < p,)(al-t.o < p,) is 
equivalent to ((3) ...... ("I) which is a "pure" pcf problem. 

Proof. Note b) =? (8) is easy (as in 3.15, i.e. as in the proof of 3.6, only easier). 
Now ((3) =? h) is trivial and ((3) =? (0:) by 3.25. Next (0:) =? ((3) holds as we can 
use (0:) for Bi =: the interval Boolean algebra of the order Ai and use 3.24. Lastly 
assume (\fa < p,)(al-t.o < p,) and reg*(D) = reg(D), now b) <=> (8) by 3.15. 13.26 

Discussion. We would like to have (letting Bi denote Boolean algebra) 

Depth(+)(IT Bi/D)::::: II Depth(+) (Bi)/D 
i<K i<"., 

if D is just filter we should use TD and so by the problem of attainment (serious 
by Magidor Shelah [MgSh433]), we ask 

® for D an ultrafilter on K:, does Ai < Depth+(Bi ) for i < K: implies 

at least when Ai > 2K; 
®' for D a filter on K:, does Ai < Depth+(Bi ) for i < K: implies, assuming Ai > 2" 

for simplicity, 

As explained in 3.26 this is a pcf problem. 

In [Sh589] we deal with this under reasonable assumption (e.g. p, = X+ and 
X = Xl-t.O). We also deal with a variant, changing the invariant (closing under ho­
momorphisms, see [M]). 
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4. Remarks on the conditions for the pcf analysis 

We consider a generalization whose interest is not so clear. 

CLAIM 4. 1: Suppose >:. = (Ai: i < K,) is a sequence of regular cardinals, and e is a 
cardinal and 1* is an ideal on K,; and H is a function with domain K,. We consider 
the following statements: 

(**)H lim infI * (>:.) ~ e ~ wsat(1*) and H is a function from K, to p(e) such that: 

(a) for every c: < e we have {i < K,:C: E H(i)} = K, mod 1* 

(b) for i < K, we have otp(H(i» ::; Ai or at least {i < K,: IH(i)1 ~ Ad E 1* 

(**)+ similarly but 
(b)+ for i < K, we have otp(H(i» < Ai 

(1) In 1.5 we can replace the assumption (*) by (**)H above. 
(2) Also in 1.6, 1.7, 1.8, 1.9, 1.10,1.11 we can replace 1.5(*) by (**)H. 
(3) Suppose in Definition 2.3(2) we say J obeys Ii for H (instead of for A*) if 

(i) for (3 E aa such that c: =: otp(aa) < e we have 

otp(aiJ),otp(aa) E H(i) ~ fiJ(i) ::; fa(i) 

and in 2.3(2A), fa(i) = sup{JiJ(i):(3 E aa and otp(aiJ),otp(aa) E H(i)}. 

Then we can replace 1.5(*) by (**)H in 2.5, 2.5A, 2,6; and replace 1.5(*) by 
(**)"t in 2.7 (with the natural changes). 
Proof. (1) Like the proof of 1.5, but defining the gE'S by induction on c we change 
requirement (ii) to 

(ii)' if « c:, and {(,c:} <;;; H(i) then g((i) < gE(i). 
We can not succeed as 

(B~(*) \ B!t*\) n {i < K,:C:,C: + 1 E H(i)}:c: < e) 

is a sequence of e pairwise disjoint member of (1*) + . 
In the induction, for c: limit let gE(i) < U{g((i): ( E H(i) and c: E H(i)} (so this 

is a union at most otp(H(i)nc:) but only when c: E H(i) hence is < otp(H(i» ::; Ai). 
(2) The proof of 1.6 is the same, in the proof of 1. 7 we again replace (ii) by (ii)'. 

Also the proof of the rest is the same. 
(3) Left to the reader. 14.1 

We want to see how much weakening (*) of 1.5 to "liminf1*(>:') ~ e ~ wsat(1*) 
suffices. If e singular or lim infI* (>:.) > e or just (TI >:., <1*) is e+ -directed then case 
«(3) of 1.5 applies. This explains (*) of 4.2 below. 

CLAIM 4.2: Suppose>:' = (Ai:i < K,), Ai = cf(Ai), 1* an ideal on K, and 

liminfI (>:') = e ~ wsat(1*), e regular 

Then we can define a sequence J = (Jc,:( < (*» and an ordinal (*) ::; e+ 
such that 

(a) .f is an increasing continuous sequence of ideals on K,. 

(b) Jo = 1*, JC,+l =: {A: A <;;; K" and: A E Jc, or we can find h: A -+ e such that 
Ai> h(i) and c: < e ~ {i: h(i) < c:} E Je,}. 

(c) for ( < (*) and A E JC,+l \ Jc" the pair (TI>:',Jc, + (K, \ A» (equivalently 
(TI >:. r A, Jc, r A» satisfies condition 1.5(*) (case «(3» hence its consequences, 
(in particular it satisfies the weak pcf-th for e). 

(d) if K, f/. Uc,<c,(*)Jc, then (TI >:., Uc,<c,(*)Jc,) has true cofinality e. 
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Proof. Straight. (We define Jc, for ( ::; e+ by clause (b) for ( = 0, ( successor and 
as U J" for ( limit. Clause (c) holds by claim 4.4 below. It should be clear that 

,,« 
Je++ 1 = Je+, and let ((*) = min{(:Jc,+l = U J,,} so we are left with checking 

,,<c, 
clause (d). If A E J~*), h E TI Ai, choose by induction on ( < e, c:(() < e 

iEA 

increasing with ( such that {i < K,: h( i) E (c:( (), c:( ( + 1» E J~ *)' If we succeed we 
contradict e 2: wsat(1*) as e is regular. So for some ( < e, c:(() is well defined but 
not c:(( + 1). As Jc,(*) = JC,(*)+l, clearly {i < K,: h(i) ::; c:(()} = K, mod Jc,(*). So 

g,,(i) = {~ ~~! ~~: exemplifies tcf(TIVJc,(*) = e. 142 

Now: 

CONCLUSION 4.3: Under the assumptions of 4.2, 1* satisfies the pseudo pcf-th (see 
Definition 2.11(4». 

CLAIM 4.4: Under the assumption of 4.2, if J is an ideal on K, extending 1* the 
following conditions are equivalent 

(a) for some h E I1 5., for every c: < e we have {i E A: h(i) < c:} E J 
(b) (TI5.,<J+(I<\A) ise+-directed. 

Proof. (a) =? (b) 

Let ic, E TI A for ( < e, we define j* E TI 5. by 

rei) = sup{Jc,(i) + 1: ( < h(i)}. 

Now j*(i) < Ai as h(i) < Ai = cf(Ai) and ic, fA <J j* f A as {i E A : h(i) < (} E 
J. 
(b) =? (a) 

Let !c, be the following function with domain K,: 

f ( .) - {( if ( < Ai 
C, Z - 0 if ( 2: Ai 

As liminfI* 2: e, clearly c: < ( =? i" <1* ic, and of course ic, E TI5.. By our 
assumption (b) there is h E TI 5. such that ( < e =? ic, f A < h f A mod J. Clearly 
h is as required. 14.4 
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