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REMARKS ON N1-CWH NOT 
CWH FIRST COUNTABLE SPACES 

SAHARON SHELAH 

Abstract. CW H, cw· N stand for coll~tionwise Hausdorff and collection wise nor-
mal respectively. We analyze the statement "there is a -\ - CW H not CW H first 
countable (Hausdorff topological) space". We prove the existence of such a space 
under various conditions, show its equivalence to: there is a -\-CW N not CW N first 
countable space and give an equivalent set theoretic statement; the nicest version 
we can obtain is in 4.8. 

§0 INTRODUCTION 

This paper is concerned with several "almost, but not quite"-type questions for 
first countable Hausdorff spaces, e.g.: 

(1) Is there an N1-metrizable but not metrizable such space? 
(2) Is there such space which is N1-CW H but not CW H? 
{3) Similarly for CW N. 

We feel that these questions arP of considerable interest, especially the first one 
which is somewhat of a classic.al problem in set-theoretic topology. 

Generalizations to A > N1 are considered, and the analogy with CW N is ex-
plored. Here, CW H stands for collection wise Hausdorff, and CW N for collection-
wise normal. For the purposes of this paper, a space is always a first countable 
Hausdorff space. 

Note that -\-metrizable =? -\-CWH. 
Our motivation is to prove that, to a certain degree, the above three questions are 

equivalent. Note that in the class of Moore spaces, the equivalence of metrizability 
and CW N is well 1-:.nown (see [Fl84]). 

We give below a summary of some of the results. 
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104 SAHARON SHELAH 

In the first section it is shown that instances of non trivial cardinal arithmetic 
(for example -.SCH) imply examples for (1). For this we note that for singular 
,\ of countable cofinality, a A-metrizable not metrizable space can be constructed 
from the assumption that there are A+ functions 7Jo: E w A such that for f3 < A+ 
there are pairwise disjoint end segments for (7Ja :a< /3). 

The strength of this assumption is discussed, for example if it were to fail for 
all relevant .A, then for every singular J.l we would have pp(J.l) = J.l+. This in turn 
has many implications, like that 0*({8 < J.l+: cf(8) =/:. cf(J.t)}) holds for J.l singular 
strong limit. 

Also in the first section is a construction the method of which is going to play a 
major role in the rest of the paper. We wish to construct an N1-CW H not CW H 
space from the existence of a strong limit A of uncountable cofinality with 2\ = A+. 
We succeed to obtain "not CvV H" at this stage, but we need something more to 
prove the "N 1-CvVH". 

Spaces which are N1-CW H but not CW Hare further discussed in §2. It is proved 
that MA + -.CH implies the existence of an NI-metrizable but not metrizable space. 
Consideration is given to a combinatorial property INCWH(A), defined in 2.4. If 
one can show that there is an A> N1 such that INCW H(A) holds, then the original 
problem (1) is solved. It is further shown that I NCW H(A) implies the existence of 
an ( < A)-CW H but not A-CW H space, and more. The proof uses the construction 
mentioned in the discussion of the first section. Further variants of IN CW H (A) 
are introduced. 

Discussion of the variants of freeness continues in the third section. It is shown 
that the version introduced earlier, I NCW H(A) can be further weakened, to a 
property called I NCW H 4 (A), to obtain a principle equivalent to the existence of 
a space X with A points which is ( < A)-CW H, but not A-CW H. 

Having thus hopefully convinced the reader that freeness has a lot to do with the 
original problem, we give a detailed discussion of the general concept of freeness and 
its connection to topological properties we discussed earlier. This is the subject of 
the fourth section. The method of constructing topological spaces introduced in the 
first section is further explored now. Some equivalences are given and in particular, 
the CW N-spaces enter the arena. Freely stated, Theorem 4.8 shows that basically, 
the existence of a space which is (A)-CW H, *CW N respectively, but not A-CW H, 
*CW N respectively are equivalent, and in addition equivalent to the existence of 
a ( < A)-free not free family of functions with domains countable sets of ordinals 
and range ~ w. (The theorem gives in fact more but does not distinguish AI, A2 if 
\ ~0 - \ ~0 ) 
-"I - -"2 · 

In the fifth section of the paper, we continue the investigation of variants of 
freeness. 

The author had a flawed proof of the existence of spaces as above in ZFC, for 
some A > N1 , in June of 1992; still we decided that there is some interest in the 
correct part and some additions. 

Further work on the variants of freeness, as well as their connect.ion with metriz-
ability, is in preparation. 

* * * 
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N1 -CWH NOT CWH 105 

We shall deal mainly with first countable topological spaces. 
All spaces will be Hausdorff. 

0.1 Definition. 1) A space X is metrizable if the topology on X is induced by a 
metric. 
2) A space X is ( < >.)-metrizable if for each Y ~ X such that IYI < >., the induced 
topology on Y is metrizable. Let JJ-metrizable mean ( < Jl+)-metrizable. 
3) A space X is CW H (collectionwise Hausdorff) if for every subspace Yon which 
the induced topology is discrete (i.e. every subset is open) there is a sequence 
( uy : y E Y) of pairwise disjoint open subsets of X, such that for every y E Y we 
have y E uy. 
4) A space X is ( < >.)-CW H if for every Y ~ X of cardinality < >., Y (with the 
induced topology) is CW H. 
JJ- CWH means(< Jl+)- CWH. 
5) A space X is CW N (collection wise normal) if: whenever (Y; : i < a) is a 
sequence of pairwise disjoint subsets of X, and each li is clopen in X f ( U 1j), 

j<cr. 
then we can find pairwise disjoint open (U; : i < a) in X such that Y; ~ U;. 
6) A space is(<>.)-* CWN if every subspace with<>. points is CWN (we use 
the * because another notion is: there is a bound a < >. such that all relevant 
subspaces are of size < a). 
JJ-* CW N means ( < Jl+) -* CW N. 

0.2 Question. (ZFC) 1) Are there N1-metrizable not metrizable (first countable 
Hausdorff topological) spaces? 
2) Are there N1 - CW H not CW H first countable spaces? 
We shall also consider analogous questions with N1 replaced by any >. > N0 . 

Note: >.-metrizable => >.- CW H. Also, metrizable => CW N => CW H. 

0.3 Observation. Assume X is a space with character x S >. (i.e. every point 
has a neighborhood basis of cardinality S x). 
Then: 

(a) X is >.-CW H iff for every subset Y of cardinality S >.on which the induced 
topology is discrete there is a sequence ( Uy : y E Y) of pairwise disjoint open 
subsets of X such that y E uy. 

(b) In (a), for any fixed x S J1 S >., we can restrict ourselves (on both sides) to 
discrete subsets of cardinality Jl" 

Proof (a) The implication ¢:: is immediate. For the implication => assume that 
y ~ X, IYI s >. and X r y is the discrete topology. Let (U;Y : i < iY s x) be a 
neighborhood basis in X for y E Y; choose for y1, y2 E Y and i 1 < iY 1

, i 2 < iY 2 a 
1 2 

point z[y 1 , y2 , i 1 , i 2] which is in U~ n U~ , if this intersection is non-empty. By the 
assumption X r y1 is cw H, where 
y; Y U { [ 1 2 . . l 1 }' 2 y . ·y1 . ·y2} 

1 = z y 'y 'Z1' Z2 : y E 'y E 'Z1 < z 'Z1 < t . 

(b) Follows from the proof of (a). Do.3 
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106 SAHARON SHELAH 

§1 ANALYSIS OF "N1 - CHW BUT NOT CHW" 

1.1 Lemma. 1) Assume 
(*)>. cf(>.) = N0 < >., 1]01 E w>., for a<>.+, and for each (3 <>.+,we can find 

pairwise disjoint end segments for (TJcx :a < (3) 
(e.g. 3hf3 : (3---+ w such that 

Then 1) the space w> >. U {TJcx: a<>..+} with the topology given below is 
(a) first countable and Hausdorff 
((3) >.- CW H, even >.-metrizable 
('y) not >.+- CHW. 

The topology is the obvious one: each 1J E w> >. is isolated, and for each a < >.+, 
the neighborhood basis of TJcx is { { TJcx r e : k < e ~ w} : k < w}. 
2) Hence, the space is not metrizable but is >.-metrizable. 

Proof. Straightforward. Du 

1.2 Conclusion. 1) If the answer to 0.2(1) or 0.2(2) is "no", then (*h of 1.1 is 
not true for any >.. 
2) If (*h of 1.1 fails for all>.., then 

(*) cf(>.) =No<>.::::} pp(>.) = >.+ 

(by [Sh:355],1.5A). 
3) If 2)'s conclusion holds, then for every >. singular we have pp(>.) = >.+. (By 
[Sh:371],1.10 or [Sh:371],1.10A(6) or [Sh:355],2.4(1)), hence for every pair()< JL 
we have cf([JL]~ 9 , ~) = cov(JL, ()+, (:1+, 2) ~ JL+ (by [Sh:400],1.8), in fact 

4) If 3)'s conclusion holds then: 
( *) if >. is singular strong limit then 

(a) 2-' = >.+ 
hence 

if 

if 
cf(JL) > 0 
cf(JL) ~ 0. 

(b) 0$" where S>. = {8 < >.+ : cf(8) =f. cf(>.)}, and 0$ means that 
there is a (P6 : 8 E S) satisfying Pa ~ [a]-', IPal =>.such that 

('VX ~ >..+)(3 club C)[ f\ (Xn8) E P6] 
6ESnC 

((b) holds by [Sh:108]; see there on earlier work of Gregory). 
Note that clearly 0$ & S1 ~ S::::} 0s1 • 

(5) Not only pp(>.) >>.+and>.> N0 = cf(>.) implies (*h (from 1.11); but assume 
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N1 -CWH NOT CWH 107 

we have {An: n < ci(A) =No), LAn =A, An= ci(An), tcf(IIAn/J!d) =A+, as 
n 

exemplified by f = (!ex :a < A+) such that 

$ if No < cl(6) ~ "' < A, then there is a closed unbounded A ~ 6 and 
ncx < ci(A) for a E A such that n0 ,nfJ < n < ci(A) => lcx(n) < lfJ(n). 

:Ihm using $ we get ( *) >. of 1.1, so we get a "'- CW H, K.-metrizable first countable 
space which is not metrizable nor CW H (so not A+ -metrizable and not A+ -CW H). 
In fact A> ci(A) = N0 , ci([A]No, ~)>A+ is sufficient too (see [Sh:355],§6). 

1.3 Construction. Assume A = .J..,1 (or just A is a strong limit, ci(A) -::/:- No), 
2>. = A+ and S is a stationary subset of A+ such that 

S ~ {6 <A+ : cl(6) =No and A2 divides 6}. 

We shall build a space with the set of points {X ex, Ycx : a < A+}. Each X ex will be 
isolated in X and each Ycx will have a countable neighborhood basis in X. We shall 
have { Ucx,n : n < w} as a neighborhood base of Ycx with Ua,n decreasing in n and 
Ucx,n = {y0 } U {xfJ: lcx(/3) > n} where lex is a function from A+ tow which we shall 
define below. 
Note that each Ycx is isolated in the space restricted to {y0 :a < A+}. 
The only thing left is to define I ex for a < A+. 
We set lcx(/3) = 0 except in some specified cases. For the space to be Hausdorff it 
is enough to have: 

for a < f3 there is an m = m(a, /3) < w such that 
-,(3-y)[lcx('Y) ~ m & lfJ('Y) ~ m]. We shall make a stronger condition: 

(*)o a< f3 => (39-y)[la('Y) ~ 1 & lfJ('Y) ~ 1]. 

Remember that, as remarked in 1.2(4), it is reasonable to assume 

{*h ¢s holds since 2>. =A+ and ci(A) > N0 (or by the proof of 1.2 for arbitrarily 
large J.1. <A,(*),.. of 1.1 holds). So there is a {g0 :a E S) with g0 :a--+ w, 
such that 

(Vg E >.+ w)(3stata E S)(ga: = g t a). 

Now, if the space is CWH then there is a g: A+--+ w such that {ua,g(a): a< A+) 
are pairwise disjoint. 

We define by induction on a a limit <A+ the value of li(j) for i,j <a. Denote 
It = 1i t a and denote the sequence Ut : i < a} by Jcx, so if i < a, then It is 
a sequence in °W and If is an initial segment of If when a < /3. Usually we just 
give value zero to fi(j). 
If a= w, or a is limit there are no problems. 
If cl(a) > No, and Jcx is defined, we define Jcx+w by letting all the new values be 
equal to zero. If a E S, and Ycx looks as a candidate for g, i.e. {u':' (') : i <a) -s,g,... a 
are pairwise disjoint, where ufk =: {xfJ: f3 <a & li(/3) > k}, and iffor some m , 
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108 SAHARON SHELAH 

it happens that otp( {,8 < a : Yo (,B) = m}) = a, then choose for the minimal such 
m=ma 

n 
(b) Ya(f3~) = m 

and define Ja+w (extending / 0 ) by 

and 

!$!"" (a + n) = m + 1 

(other values of Ja+w are zero). If Yo fails the conditions above or if a ¢ S but 
cf(a) =No, choose m 0 = -1, ,8~ satisfying conditions (a) above and extend / 0 as 
just described. 
So, if Yo satisfies all the conditions above, we cannot extend Yo to a y which is as 
required (for CW H) and defined on ,\+ :if y(a) = k we get 

So the space is not CW H (hence not metrizabl~). For simplicity, we can request 
that ,8~ ¢ U ['Y li' + w ). Hence, ( * )o holds, so the space is Hausdorff. 

-yES 
Suppose the space is not N1 - CWH. So for some U E [-\+]1~ 1 

is not CWH. 
So without loss of generality if 

then 

So 

aESnU 

a+n EU and 
,8~ E U. 

0 for every y: U ~ w (candidate to give the separation), 
~: for some a E S n U, (300n) y(j3~) ~ m0 • 
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N1-CWH NOT CWH 109 

1.4 Comments. (0) Unfortunately, we have not proved "X is N1 - CWH". 
(1) The space constructed in 1.3 has neighborhood bases consisting of countable 
sets, like the ones considered in the earlier consistency results from [JShS:320). 
However, above a superrcompact pp is trivial, no such phenomenon arrises here. 
(2) But 11-Levy(Nt,.\+) "X is not N1- CW H" may fail unless we put more restrictions 
on the {3~. See (3). 
(3) If we build X as above, let l = Levy(N1, A+) and there is a l-name g such that 

li-p "g : A+ -+ w witnesses that X is CW H", 

then X is N1 - CWH. 
[Why? given aYE [A+]N1 , we can find (pi: i < w1} increasing in r such that 
1\ V Pi II- "Q(a) = something"]. 

orEY i 
(4) It is well known that if A = c/(A) > No and S ~ {t5 < A : cf(t5) = No} is 
stationary not reflecting, then there is a ( < A) - CW H not CW H space. A space 
like this can be constructed in a fashion similar to that of 1.3. Namely, we can 
choose for each t5 E S an increasing sequence (a~ : n < w} which converges to t5. 
We require a~ ¢ S, say a~ a successor ordinal. We define 

!({3, t5) = { ~ if t5 E S and {3 = a~ 
otherwise. 

We set X= {Y6: t5 E S} U {xtJ: {3 E A} set XtJ isolated and let 
U6,n = {Y6} U {xtJ: {3 < t5 & f({3,t5) ~ n} be a neighborhood base for Y6(n < w). 

To see that X is not CWH, do as above, and to see it is(< A)- CWH, use 
induction on a < A. since S is not reflecting, at a E S we can choose a cofinal 
sequence which avoids S, and apply the induction hypothesis. 

1.5 Definition. We say that the space X is A- WCW H if for any discrete set of 
A points, some subset of cardinality A can be separated by disjoint open sets. 
X is WCWH if X is IXI-WCWH. 

1.5A Remark. By a theorem of Foreman and Laver for first countable spaces we 
have the consistency of: N1 - WCWH =? N2 - WCWH. 

Namely in [FoLa88), starting with a huge embedding j : V -+ M with critical 
point "' and j("') = A, the following is obtained: 

There is a forcing notion r *~such that r is 1\.-c.c.,IJl.l'l = "'• V[Gp) I= ""' = w1", 

li E V(Gp] is A-c.c., of cardinality A and ( < 1\.)-closed and V[GP•IR] I= "A = w2". 

In addition, there is a regular embedding h : (Jl.l' * ~) -+ jl with h(p) = p for all 

p E Jl.l' and the master. condition property holds for h, jJl.l', r * !l Finally, if G is 

(lP' * ~)-generic, then in V[ G), jJl.l' / h" (G) is I\.-centered. 

The consistency of N1 - WCW H =? N2 - WCW H for first countable spaces 
clearly follows from the above result of [FoLa88]. For the convenience of the reader 
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110 SAHARON SHELAH 

we include the following easy Claim 1.5B which shows this implication. In fact, 
M. Foreman informs us that from other results in [FoLa88], the implication is even 
easier. 

1.5B Claim. Suppose X is a first countable topological space and lXI =~;;+,while 
Yo s;;;; X is a discrete subspace of X' with IYol = ,.+. If r is a ~;;-centered forcing 
notion such that 

li-p "There is a Y s;;;; Yo with IYI = lXI andY is separated in X", 

.th!m. 
in V, there is a Y s;;;; Yo, IYI = IYol andY is separated in X. 

Proof. Without loss of generality, the set of points of Yo is ~;;+, and we denote 
..\ = ~;;+. We may ·fix a set {~"I : 1 < ..\} of l-names such that 

li-p "{~"I : 1 < ..\} is separated s;;;; ..\and has cardinality..\". 

We can also assume that there are no repetitions among the~"~' and that ~"I ;:::: I· 
Suppose that in V, the neighborhood bases for points in Yo are given by 

((u~:n<w) :yEYo). 
'.'h) 

So, without loss of generality {u~~ :1 <..\}are pairwise disjoint, in VI?. 

Now, let l = U l; where each l; is directed. 
i<"' 

For each a<..\, there is a condition Pa forcing a value to ~a,~(a) say j30 ,m(a). 
So, there is an i( *) < ~;; such that A = {a : Pa E l i( *)} is unbounded in ..\. 
Therefore, {f3a : a E A} is separated by 

{u;:,(a) :a E A}. 

(So, having that any two members of l; are compatible, or that out of any ). 
elements of l there are..\ pairwise compatible, i.e. lis ..\-Knaster, suffices). Dl.5.B 

On the other hand, e.g. 

1.6 Claim. There is a first countable Hausdorff space X which is (2~")+- WCW H 
but is not WCWH. 

n<w 
1]0 < Jbd 1]{3. 

We deflne the topological space X on w> ..\ U { 1Ja : a < ..\ +} as in 1.1. 
Proof that X is not).+- WCWH: ifU E [..\+]"+, (1Ja: a E U) cannot 
be separated as I{1Ja r e: e < w,a E U}l:::; ..\. 
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N1-CWH NOT CWH 111 

If U E [.t\+](2110 )+, without loss of generality otp(U) = (2Nn)+; set U = {ac: ( < 
(2Nn)+}. Now for some Y E ((2l'lo)+j(2110 )+ and n, {1Ja< t (n,w) : ( E Y) is strictly 
increasing (not just modulo J!d but in every coordinate (see (Sh:111] or (Sh:355], 
§1, also [Sh:355],§6; see also [Sh:400],§5, [Sh:430], §6)). 01.6 

1. 7 Remark. We can prove other Claims similar to 1.6 (see the references above). 

§2 ON NOT CW H, N1 - CW H SPACES 

2.1 Definition. For an ordinal 'Y let us define 

(*)~ there is an S ~ {8 < 'Y: cf(8) = N0 } and, for 8 E S, a sequence {(3!: n < w) 
strictly increasing with limit 8, and a m6 < w, 
such that (Vg E "Yw)(38 E S)(300 n}[g(f3!) :5 m6]· 

2.2 Claim. (1) If the answer to 0.2 is no (or much less), then for some 'Y < w2 , 

(*)~ holds. 
(2) If MA + -,CH, then 'Y < 2No => ...,(*);. 
(3) Without loss of generality, in ( * );, each f3! is a successor ordinal. 

Proof. 1) By the proof of 1.3 and 1.2. take 'Y = otp(u), where u is like at the end 
of 1.3. 
(2) Check. Use the natural forcing {p: pis a finite function from 'Y tow} with p :5 q 
iff p ~ q & ('r/8)(8 E S n Dom(p) ~ (Vn)[f3! E Dom(q)\Dom(p) ~ q(f3!) > n]). 
(3) Check. 02.2 

2.2A Conclusion. If M A+ -,CH ..tlum the answer to 0.2 is yes. In fact, there is 
an N1-metrizable (hence N1-CWH) not CWH (hence not metrizable) first countable 
space. 

Proof. By 2.2(1) and 2.2(2). 

2.3 Claim. If(*)~ for some 'Y < w2, then (*)~ 1 • 

Proof. Choose 'Y* < w2 minimal such that ( * ); •. Clearly 'Y* ~ w1 . 
If 'Y* = w1 we are done. So assume 'Y* > w1 , and we shall get a contradiction. 

We fix an S ~ 'Y* and m6, (f3!: n < w) for 8 E S, which exemplify(*)~ •. Note that 
for every 'Y < 'Y* there is a g-y E "Yw such that: 

Case 1. 'Y* = 'Y + 1 and 'Y ¢ S. 
Extend g-y by {("1,0)}. 
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Case 2. "f* = '"Y + 1 and '"Y E S. 
Define g E "''• w: 

if (3 E '"'(, (3 f/. {(3~ : n < w} 
iff3="f 

SAHARON SHELAH 

1lll:n g((3) = g"''((3) 
then g((3) = 0 

if (3 = (3~ then g((3) = Max{g"''((3), n + 8, m"'' + 8}. 

So g gives a contradiction. 

Case 3. cf{'"Y*) =No. 
Let "f* = U "fn, '"Yo= 0, "fn < "fn+l• and each "fn+l is a successor of a successor 

n<w 
ordinal. 

Let g = U{g"''n+t f ['"'In, '"Yn+l) : n < w} - it gives a contradiction. 

Case 4. cf('"Y*) = w1. 
Let ('"Y; : i < w1) be increasing continuous with limit '"Y*, '"Yo = 0, '"Yi+l a successor 

of a successor ordinal. 
Let S* =: {'"Y; : '"'(; E S (so i is a limit ordinal)}. 

Subcase A. "f*, (< fJJ: n < w >:'"YES*), (m"'': '"YES*) do not exemplify(*)~ •. 
So some g* E "''• w shows this. Define g by: 

So g gives a contradiction. 

Subcase B. (< (3~: n < w >:'"YES*), (m"'': '"YES*) exemplify(*)~ •. 
If S* is not stationary, then we get a contradiction as in case 3, noting that in this 
case we can without loss of generality assume 1\ 'Yi ~ S*. Therefore we may note 

i 
that S* is stationary, even though this will not be used in the rest of the proof. Let 
"f* = U a; with a; countable increasing continuous, such that a0 = 0, 

i<wt 

a; n {'"Yj : j < wt} = {'"Yj : j < i}, a; ~ '"Yi and '"Yj E a; A j E S* => 1\ (J~i E a;. 

ForiE S* let u; =: {n < w: (3J• E a;}. 
Note 

n 

0 if i E S* and j < i, then { n E u; : (3~• E aj} is finite, as it is included in 
{n < w: (3J• < '"Yj}· [Why? Remember a1 ~"til· 

Let S** = {i E S* : n; is infinite and i is a limit ordinal}. So we already know 

EB for every g E "~• w, for some i E S*, for infinitely many 
n < w we have g(f3J') ~ m"l,. 
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We claim 

EB+ for every g E -r· w for some i E S**, for infinitely many n E Ui we have 
g(fJ'J') ~ m-y, . 

Otherwise, for some g* E -r· w this fails and we define g: 
M f3 E ai+l \ai (there is one and only one such i), 
then g(f3) = Max{g*(/3), m-y, + 8, m-y; +I + 8} 

As g gives a contradiction to EB, clearly EB+ holds. 
Now let h be a one to one function from w1 onto 'Y* such that fori limit, h maps 

{j : j < i} onto ai. 
Let for i E S**, {j~ : n < w} enumerate {j < i : h(j) E {/3~' : n E Ui}}, and 
mi = m-y, for i E S**. 
Now (< j~ : n < w >: i E S**), (mi : i E S**) exemplify that 'Y* could have been 
chosen to be = WI, as required. 02.3 

We define the combinatorial property we actually use 

2.4 Definition. 1) INCWH()..) = INCWH 1()..) means: 

).. is regular> N0 and for some stationary S ~ {6 <)..: cf(6) =No} we have 
(m6, < f3!: n < w >: 6 E S) such that: 
m6 < w, !3! < fJ!H < 6 = U /3!, each /3! is a successor and: 

n<w 

(a) for every g E -'w, for some 6 E S, for infinitely many n we have 
g(f3!) ~ m5. 

(b),x for every U ~ ).., lUI < ).., for some g E uw, for every 6 E S n U, for 
every n < w large enough, g(/3~) > m6. 

2) We can replace m6 by (m~ : n < w), requesting g(f3!) ~ m6 in (a) and g(/3!) > 
m6 in (b)A. In this way we obtain an apparently weaker property, which we call 
INCWH2 ()..). 

For other versions of the principle, as well as the connections between the various 
versions, see §3. 

2.4A Discussion. 1) If I NCW H()..), then there is a space (as in 1.3) which is 
Hausdorff first countable with ).. points, not metrizable, noi even CW H, but every 
subspace of smaller cardinality is metrizable. So, the notation, "I NCW H" is 
derived from "incompactness for C~V H", where incompactness is understood in 
the model-theorethic sense. 
2) So if we prove (3).. > NI)INCWH()..) we have solved the original problem 0.2. 
3) (b), means that we require lUI < "'· Note that (b)t-t1 holds trivially and that 
J.L ~ K, & (b),=> (b),... 

More formally 
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2.5 Claim. If INCWH(>..) then SINCWH(>..) (even exemplified by a(< >..)-
metrizable space), where: 

2.6 Definition. SI NCW H(>..) means that there is a first countable T2-space X 
with >.. points which is ( < >..) - CW H (i.e. for every discrete subset of cardinality 
<>..we can choose pairwise disjoint open neighborhoods separating the subspace) 
but not>..- CWH. 

Proof of 2.5. Assuming I NCW H(>..) we build a space X witnessing SI NCW H(>..). 
The points of X are Ya (a<>..) and Xa,f3 (/3 <a<>..) with Xa,f3 isolated and Ya 
which have neighborhood bases (ua,n : n < w}: 

Ua,n = {ya} U {xa,f3: for some k > n we have /3 = /3k} 

Ua,n = {ya} U {x.s,a :a< 6 E S, for some k we have 
a= /3f. and k ~ m.s}. 

Here, Sisafixedstationary ~ {6 < >..: cf(6) = N0 } whichexemplifiesJNCWH(>..), 
together with (m.s, (/3!: n < w}: 6 E S). 

Checking of "X not CW H" 
Let Y = {ya: a<>..}. 

Note that X r y is a discrete subspace of X. Note that { Ua,n : n < w} is the 
neighborhood basis of Ya· Suppose that there is (ua,g(a) : a < >..}, a sequence of 
pairwise disjoint sets, for some g E >-w. As Ua,g(a) n uf3,g(f3) = 0 for a f. /3( < >..) 
clearly for a E S and /3 = /3'k we get k > g(a) => g(/3) > ma (since otherwise 
Xa,{3 E Ua,g(a) n Uf3,g(f3)• why? Xa,{3 E Ua,g(a) as k > g(a) and Xa,{3 E Uf3,g(f3) as 
g(/3) ~ ma). 
So g contradicts (a) of INCWH(>..). 

Checking of "X is ( < >..) - CW H" 
Let z ~X, IZI <>..and X r z is discrete. Let Zo = {xa,{3 : /3 <a< >..}nZ, Zt = 

{ya: a E A\S} n Z, Z2 = {ya: a E S} n Z, so (Z~, Z2, Z3} is a partition of Z. Let 
U ={a E S: Ya E Z2}, so lUI <A and U ~A hence by the assumption, there is a 
go E uw as in (b)>.. 
We define Uz, a neighborhood of z for z E Z (remembering Z is discrete): 

if Z = Xa,{3 E Zo, Uz = {xa,f3} 

if z = Ya E Zt, Uz = Ua,n(a) where 
n(a) = Min{n: n ~ g(a) + 8 and Ua,n n Zo = 0} 

if z = Y6 E z2, Uz = U.s,n(6) where 
n(6) = Min{n: n ~ m.s + 8 and u.s,n n Zo = 0}. 

Now check that {uz: z E Z} separates the points of Z. 

Note that 2.5 also follows from 3.6 + 3.8 below. 

Licensed to AMS.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/publications/ebooks/terms

Sh:E9



~1-CWH NOT CWH 115 

2.7 Claim. Assume,\ and (m6, ({3~ : n < w) : 8 E S) are as in 2.4, but we require 
,\just to be an ordinal, and weaken (b)>. to 

(b),. for every U ~ ..\, lUI < ,, for some g E Uw 

for every 8 E S n U, for every n large enough g(f3~) > m 6 • 

Then if,\ satisfies this weakened version of INCWH, then for some regular J.L, 
"'~ J.L ~,\we have INCW H(J.L). 

Proof. If we allow J.L in the definition of INCW H(J.L) to be an ordinal: straightfor-
ward (and suffices for our main interest). Namely, we choose aU such that 

(a) U ~ ..\, 
({3) there is no g E >-w such that for every 8 E S n U for every n large enough 

g(f3~) > m5, 
('y) under (a) + ({3) the order type of U is minimal. 

Clearly otp(U) ~ ,\ and otp(U) 2: "'· By the same proof as 2.3, otp(U) is a regular 
cardinal, we call it J.L and with the ai 's as in the proof of 2.3, we get INCW H(J.L). 

02.7 

2.8 Conclusion. If,\ = cf(,\) > No and 0{ 6 <>.:cf(6)=~u}• then for some regular 
uncountable,\'~,\ (but not necessarily,\'> N1!), we have INCWH(..\'). 

Proof. By the proof of 1.3 there is a sequence (m5, ({3~ : n < w): 8 E S) exemplify-
ing (a) of 2.4, with S = {8 < ,\: cf(8) = N0 }. We know that (b)~ 1 holds. Now use 
2.7. 

2.9 Observation. If S1 ~ S2 ~ {8 < ,\: cf(8) =No}, (m6, ({3~: n < w) : 8 E S1) 
witness IN CW H ( ,\), then we can find a ( m6, ('y~ : n < w) : 8 E S2 ) witnessing 
INCWH(..\). 

Proof. By [Sh:351], proof of 4.4(2) we can find (TJ6: 8 E S2\S1) such that: 
1}6 is an increasing w-sequence of successor ordinals with limit 8 such that 

Now we define m~, f3?/ for 8 E S2, n < w: if 8 E S1 then m~ = m5, f3?/ = 2/3! and 
if o E S2 \S1 then m5 = 3, !3?/ = 21]6(n) + 1. 
Now check. 02.9 

2.10 Remark. We can replace in our discussion N0 as the character of the spaces 
under consideration by 0. Towards this we define a family of spaces. 
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2.11 Definition. X E Tl if X is a Hausdorff space with each point x having a 
neighborhood basis { Ux,o: : a < a*} such that: 

(a) e = 0 and a* ::; 0 or 
(b) e = 1,a*::; 0 and (ux,o:: a< a*) is decreasing, or 
(c) e = 2, a* = 0, and (ux,o: :a <a*) is decreasing. 

If e = 2, we may omit it. 

2.12 Definition. We define also the principles 
JNCWH(>.,O) = JNCWH1(>.,0) and JNCWH2 (>.,0) as in 2.4 (with w replaced 
by 0). 
E.g. I NCW H 2 (>., 0) means that there are S and (ef : i < 0), (;3f : i < 0) for {j E S 
such that: 

(A)(i) S ~ {ti < >.: cf(ti) = 0} 
( ii) f3f is a successor ordinal (this is not a serious obstracle, we in fact want 

f3f tf_ S) 
(iii) i <j < O,ti E S => f3f < ;3J < {j 

(iv) {j = U /3f 
i<8 

(v) cf < 0 

(B)(i) for every g E >.o for some {j E S we have 0 = sup{i < 0: g(j3f}::; cf} 
(ii) for X E [>.]<>. there is g E >.o such that for every {j E S n X we have 

0 > sup{ i : g(f3f) ::; en. 
2.13 Claim. 

(a) if>.> cj(>.) = 0, pp(>.) > >.+ (or the parallel of 1.2(5)), then 
0 there is an X E T,?, lXI =>.+,X is>.- CWH, X has a discrete 

subspace of size>.+, but for some X'~ X, IX'I = >., cl(X') =X (so 
lcl(X')I > >.) (this is a strong form of X is not>.+- CW H). 

(/3) if>. > cf(>.) = 0, >.is a strong limit and 2>. = >.+, then: I NCW H(>.', 0) for 
some>.'= cf(>.') E [O+, >.+]. 

Proof. Similar to the above, replacing No with 0. 

§3 VARIANTS OF FREENESS 

3.1 Definition. 1) INCwh(>.) = INCwh1 (>.) is defined as in 2.4 except that 
(;3~: n < w) is not required to be increasing with limit ti, just [n # m => !3~ # ;3~]. 
2) INCwh2 (>.) is defined as in (1) but we use (m~ : n E w) rather than a single 
m5. (Compare 2.4(2).) 
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3.2 Claim. 0) INCWHe(>.) => INCwhe(>.), INCWH1 (>.) => INCWH2 (>.), 
INCwh1 (>.) => INCwh2 (>.). 
1) INCwh2 (b) (where 
b = Min{IFI: f ~"'wand for no g E "'w do we have for every f E F that 

f <* g}. 
As usual, f <* g means that {n: f(n):?: g(n)} is finite). 

117 

2) Assume>.~ 2No and foro<>., fo: is a partial function from w tow, Dom(Jo:) 
is infinite and U ~ >. & lUI < >. => (3/ E "'w) 1\ !o: ~· f but for no 

f E "'w, 1\ fo: <* J, then INCwh2 (>.). 
o:<.>. 

3) It does not matter in 3.1 if we demand "{3~ is a successor ordinal". 

Proof. 0) Check. 
1) By 2). 
2), 3) Check. 

3.2A Questions. 
1) Are there examples like in 2. 6 for >. singular e .e., does SIN CW H ( >.) hold for 

>. singular? 
2) Suppose that in 3.2(2) we allow for each o a filter Fo: on Dom(/o:) generated by 
N0 sets and we require 1\ {{3 E Dom(/o:): fo:(f3) < J(/3)} E Fo:; is this equivalent 

o:EU 

3.3 Claim. Assume INCwh2(K), >. > K and .A is regular, S ~ {6 <.A: c/(6) = N0 } 

is stationary and 0 s holds. 
Then (1) there is a ( (m~, {3~ : n < w) : 6 E S) as in 2.4(2), but only (a) and (b),. 
hold. 
2) For some regular>.' E [K, .A], we have INCW H 2 (>.'). 
3) We can replace INCwh2 (>..'), INCWH2(.A') by INCwh1(.A), INCWH1(.A') 
respectively. 

Proof. Now (2) follows from (1) as in 2.7 and we leave (3) to the reader. The proof 
of 3.3{1) is like the construction of 1.3 with one twist. Let h : >.--+ K be such that for 
every ( < K, the set h- 1({(}) has cardinality>.. Let ((m~, *{3~: n < w): ( E S*) 
witness INCwh2(K). 

Let (gti : 6 E S} witness Os i.e. Yli E 6w and for every g E >-w for stationarily 
many 6 E S we have Yli = g t 6. 
For each 6 E S we define a function g5 E ~<w: 

g5(() =Min{ m: for arbitrarily large o < 6 we have: m = Yli(a) and 

h(o) = ( }• if defined. 
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If for some ( < K, 96(() is not defined (i.e. there is no such m) - we do nothing. 
If 96 E ~<w is defined we know that for some ((t5) E S*, 

(3oo n )(96(* ,B~( 6)) ~ m~( 6)). 

(Such a ((6) exists by the choice of ((m~, *,13~: n < w): ( E S*)). We fix such a 8. 

Now, choose 1! such that: 

(a) 1! < t5,h('Y!) = *,8~( 6 ),96(1'!) = 96(*,8~( 6 )) 
(b) 8 = U 1! and 1! < 1!+1· 

n<w 

b! : n < w) exist by the definition of q6. 
We claim ( {mf.(6), 1! : n < w) : t5 E s) witness the conclusion. Looking at Defini-
tion 2.4, we see that the preliminary properties hold. Ordinals 1! are not necessarily 
successors, but this does not matter by 3.2(3). 
We have to prove clause (a) of 2.4, we well as (b),.. of 2.7. 

Proof of (a). Let 9 E .\w. For each ( < K, the set {a< .A: h(a) =(}has cardinality 
.A, so 

9*(() = Min{m: (3.\a)[h(a) = ( 1\ 9(a) = m)} 

is well defined. Let 

Then 

A=:{((, m): (3.\a < .A)[9(a) = m 1\ h(a) = (] and ( < K, m < w }. 

E =: { t5 < .A: for every((, m) E A, for unboundedly many a< 8 

we have g(a) = m, h(a) = (, and for every 
((, m) E (K x w)\A, we have 

t5 > sup{ a< .A: 9(a) = g*(() 1\ h(a) = (}} 

is a club of .A. 
For stationarily many t5 E S, 9o ~ 9 so there is such a t5 E EnS. 

Now check: g6 = g* (g6 was defined earlier). The rest is also easy to check. 

Proof of (b)~< i.e. ( < K)-freeness. Let U ~.A, lUI < K, hence V = {h(a) :a E U} is 
a subset of K of cardinality < K, so by the choice of {m~, * ,B! : n < w, 8 E S*) there 
is a f*: V-+ w exemplifying (b)~< for {m~, *,B!: n < w,t5 E S*). 
Choose f: U-+ w by f(a) = f*(h(a)), now f exemplifies (b),.. for 
( (mf,_(6), 1!: n < w): t5 E s). 03.3 
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3.4 Conclusion. (3>. ~ J.L)INCWHe(>.) is equivalent to (3>. ~ J.L)INCwh1(>.) (for 
f_ = 1, 2). 

3.5 Definition. 1) INCWH3 (>,) means: there areS~..\ and f: ..\ x ..\-+ w such 
that: IF we define the spaces as before, i.e. 
- the points of X= XJ,S are Ya, Xa,IJ, (a< (3 < ..\) 
- each Xa,/3 is isolated 
- the sets 

Ua,n = {ya} U {xa,/3: f(a,(J) ~ n,a < (J,a ¢ S,(J E S} 

U {xtJ,a: f((J,a) ~ n,(J < a,(J ¢ S,a E S} 

for n < w is a neighborhood base at Ya, THEN: 

(a) a < (3 < ..\, Ua,n n UtJ,m =f. 0 => Xa,/3 E Ua,n n UtJ,m => (3 E S /1. a ¢ S 
(b) for every a < (3 < ..\ for some n we have: UtJ,n n Ua,n = 0, 

and 
(c) the space X is not CWH but is(<..\)- CWH. 

Note that (a) follows directly from the definition of Ua,n's. 

2) INCWH4 (..\) means: there is a symmetric two-place function f from..\ x ..\to 
F =: { v : v ~ w x w is finite, and ( n, m) E v, n' :::;: n, m' :::;: m => ( n', m') E v} which 
is not free (i.e. for any g: ..\-+ w for some a< (3 we have (g(a),g((J)) E f(a,(J)), 
but is ..\-free (i.e. for every A ~ ..\, !AI < ..\, there is a g : A -+ w with no such a < (3 
which are from A). 

The point is that (and also see 3.7) 

3.6 Claim. 1) INCWH1 (..\) => INCWH2 (..\) => INCWH3 (..\) => INCWH4 (..\). 

Proof. 1) INCWH 1 (..\) => INCWH2 (..\) is obvious from the definition. 
INCWH2 (..\) => INCWH3 (..\) follows from the proof of 3.7 below. 
Suppose that X is defined as in the definition of I NCW H 3 (..\), using some 
f* : ..\ x >.-+ w and S which exemplify I NCW H 3 (..\). 

We define f : >. x ..\ -+ F by: 
if (3 < a < ..\, then: 

f(a,(J) = f((J,a), and 

f((J, a) = { (n, m) : Ua,n n UIJ,m =f. 0}. 

To check that f is as required we simply use the fact that X is ( < ..\) - CW H but 
not CW H. 0 3 .6 
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3.7 Claim. SINCWH(>.) ¢? INCWH4(>.). 

Proof=?. Let the space X exemplify SINCWH(>.). Let {Ya : a < >.} ~ X 
exemplify "X not>.- CW H" i.e. it is discrete not separated and a "I f3:::? Ya "I Y/3· 

Let Ua,n ;2 Ua,n+l, { Ua,n : n < w} be a neighborhood basis of Ya· Now for 
each a,n,{3,m choose if possible Xa,n,/3,m E Ua,n n Uf3,m· Let f(a,f3) = {(n,m): 
Xa,n,/3,m is defined}. This f exemplifies INCWH4 (>.) (remember in the definition 
of freeness, in 3.5(2), we consider only a < {3). 

-¢:::We define the space X with the points Ya,Xa,/3 (a< f3 <>.)in which each Xa,/3 
is isolated and the neighborhood basis for Ya is given by (for n E w) 

Ua,n = {Ya} U {xa,/3: a< f3 and 3m2:: n((n,m) E f(a,f3))} 
U {x/3,a: f3 <a and 3m2:: n((m,n) E f(a,f3)}. 

Here, f is the function which exemplifies I NCW H 4 (>.). We show that X is ( < >.)-
CWH and not CWH. Suppose that X is CWH and that Ua,g(a)(a E >.)exemplify 
this. Let a< f3 be such that (g(a), g(f3)) E f(a, {3). Then Xa,/3 E Ua,g(a) n u./3,g(/3)' 
contradiction. On the other hand, if A ~ >.and IAI < >., let g :A --+ w be such that 
for no a< f3 from A, do we have (g(a),g(f3)) E f(a,f3). Then for a< f3 E A, we 
have Ua,g(a) n Uf3,g(/3) = 0. 03.7 

We finish this section by the following 

3.8 Claim. In 2.5 we can weaken INCWH1 (>.) to INCWH2 (>.). 

Proof. Suppose that ((m~,f3~: n < w): 8 E S) exemplify INCWH2 (>.) and define 
the space X as in 2.5, except that the neighborhood basis for Ya when a ft S is 
given by (for n < w) 

Ua,n = {Ya} U {x0 ,a :a< 8 E Sand for some k 

we have a= f3Z and n ~ m~}. 

Comment. The INCWHe(>.) are not so artificial: SINCWH(>.) is equivalent to 
INCW H 4 (>.). 

§4 GENERAL SET THEORETIC SPECTRUM OF FREENESS 

4.0 Definition. For>.> cf(>.) = 0 let (*h mean: there is a {77a: a<>.+}~ 8 >. 
which is >.-free in the sense of l.l(l)(*h: for any a for some g E 8 a, {{1713(i): i E 
[g(f3), 0)} : f3 < a) are pairwise disjoint and for simplicity we require 1],. 1 ((I) = 
1Ja2 ( (2) :::} (1 = (2 
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4.1 Definition. We define various versions of the spectrum of freeness. 
1) For(} a regular cardinal and u 2:: 1 (if u = 1 we omit it) let: 

SPo,u = { ,\: there is a family H such that: 

2) 

3) 

(a) every h E H is a partial function from ordinals to (} 
(b) h E H => IDom(h)j = (} 
(c) every H' ~ H of cardinality < ,\ is u-free which means that 

it can be represented as a union U H; where i( *) < 1 + u, 
i< i( *) 

and each H; is free. For H; to be free means that there 
is a g, a function from ordinals to(} such that 

('v'h)(3~ < 8)[h E H;--+ ('v'a E Dom(h)[h(a):::; g(a) V h(a):::; ~) 

(d) H is not u-free, IHI = ,\} 

SPdo,u = {,\: there is an H satisfying (a)-{ d) above and 
(e) each hE His one to one}. 

SPwo,u = {,\:there is a family H such that: 

(a) if (h, u) E H then his a function from ordinals to(} 

(b) if (h, u) E H, then u = (u.: : e < 8) is a decreasing sequence 
of subsets of Dom{h) 

(c) every pair (H', Z'), with Z' ~ ordinals, 

121 

IZ'I <,\and H' ~ H of cardinality < .>. is u-free, which means 

H' x Z' can be represented as U n; x z; where i( *) < 1 + u 
i< i( *) 

and each ( H;, z;) is free. This means that there are functions 
g, f with g : H; --+ () and f from ordinals to () 
such that for every (h, u) E HI, for some (<()for every 

a E u, n z: n Dom(h) we have h(a) :::; max{!( a), g(h, u)}. 

(d) (H, .>.) is not u-free, IHI = .>.} 

The reader can restrict himself to the case u = 1 (also in Definition 4.2(3)). 
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4.1A Observation. 0) In Definition 4.1(1), if each h E H converges to 0 (i.e. 
V( < Ol{a: h(a) < (}I < 0), in clause (c) of 4.1(1) we can just demand (Vh)[h E 
H'- () > l{a: h(a) > g(a)}IJ. 
1) In Definition 4.1(1) without loss of generality U Dom(h) ~ A and in 4.1(3) 

hEH 

without loss of generality U Dom(h) ~ A. Also, without loss of generality 
(h,u)EH 

Dom(g) =A. 
2) Note ()+ n SPo = 0 
(why? if H = {h( : ( < (* ::; 0}, let U Dom(hc) = {ai : i < 0}, and let 

( 

g(ai) = sup{hr;-(o:i): ( < i, O:i E Dom(h<:)}. 

This g exemplifies that His free.] This also follows from 4.1(B1) and 4.2(2). 
3) SPo n [O+, 2°]-:/:- 0 (this follows from 4.1A(4) below (and 4.3(1))]. 

4) We let 

b[O] = Min{IFI : F ~ 00, and for no g E 0 () do we have 
(Vf E F)(3( < O)(f f ((,0) < g f [(,0))} 

if u ::; ()+ then clearly b(O] E SPo, 17 • 

5) In Definition 4.1(3) without loss of generality for (h, u) E H, we have n tl( = 0. 
(<0 

Also without loss of generality, for (h, u) E H we have 
u, ={a E Dom(h): h(a) ~ (} (we say: u is standard for h). 
6) Suppose that H is as in 4.1(3) and [(h, u) E H => luol < A = cf(A)] or 
sup{luol : (h, u) E H} < A; and assume that for every (h, u) E H we know that u 
is standard. Then clause (c) means: 
For every H' ~ H with IH' I < A, there are sets HI for i < i( *) < 1 + u such that 
H' = U H; and for each i < i( * ), there is a function fi from ordinals to () with 

i<i( *) 
the following property. 
For every (h, u) E HI 

3~ < ()3( <OVa: E udh(o:) :S: max{(,gi(a)}]. 

7) Note also that we can without loss of generality assume that 
Z' ~ U Dom(h), for 4.1(3)c). 

(h,u)EH' 
8) We usually restrict our attention to the case u ::; o+. Actually, the main interest 
is in u = 1. 
On the other hand, for u ::; 0, every H which satisfies (a) and (b) of Definition 
4.1(1) is u-free iff it is free. 
[Why? If His free than it is definitely u-free. If H = U Hi for some i(*) < 1 +u, 

i< i( *) 
and H; is free as exemplified by g;, .1:hfn 

der { . ·c ) } g = sup g; : z < z * 
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is a function from ordinals to 0 which exemplifies His free.] 

4.1B Notation. For a~ 0 x 0: we say that a is pie if 
((l!~d # ((2,~2) E a=> ...,((1,~!) ~ ((2,~2) coordinatewise. 
Pie(O x 0) ={a: a~ 0 x 0 and a is pie (hence finite)} 
Cl(a) = {((,~) E (8 x 0): (3x E a)(x ~ ((,~) coordinatewise}, for a~ 0 x 8. 

123 

4.2 Definition. 1) For 0 a regular cardinal and u 2:: 1 (if u = 1 we omit it) let: 

SQ6,u = {A : there is a family H such that : 

2) 

(a) every h E H is a partial function defined on 
the ordinals 

(b) hE H => IDom(h)l = 0, Rang(h) ~ Pie(O x 8) 
(c) every H' ~ H of cardinality <.X is u-free which means that 

it can be represented as a union u n: where 
i<i( •) 

i( *) < 1 + u, and each HI is free. For n: to be free 
means that there is a g, a function from ordinals to 0 such that 
('v'h)(3( < O)[h E n: -t ('v'a E Dom(h))[(g(a), () E Cl(h(a))] 

(d) His not u-free, IHI =A}· 

SQd6,u = {A: there is an H satisfying (a)-(d) above and 

(e) each hE His simple, which means: there is an 
enumeration Dom(h) = {ac: ( < 0} with no repetitions, 
such that for each ( < 0 for some f3c, 'YC < 0 we have 

Cl(h(ac)) = {((1!(2): ((1,(2) '/: (/3c,'Yc)} and 
('Yc : ( < 0) is strictly increasing and 

U f3e < 'Yc }· 
e<c 
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3) 

SQwe,u = {A : there is a family H such that : 

(a) if {h, u) E H then h is a function from ordinals to Pie(8 x 8) 
(b) if {h, u) E H, then u = {u. : e < 8) is a decreasing sequence 

of subsets of Dom(h) 
(c) every pair (H', Z'), with Z' ~ ordinals, 

IZ'I < A and H' ~ H of cardinality < A is u-free, which means 

H x Z can be represented as U Hi x z: where i(*) < 1 + u 
i<i(•) 

and each (HI, ZD is free. This means that there are functions 
g, f with g: Hi--+ 8 and f from ordinals to 8 
such that for every (h, u) E Hi, for some ( < (} for every 
z E uc n Zi n Dom{h) we have 
(g(h), f(z)) E Cf(h(z)) 

(d) (H, A) is not u-free, IHI =A 

(e){ h, u) E H =? n Ue = 0}. 
e<9 

4.2(A} Remark. 1) In 4.2{3)c), we can assume that Z' ~ U Dom(h). 
hEH' 

2) As in 4.1, we consider normally only the case u ~ 8+. 
3) SPxe,u can be understood as a particular case of SQxe,u, where Rang{h) is 
restricted to{((,(): ( < 8}. Here, x E {w,d} or xis omitted. 

4.2B Fact. 1) A E SPe,u implies that A E SQe,u 
A E SPde,u implies that A E SQde,u, and 
A E SPwe,u implies that A E SQwe,u· 
2) A E SQde,u implies that A E SPe,u· 

Proof. I) If H exemplifies that A E SPe,u, let H® = {h® : h E H}, where for 
hE H, h® is a function with domain Dom{h) and 

h®(a) = {(h{a), h{a))}. 

Similarly for SPde,u· 
If H exemplifies that A E SQwe,u. let H® = {(h®, u) : {h, u) E H}. 
2) See §5, Remark 5.8. 
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4.2C Notation. For a function h from a subset of ordinals to Pie( 0 x 0), we say 
that h converges to 0, if 

(V(J < 0)(3a)(V"Y E Dom(h)\a) 
[(e1.e2) E h{"Y) => e1 > (3 and e2 > (3]. 

4.20 Observation. 0} In Definition 4.2(1}, if each hE H converges to 0, in clause 
(c) of 4.2(1) we can just demand 
(Vh)[h E H'-+ 8 > l{a: 3(e~oe2) E h(a)[e1 > g(a) Ve2 > g(a)]}IJ. 
1) In Definition 4.2(1) without loss of generality U Dom(h) ~ >. and in 4.2(3) 

hEH 

without loss of generality U Dom(h} ~ >.. Also, without loss of generality, 
(h,u)EH 

Dom(g) = >.. 
2) Note o+ n SQ9 = 0 
[why? if H = {h, : ( < (* :5 0}, U Dom(hd = {ai : i < 0}, let g(ai) = 

( 

sup{max{h\(aih, hc(aih: (<i, ai E Dom(hc) and h,(ai)=(hc(aih, hc(aih)} }.] 
3) SQ9 n [8+, 29] -:/:- 0 [this follows from 4.1A(3) and 4.2B(1)]. Actually, b[O] E SQ9. 
4) In 4.2(3)c), if luol < >. = cf(>.) for {h, u) E H, we obtain the following property. 
For every H' ~ H of cardinality < >., there are sets Hi fori < i(•) < 1 + u, such 
that there are functions {gi: i < i(•)},gi: Hi-+ 0 satisfying: if (h,u) E HL then 
(3( < 0)(3e < 8)(Va E uc)[(gi(a),e) E Cf(h(a)]. 

4.3 Claim. 1) If there is an H a.s in (a), (b) of 4.1(1) which is ( < p.)- u-free not 
>.- u-free tMn there is a>.' E [p., >.] n SP9,u· Similarly for Definitions 4.1(2), 4.1(3) 
(see also Claim 4.3A). 
2) If PPr(9) (>.) > >.+, >. > cf(>.) = 0 (or just ( * h of 4.0) and 
>. 2:: u .tb.e.u. SP9,u n [>.+, >.9] -:/:- 0.1 

Proof. 1) Straightforward. 
2) Let {7Ja :a<>.+}~ 9 >.be >.-free, without loss of generality 
{{7Ja((): a<>.+} : ( < 0) are pairwise disjoint and let 

H = {h :for some a<>.+ and a~ >.+,otp(a) = O,Dom(h) =a, 

h is strictly increa.sing and for (3 E a 

h((J) = sup{e: 7Ja(e) = 7713(e)} }· 

Now His not free: if g: >.+-+ 0, then for some e• < 8, A= {a<>.+ : g(a) = e*} 
is of cardinality >. +. Choose by induction on ( < >. + an ordinal a( < >. + increa.sing 
with ( such that 

1 r( /J) refers to the class of /J-complete ideals on /J which 2 J;t. PPr is pp taken only over the 
ideals in r 
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U{Rang('17a): a E An a(H \a(}= U{Rang(1Ja): a E A\a(}. 

Next choose a E A\a9 and f3c E An (a(,a(H) for ( < 0 such that 77.a,(0 = 
'17a(() (note that the existence of such f3c follows from the definition of a( and 
the assumption ( "I ~ => 1la ( () "I '11!3 ( ~) for (, ~ < 0 and a, f3 < >. +) and let 
a= {f3c : ( < 0}, h E ao, h(f3c) = sup{e : 77a(e) = 17!3, (e)} ~ (, so h E H. As 
f3c E A, g(f3c) = e* =constant, so if~ < 0, {{3 E Dom(h) : h(/3) ~ g(/3), 0 includes 
{f3c : ~, e* < ( < 0}, which is a contradiction. 

On the other hand, His >.+-free. For suppose H' ~ H, IH'I ~ >.. For hE H' 
choose ah, ah witnessing h E H. Then b = U {{ ah }Uah : h E H'} is a subset of>.+ of 
cardinality~>., hence we can find (ea: a E b) such that (Rang(1Ja f (e0 ,0)): a E b) 
is a sequence of pairwise disjoint subsets of >.. Let us define a g : >. + -t 0 such that 
a E b => g(a) = e0 • Now if h E H', let ah = {f3c : ( < 0} (increasing with (), so 

h(f3c) = sup{e: 1Ja1, (e)= '11!3, (e)} 

so h(f3c) ~ max{ea,,e,aJ = max{g(ah),g(f3c)}. 
So choose~= g(ah) and we get the desired conclusion. 
To finish we use part ( 1). 

4.3A Claim. 1) If there is ru1 H as in (a), (b) of 4.2(1) which is ( < JL)- a-free 
not>.- a-free~ there is a>.' E [J.L, >.] n SQo,u· Similarly for 4.2(2), 4.2(3). 
2) If PPr(o)(>.) > >.+, >. > cf{>.) = 0 (or just (•h of 4.0) and>.~ a 1hfn SQo,u n 
[>.+, >.IJ] f;0. 

Proof. 1) Straightforward. 
2) This follows from 4.3(2) and 4.1B(1). 

4.4 Claim. 1) The following implications hold for any>.: 

(a)=> (b)¢? (b)+¢? (c)~ (c)+=> (d), 

where 
(a) >. E SQ'Ko 
(b) There is a ( < >.)-CWH not >.-CWH first countable space. 

(b)+ There is a space like in (b), which is in addition ( < >.)-metrizable. 
(c) There is a ( < >.) - * CW N not * CW N first countable space with >. points. 

(c)+ There is a space like in (c), which is in addition ( < >.)-metrizable. 
(d) >. E SQw'Ko. 

2) >. E SQdo,u => >. E SQo,u => >. E SQwo,u => [>., >. 9 ] n SQdo,u f; 0 for a ~ o+. 
3) >. E SPo,u => >. E SPwo,u => [>., >.9 ] n SPdo,u #0 for a ~ o+. 
4) We can replace N0 , "first countable Hausdorff topological spaces" .12.Y 0, 'To re-
spectively (of course, >. > 0 ). 

Proof. 1),4) 
(a) implies (b), (b)+, (c), (c)+. 
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So assume H exemplifies that .X E SQ 11 ; without loss of generality Dom(h) ~A for 
h E H. We can use the space 

X= {y;: i <.X} U {zh: hE H} U {xh,i: hE Hand i E Dom(h)}, 

and for ( < (} let 

uc[zh] = {zh} U {xh,i: i E Dom(h), ((,() £t Ce(h(i))}, 

uc[y;] = {yi} U {xh,i: hE H, i E Dom(h), ((, () £t Ce(h(i))} 

and Xh,i is isolated. 

Suppose H' ~ H, JH'l < A and let 
X[H'] = {y;: i <.X} U {zh: hE H'} U {xh,i: hE H,i E Dom(h)}. 
Let g: A-t(} be such that for every hE H', for some ([h] <(}we have 

i E Dom(h) => (g(i), ([h]) E Ce(h(i)). 

Let us choose fortE X[H'] a neighborhood Vt: 

if t = Xh,i .t.bm Vt = {xh,i} 
if t = Yi 1h.en Vt = Ug(i)[Yi] 
if t = Zh then Vt = U([hj[Zh)· 

Now 

(vy;: i < .xr(vz,,: hE H'r(vx,.,;: i < .X,h E Hand xh,i £t U vYi u U vz,.) 
j<>. hEH' 

is a partition of X[H'] to pairwise disjoint open sets. In each basic open set there 
is at most one point which is not isolated, and if so it has a neighborhood base 
consisting of a decreasing sequence of (open) sets of length 8. 
This suffices to show that X is ( < .X)-metrizable when (} = N0 and as required 
generally (for 4)). 
[Why? Suppose X'~ X and X= U U;, where each U; is open, U; fori< i(*) 

i<i(•) 
are pairwise disjoint and for every i < i( *) at most one x; E U; is not isolated, 
and X; has a countable neighborhood base. If i < i( *) and x; E U; is non-isolated, 
let { u~ : n < w} be a neighborhood for x;, and without los of generality we have 
u~+l ~ u~ ~ U; for n < w. For x E X' let i(*) be the i < i(*) such that x E U;. 
Now define 

{ 
1 if 

d(x,y) = 0 if 
Min{l/n: x,y E u~J if 

i(x) # i(y) 
x=y 

x # y but i(x) = i(y) 
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and check.) 
As for showing that X is not CW H {hence not metrizable and not CW N), note 

that {Yi : i < ,\} U { zh : h E H} is a discrete subspace. 
If it is separated, we have a sequence of pairwise disjoint neighborhoods: 

(u9 c;>[Y;J: i < .xr(u,ch>[zh]: hE H). 
But His not free {in the sense of Definition 4.2{1)) and we get a contradiction. 
(b)+ =? (b). 
Trivial. 

(b)=?(b)+. 
Let X exemplify clause (b), so without loss of generality lXI = ,\. Let Y be 
a discrete subspace of cardinality ,\ which cannot be separated. Let x+ be the 
topology on the set of points of X generated by basic open sets of X and { { x} : 
X E X\Y}. 

Now x+ is not .\- CW H (Y still exemplifies it). But x+ is ( < .\)-metrizable 
as: 

If Z ~ X, IZI < A, then we can find a sequence (uz : z E Z n Y) of pairwise 
disjoint open sets, and in X r Uz, every point is isolated except z, which has a 
neighborhood basis of cardinality N0 , and every x E Z \ U Uz is isolated. 

zEZnY 
As noted above, this is enough. 
(b)+ =? (c)+ 
Trivial (as ( < .\)-metrizable =? ( < ,\) -* CW N). 
(c)+ =? (c) 
Trivial. 
(c)=? (b)+ 

If X, (Yi : i < a) exemplify clause (c) in (1) with (uc(y) : ( < 0) a decreasing 
neighborhood basis of y, we can get another example X' to the third clause, as 
follows. 
We are, without loss of generality, assuming that lXI = A. Now we define a topo-
logical space X': 

X'= U Yi U { Xy,z,(,{ :for some if:. j <a, y E Yi, 
z<a 

z E 1j,uc[y] n udz] # 0} 
with the neighborhood bases for y, z E U Y; given by 

i<a 

u~ [t] = { t} U { Xy,z,(,{ : Xy,z,(,{ E X', and: 

t = y 1\ c: ~ ( or t = z 1\ c: ~ (} 
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and each Xy,z,c,~ is isolated; note that for t E U Yi, (u~[t] : e < 0} is decreasing 
i<a 

with intersection { t}, so X' E 79 is a Hausdorff space. 
Clearly Y =: U Yi is discrete. Assume that (u~(y)[Y] : y E Y} is a sequence of 

i<a 
pairwise disjoint open sets. Then let 

So in X, Ui is an open set (as a union of open sets), 

Yi ~ Ui as y E Ug(y)[yj. 

Therefore, there are i, j such that 

Ui n Uj # 0 and clearly 

i =fi j & Ui n Uj =fi 0 =* 3y E Yi 3z E Yj(Ue(y)[Y] n Ug(z)[z] =fi 0) 
:=} Xy,z,e(y),e(z) is well defined 
'* in X' we have that u~(y)[Y] n u~(z)[z] =fi 0. 

This is a contradiction. 

So we conclude that Y cannot be separated in X', so X' is not .X- CWH. 
Next, assume that Z ~X', IZI <.X, so in X, (Yin Z: i <a, Yin Z =fi 0} can be 

separated, say by (Ui : i <a, Yin Z =fi 0}. So for y E Y n Z, there is an e(y), such 
that u:(y)[y] ~ Ui (the isolated points in X' n Z\Y can be taken care of easily so 
we ignore them). 

Now, ify =fi z E Yn Z then: 

(i) if (3i)(y,z E Yi) then u:(y)[y] nu:(z)[z] = 0. 

{ii) If y E Yi, z E }j, i =fi j, and u:(y)[y] n u:(z)[z] =fi 0, 
then Xy,z,e(y),e(z) exists, so 
0 # Ug(y)[Y] n Ug(z)[z] ~ ui n Uj which is a contradiction. 

That X' is ( < .X)-metrizable now follows as in (b):=} (b)+. 

(c) '* (d). 
Assume that X is a first countable ( < .X)- *CW N not .X- *CW N-space, without 
loss of generality with the set of points .X, so there is a sequence (Yi : i < .X} of 
pairwise disjoint subsets of X such that Yi # 0, 1~ is clopen in X f ( U lj) and 

j<>. 
(Yi : i < .X} cannot be separated. For y E Y =: U Yi let. u[y] = (u'([y] : ( < 0} be 

i<>. 
a neighborhood basis of the topology for y, and without loss of generality e < ( < 
0 =* udy] ~ ue[y]. Let 
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H = { ( h, u) : for some i < ..\ and for some y E Yi, 

(h, u) = (hy, uy), which means: 

Dom(h) = U lj,CC(h(z)) = {((,~) E () x (): uc[y] n udz] = 0} 
#i 

and u is (uc(Y) n Dom(h): ( < 0) }· 

Note that h(z) is uniquely determined by CC(h(z)) (since we know that u(z) is a 
pie). Now we check that H exemplifies SQwo, i.e. the clauses in 4.2(3). Clauses 
(a), (b) are immediate. 
As for clause (c), let H' ~ H, JH'I < ..\, and, without loss of generality, let Z' ~ 
U{Dom(h): (h,u) E H} with IZ'I < ..\. Let 

Y' =: {y: y E U 1'i, andy E Z' or (hy,fiy) E H'}, 
i<,\ 

so JY'I < ..\;we can find 
X' ~ X, JX'J ~ JY'J + () < ..\ such that Y' ~ X', and for every y, z E Y' and 
( < (),~ < 0, we have uc[y] n udz] # 0 => uc[y] n udz] n X'# 0. As JX'J <..\we 
know that X' (i.e. X f X') is CW N, and (Y; n X' : i < a) is a discrete sequence 
of closed sets in X' hence there is a function g : Y' -+ () such that 

( *) if i < j < ..\, y E Y' n Y;, z E Y' n Yj, then 
Ug(y)[Y] n Ug(z)[z] = 0 (intersecting with X' is immaterial). 

Hence by the choice of g 

(**) if i # j (i < ..\, j < ..\), y E Y' n Y;, z E Y' n lj 
then (g(y),g(z)) E Cf(hy(z)). 

This is enough. 

We are left with proving that H is not free, so suppose f, g : Y -+ () satisfies 

® for every y E Y, 
for every z E Dom(hy) we have (g(y), f(z)) E CC(hy(z)), 

so without loss of generality f = g. 
Fori<..\ let 

So Ui, being the union of open sets is open. 
If i < j, y E Y;, z E Y1 then 

Ug(y)[Y] n Ug(z)[z] # 0 => (g(y), g(z)) E CC(hy(z)) 
=> (g(y), f(z)) = (g(y), g(z)) E CC(hy(z)). 
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Contradiction, by the choice off and g. 
So Ug(y) [y] n Ug(z) [z] = 0, as y E Yi, z E Yj were arbitrary, U; n U3 = 0. 
We conclude that (Yi : i < .X) can be separated, which is a contradiction. 
2) We prove each implication 
(A) .X E SQd9,u => .X E SQ9,u => .X E SQw9,u. Obvious. 
(B) .X E SQw9,u => SQde,u n [.X, .X9) # 0 when a ~ ()+. 

131 

Now without loss of generality a E {1, 8} and the reader can think of a= 1 only. 
Assume that H exemplifies .X E SQw9,u· By the definition, 
(h, u) E H => uc ~ Dam( h) & n ue = 0. Let for each (h, u) E H, 

(<9 

H(h,u) = { f : f is a function from ordinals to Pie((} x 8) and 

for some set v, Dom(f) = v ~ Dom(h), lvl = 8, 
but ( < 8 => lv\ucl < 8, and 

(Va E v)[Cf{f(a)) 2 Cf(h(a))), and f is simple} 

and H* = U{H(h,u) : (h, u) E H}. 
It is easy to check that H* satisfies clauses (a) and (b) from 4.2(1) and (e) of 4.2(2) 
and IH*I E [.X, .X 9]. 

As for clause (c) of 4.2(1), let H' ~ H*, IH'I <.X, let H' = {IJ: j < j(*)}, 
j(*) < .X, and for every j < j(*),IJ E H(*h· u·) for some (hj,Uj) E H. So Vj =: 

J' J 

Dom(IJ) is as in the definition of H(*h. u ·)' Define H" = {(hj, u.j) : j < j( * )}, Y = 
J' J U Vj· Now H" is a subset of H of cardinality < .X, Y ~ Ord and IYI < .X. As 

j<j( •) 
H exemplifies .X E SQwe,u, we can find a (g;: i < i(*)), i(*) < 1 +a, g; E >.(}and 
((HI', Yi) : i < i( * )) such that H" x Y = U HI' x Yi and for every (hj, Uj) E H" 

i<i(•) 
for some i = i(j) < i( *) we have 

(3( < 8)(3~ < O)(Va E u1,c n l~)[(g;(a), ~) E Cf(hj(a))). 

Here Uj = {uj,(: ( < 8). Let H; =: {IJ: i(j) = i}. 
Now (g; : i < i(*)), ((H;, Yi) : i < i(*)) are 0.1(. for H', too, as Cf(IJ(a)) 2 

Cf(hJ(a)) and lvJ\u;,cl <B. 
We are left with clause {d) of 4.2{1), so assume i(*) < 1 +a and g; E >.e, H;*, Yi 

for i < i{ *) exemplify H* is a-free. Let 

H; =: {(h,u): -,(3( < 8)(3~ < B)(Va E uc n Yi)[(g;(a),0 E Cf{h{a))]}. 

By the choice of H we have H x .X =f. U H; x Y, but the inclusion 2 is obviously 
i< i( *) 

true. So there is a pair ((h,u),a*) E H x .X\ U H; x }i. Let (ai: i < i(*)) be 
i< i( *) 
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a partition of 0 to unbounded subsets, and we choose by induction on ( < 0, an 
ordinal ac E uc and 'I ( < 0 such that if ( E ai then a, E Yi if possible and 

and (gi(ac), 'I c)¢ Cf(h(ac)). 

Lastly we define a function/, Dom(f) = {ac: ( < 0} and f(ac) is such that 

Cf(f(ac)) = {('yl,/2): 11 < 0,12 < 0, and (1'1,12) 1, (gi(ac), 'I c)}. 

Let v =: {ac: ( < 0}, so f E H(h,u.) ~ H*. Hence for some j < i the pair (/,a*) 
belongs to (Hi, Yi). This contradicts ((h, u), a*)¢ (H;, Y;). 
(3) As in (2), .A E SPdo,u => .A E SPo,u => .A E SPwo,u is obvious. 
We need to prove that .A E SPwo,u => SPdo,u n [.A, .A8] "# 0 when u ~ 8+. 
The proof if similar to that of (2). We start with H exemplifying that .A E SPwo,u· 
We assume that for each (h, u) E H, u is standard. So for (h, u) E H, we define 

Hth,u) = { f: f is a function from ordinals (i.e. from .A) to 8 and f is 1 - 1, 

and for some set v, Dom(f) = v ~ Dom(h), 

we have that lvl = 8, but 

( < 8 => iv\uci < 8, while (Va E v)f(a) ~ h(a) }· 

Let H* = U{H(h,u): (h, u) E H}. 
Checking that this H* is as required is similar to (2). For example, to see 4.1(1)d), 
with u = 1 suppose that g exemplifies that H* is free. By the choice of H, there is 
an (h, u) E H such that 

-.(3( < 8)(3( < 8)(Va E uc)[h(a) ~ Max{g(a),OJ. 

We choose by induction on ( < 8, an ordinal a, E uc n Y and 'IcE 8 such that 

and 

r, E 8\ [u (g('I {) u r {) + 1] 
{<( 

h(ac:) > Max{g(ac:), 'I c}. 

Then we let f(ac) be such that 

f(ac) ~ Max{g(ac), 'Ic} 
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but 

f(ac) f/. {f(ae): ~ < (}. 
( 4) lncl uded in the proof of ( 1). 

133 

4.5 Claim. Assume ..X E SPo,,71 p, is a strong limit with cf(p,) > 0, and 2# = p,+ > 
..X. 

Then there is a"' E [..X, p,+], a regular cardinal such that"' E SPt,,. where 

4.6 Definition. 1) "' E SPt,,. means that "' is regular > (J and we can find an 
S ~ {6 < "': cf(6) = 0} stationary, i7 = (TJ5: 6 E S}, h = (h5: 6 E S}, such that 

(a) T/6 is a strictly increasing sequence of ordinals 
of length (J with limit 6 

(b) h5 : Rang( T/6) --+ (J is strictly increasing 
(c) H = {h5: 6 E S} is(< K-)-0"- free not O"-free (in 4.1's sense). 

2) "'E SP;,,. if in the above we add: 
(d) i1 is tree like, i.e. 'r/61 (t:!} = T/62 (E2) =? E1 = E2 & T/6 1 t E1 = T/62 t c:2. 

3) "'E SP?_,. if in part (1) we replace (b) by 

(b)' h5 : Rang ( T/6) --+ (J is constant. 

Remark. 1) The assumption "p,+ = 2JO" (in 4.5) is very reasonable because of 
4.3(2) (and 4.3A(3) from the topological point of view). 
2) Basically the proof of 3.3(2) is a way of getting nicer examples of incompactness. 

Proof of 4.5. Use 0{6<JO+:cf(6}=0} and imitate the proof of 3.3(2) (noting that if h 
fails g then for some a ~ Dom(h), lal = h, h t a is strictly increasing and h t a 
fails g). 04.5 

4.6A Observation. 1) SP;,. ~ SP/,. ~ SPo,,.. 
2) If (h6,T/6: 6 E S), "'satisfles the p~eliminary requirements and clauses (a), (b) 
of Definition 4.6 and H is ( < "-1 )-free, "-1 > () then for some p, E [K-1 , "-], p, E S P/. 
3) Similarly for SP8 ,.. 

' 

Proof. (1) is trivial. For (2) and (3), do like in 2.3. 

4.6.B Conclusion. For A > () = cf(O), X= .:lx > ..X, the following are equivalent: 
(A) for some p, E [..X, x), p, E SPo 
(B) for some p, E [..X, x), p, E SPt 

Proof. By 4.6A(1), (B) =? (A), as for (A) =? (B), let p, = .:l,x+< 6 +,, if pp(Jl) > p,+ 
use 4.3(2) and if pp(p,) = p,+ use 4.5. 04.6.B 
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4. 7 Claim. Assume (J = (J< 11 • 
Let {h6, 'T/6: 8 E S} exemplify>. ESP; (even omitting "'T/6 converge to 8, 'T/6 strictly 
increasing"). Then any o+ -complete forcing preserves the non-freeness of {h6 : 8 E 
S}. 

Proof. Instead of the domain of the functions h6 being a subset of>., we can assume 
that it is T =: {'TJ6 r ( : 8 E S and ( < (J is a successor ordinal} we can by 
(d) of 4.6(2} (identify 'T/6((} with "16 f (( + 1}, so Dom(h6} = {'TJ6 f ( : ( < 
(J is a successor ordinal } ). Suppose Q is a (J+ -complete forcing notion, p E Q and 
p II- "g : T--+ (J exemplifies {h6 : 8 E S} is free". We now define by induction on 

~ 

ig(rJ) < fJ a sequence {p11 ,t, e11,t : t E T11 ) for 1J E T such that: 

(a) T11 ~ tg(fi)~O, is closed under initial segments 
(/3) t <1 s E T11 => P11,t ~Q P11,s 
('y) if t E T11 , either 1\ r < ( >E T11 or 1\ r < ( >f/. T11 

(<II (<II 

(8) if t E tg(fi)~(J, ig(t) is a limit ordinal and (V( < ig(t))(t f ( E T11 ), then 
t E T11 , 

(e) if V<I'TJ then Tv~ T11 and t E Tv=> (p11,t,€11,t) = (Pv,t,€v,t) 
( () if ig( 'TJ) is a limit ordinal then 

T11 = {t: t E U Tv or ig(t) is a limit ordinal and (Vs)[s <1 t => s E U Tv]}. 
V~fl V~f/ 

('TJ) assume 'TJ = vA <a> and sis a <1-maximal element of Tv, then: 
{a) if {( < (J: p11,s WQ "g('TJ) '#("}is bounded in 0 

~ 

then s is a <~-maximal element of T11 . 
{b) if A= {( < 0: p11,s oW "g('TJ) '#("}is unbounded in 0, then for every 

~ 

( < fJ, sA < (>is a maximal member of T11 , and Ps"<(> forces a value 
€s"<(> > ig('TJ) to g('TJ). 

~ 

We can carry this definition. 
{*) if 8 E S then for some ( = (6 < iJ and t = t6 E T116 t( we have: t is a 

<~-maximal member of T11 re for every~ E [(,0). 

[why? otherwise we can construct a t E 110 such that (Vs)[s <1 t => s E U T116 reJ, 
e<ll 

t(e) > e and for unboundedly many~ < 0, for some sA < ( > <It we have sA < 
( >E T116 t(e+IJ\T116 re andes·<(>> h6('T/6 f {~ + 1)). 
Now {Pv,s : v <1 'T/6, s <1 t, s E Tv} has an upper bound in Q, say p*. Then p* forces 
for g('TJ r (~ + 1)) a value> h6('TJ r (~ + 1)),~; this is a contradiction to 
p II- "g exemplifies the freeness of {h6 : 8 E S}"]. 

~ 

Fort E 11>0 and ( < 0 we define St,( = {8 E S : (, t can serve as (6 , t6 from (*)}. 
Clearly {h6: 8 E St,d is free, hence {h6: 8 E S} is (2<11 )+-free. Now as 2<11 = 0, 
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clearly we can have S = U s, and { h0 : 8 E Sc} is free. Define h : T -+ (} by 
(<8 

h(TJ) = sup{hc(TJ): ( < fg(TJ)}. This h shows {hc5: 8 E S} is free. Contradiction. 
04.7 

Remark. We now sum up our results; for simplicity we speak on the case()= N0 , 

u=l. 

4.8 Theorem. Assume A < JL and (Vx < JL)[XN" < JL) (possibly JL = oo). Then 
the following are equivalent: 

(A) There is a first countable Hausdorff space X such that: 
(a) X is ( < A)-CWH 
(b) X is not A-CWH 
(c) X has < JL points. 

(A)+ There is a space X like in (B), and in addition 
(a)+ X is ( < A)-metrizable. 

(B) There is a first countable Hausdorff space X such that: 
(a) X is (<A)-* CWN 
(b) X is not A-* CWN 
(c) X has < JL points. 

(B)+ There is an X like in (C), ru1d in addition, 
(a)+ X is ( < A)-metrizable. 

(C) there is a family H of functions, eacll witl1 domain a countable set of ordinals 
and range ~ w sucl1 tl1at: 
(a) H is ( < A)-free 
(b) H is not free 
(c) IHI < JL. 

(C)+ as in (D) and 
(d) U{Dom(h) :hE H} =A' E [A, JL) 
(e) ead1 h is one to one. 

(C)' [A, JL) n SPNo #- 0 

(C)" [A, JL) n SPwNo #- 0 

(C)"' [A, JL) n SPdNo #- 0 
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(D) there is a H = (h,, < Ua,n : n < w >:a E v) with Ua,n+l ~ Ua,n ~ v and 
each ho is a function from ordinals to Pie(No x No) delined on Ua,o such 
that: 
(a) His not free in the sense of SQw 
(b) for v' E [v]<..\, H tv' is free in the sense of SQw 
(c) lvl < J.t. 

(D)' [..X, J.t) n SQNn # 0 

(D)" [..X, J.t) n SQwNn # 0 

(D)"' [..X, J.t) n SQdNu # 0 

4.8A Theorem. In 4.8 if (VK- < J.t){~o+(K-) < J.t) (really (VK- < J.t){~w, (K-) < J.t) is 
O.K., then we can add 

(E) for some regular"' E [..X,J.t) we have INCWH2 (K-) 
(E)' ..X ESP.+ Nn 

Proof of 4.8 and 4.8A. By 4.4(1) (the (b)<=> (b)+<=> (c)<=> (c)+ part) we know the 
equivalence of {A), {A)+, (B) (B)+. 
By 4.3{1) and 4.1 {C)<:::> (C)'. 
By 4.4{3) we have (C)'=> {C)"=> {C)"'. 
By 4.3A{1) and 4.2 (D)<=> (D)'. 
By 4.4{2) (D)' => (D)" => (D)"'. 
By 4.2B(2) (D)"'=> (C)'. 
By 4.2B(1) (C)'=> (D)', (C)"=> (D)", (C)"'=> (D)". 

Together we get the equivalence of (C), (D), (C)', (D)', (C)", (D)", (C)", (D)". 
By 4.4{1), i.e. (a) => (b) => (d) we have (D)' => (A) => (D)", so by the last 

sentence and the first paragraph we have finished the proof of 4.8. For 4.8A use 
4.6B. 04.8 

4.9 Fact. Let ..X = cf(..X) > (} = cf(O). The following statements, (A) and (B), are 
equivalent: 

(A)= (Ah,o There isH= U H; such that: 
i<..\ 

(a) H; is increasing continuous 
(j3) H; is a family of functions h to 0, Dom(h) is a set of() ordinals, h is one to 

one 
('y) each H; is free, but His not free, in the sense of SP. 
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(B)= (B)>..,u. Let X= XA,9 =:A() 

F = FA,9 =: { f: fa partial function from X to 0, IDom fl =()and 

(V*i < >.)('1*17 E Dom{f))[f(17) ~ 17(i)] 

and f is one to one }· 

Then there is no G : X -+ w such that 

f E F ~ ('1*17 E Dom{f))[f(17) ~ G(17)]. 

Proof. (A) ~ (B). 

137 

Let H, Hi (i <>.)exemplify (A), let A= U{Dom(h) :hE H}, and let 9i :A-+() 
exemplify "Hi is free". 
We define an equivalence relation Eon A : aE/3 ¢? 1\ g;(a) = g;(/3). If for some 

i<A 
hE Hand a, the set (a/E) n Dom(h} has cardinality(), choose i <>.such that 
h E Hi, and 9i cannot satisfy the requirement. Hence l(a/ E) n Dom{h}l < () for 
all a and h. 

Let h0 be a function with domain Dom(h), h0 (a) = sup{h{/3): f3 E ajE}, for 
all hE H. Now H' =: {h®: hE H}, HI'=: {h® :hE HI} exemplify {A) too. So 
without loss of generality E is the equality on A. 
Next for each a E A let 17a E A(}(= X) be defined by 17a(i) = g;(a}, so a =f. f3 ~ 
17a =f. 17{3· For h E H let Dom{h} = { ah,( : ( < 0} be an enumeration such that 
{h{ ai,,() : ( < 0) is increasing and not eventually constant. For h E H let 

Ph= {a~(): (h(a7,,,): ( E a) is strictly increasing} 

and let the function fh be defined by: 

Now 
(*) hE H 1\ a E Ph~ fh t a E F. 

[Why? Let i(*) = Min{i: hE H;} (well defined asH= U Hi), so i E [i(*),>.) 
i<A 

implies h ~· (g; t Dom{h)). So for some((*) < 0, for every ( E [((*), 0) we have 
h(ah,d ~ gi(ah,c), but !J,(17cn .. <) = h(ah,() and g;(ah,d = 17c,,,, (i) so: for every 
i < >. large enough for all but < () members 17 = 17a,,., of 
Dom(fh), fh(17) = h(ah,d ~ g;(ah,d = 1Ja,,,, (i) = 17(i) as required]. 

So assume G is a function from X to w such that 

(**) f E F ~ ('1*17 E Dom(f))(J(17) ~ G(17)] 
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and we should get a contradiction. Let us define g E A6 by g(a) = G(7J0 ). So 
for h E H assume b = {( < 6 : h(ah,c} > G{7Ja1,,()} is unbounded, so there is 
a ~ b, a E Ph. So we have fh fa E F hence by {*) + {**) for some({*) < 6, 
( E [((*), 6) n a=> /h{7Ja,.,() ~ G{7Ja1,,( ). But fh(1Ja 1,,() = h(ah,c}, and g(ah,c} = 
G{7Jalo,() SO 

( E [({*),6) n a=> h(ah,d ~ g(ah,d· 

So g shows that His free, contradiction. We have proved (B). 

(B)=> (A) 
The demand A= U Dom(h) ~ Ord is immaterial, so let A= X and 

hE If 
H = F>..,B· Lastly fori < A let gi : A ~ 6 be given by gi(1J) = 71(i), and 

Hi = {! E F: for every j E [i, A) we have (V*77 E Dom{f))[f(7J) :5 7J(j)}. 

4.10 Conclusion. I NCW H(A) implies (Bh,e of Fact 4.9 implies 

{3J.t)[A ~ Jl ~ 2>.. & INCWH(J.t)]. 

4.11 Remark. It is well known that 

(*) if there is a real valued measure m on P(A) 
G{f) = Min{n: m{f- 1( {n}) > 0}, 

then G contradicts (Bh.~ ... 
Also, it is consistent that SP~ .. ~ (2~" )+. This follows from the consistency of 

the PMEA (Product Measure Extension Axiom) and Fact 4.9. 
The consistency of PMEA is due to Kunen. See [Fl84] for an exposition. 

§5 MORE ON FREENESS 

5.1 Definition. For e E { 0, 1, 2, 3, 4} and regular cardinal 6 we define 

SPJ,u = {A : there is a family H such that: 

(a) every h E H is a partial function 
from ordinals to 6 

{b) h E H => jDom{h)j = 6 
(c) every H' ~ H of cardinality < A 

is free in the sense of Pi,u 

(d) H is not free in the sense of PJ,u } , 
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where H' is a-free in the sense of PJ,u if H' = U HI for some i(*) < 1 +a, and 
i<i( *) 

each HI is free in the sense of PJ, which means: 
{0) if e = 0, there is a function g from ordinals to () such that 

(Vh){3~ < O)[h E H: =? ('va E Dom(h))[h{a) ~ g(a) v h{a) ~ ~]]. 

{So SP~u = SPo,u ). 
{1) if e = 1, there is a function g from ordinals to(), such that 

(Vh)[h E HI=? l{a: h(a) > g(a)}l < 0]. 

(2) if e = 2, there is a g like in (1), and 

(Vh)[h E H: =?hone to one]. 

(3) if e = 3, there is a g like in (1), and 

(Vh)[h E HI=? h is constant function]. 

(4) if e = 4, there is a g like in (1), and 

(Vh )[ h E HI =? h is constant or h is one to one]. 

If a = 1, we omit it from the notation. 

5.2 Claim. If .X E SPJ,u, then [.X, .X+ 211] n SPi,u -:f. 0. (Here a~ o+ ). 
Proof. We divide the proof into two cases. 

Case 1 a = 1. Let H exemplify .X E SPJ. Let 

So 

Htf! = {' h fA: hE H & A E [Dom(h)] 11 
def 

& ( h f A is constant or 

h f A is one to one) } . 

(a) IHtf!l ~.X+ 211 • 

({3) Let H' ~ Htf! with IH'I < .X. Hence 

H' ={hi f A1 : j < j* <.X} 

for some H" = {h1 : j < j*} ~Hand A1 E [Dom(h1)jll, for j < j*. 
Hence H" is free in the sense of PJ. Let g exemplify this. Hence for 

every h1 E H", we have 

l{a: hj(a) > g(a) & a E Dom(hj)}l < 0. 

In particular, g exemplifies that H' is free in the sense of P:. 
( 'Y) Assume that Htf! is free in the sense of P:. 

Before we proceed, an easy observation. 
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Subclaim (A). If h is a function from ordinals to 8, then at least one of the 
following holds: 

(i) there is a subset A of Dom(h) such that h fA is a constant. 
(ii) there is a subset A of Dom(h) such that h fA is one to one. 
[Why? If not (i), then IRang(h)l = 8, by the regularity of 8.] 

Assume that g exemplifies that H® is free in the sense of P:. For every h E H 0 

let 
Bh ={a E A: h(a) > g(a)}. 

If IBhl = 8 let A ~ Bh be such that IAI = 8, h r A is one to one or constant, but 
h f A E HtfJ and 1\ h f A(a) > g(a), contradiction. So h E H ~ IB"I < () as 

aEA 
required. 

Case 2 u = ()+. 
Let H exemplify >. E SPJ,fl+· For h E H, let Dom(h) = {a~ : ( < 8} be an 

increasing enumeration. 
As before we define 

HtiJ = {h fA :hE H &A E [Dom(h)] 9 
clef 

It is easily seen that 
(a) IHtiJI ~ 29 + >. 

& (h fA is constant or 

h f A is one to one)}. 

(b) HtfJ is ( < >.) - 8+ -free in the sense of P:. 

Fact (B). HtfJ is not ()+-free in the sense of Pj 

Proof of Fact (B). Suppose otherwise, so without loss of generality HtfJ = U HfJ, 
i<fl 

and each HfJ is free in the sense of Pj. Let this be witnessed by g;. 
without loss of generality, Dom(g;) = U Dom(h), as IHI = >.. 

hEH 
Also without loss of generality, 

i<j<8~ A g;(/3) < g;(j). 
/3E U Dom(h) 

I•EH 

[Why? Since we can replace (g; : i < 8} by (g~ : i < 8} defined by 

g; (!3) = sup[ {g1 (!3) + 1 : j < i} u {g; (/3)}] .] 

Let 

fori< 0. 
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Hence, each H; is free in the sense of PJ, so it suffices to show that H = U H;. 
i<9 

So suppose h E H \ U H;. Let 
i<!J 

fori < 9. So, ash fl. U H;, for every i < 9 we have !Ail = 9. Also, by the choice 
i<!J 

of (g; : i < 9}, we have 
i<j<8=>Ai2Ai. 

Hence, we can find a set A E (Dom(h)JO such that for all i < 8 we have lA \A;i < 
8. There is a subset B ~A such that IBI = 9 and h r BE H$. Hence h r BE Hi 
for some i < 9. But I{ a E B: h(a) < g;(a)}l < 9, in contradiction with the choice 
of gi. 

This finishes the proof of the second case. Since, as remarked in 4.1A, the u-
freeness for u < 8 is equivalent to 1-freeness, we have finished the proof. Ds.2 

5.3 Observation. 1) For u > 8+, we have SPi,u = 0. 
(Why? Suppose A E SP/ u for some u > 9+, and this is exemplified by a family 

H. Let ' 
H; ~f { h E H : h is constantly i on its domain}. 

Hence H = U H;. 
i<9 

But each H; is free in the sense of P/, as exemplified by g; = i + 1.] 
2) For u > 8, for every A we have A E SPj u iff A E SPJ u· 

(Why? Certainly SPi,u ~ SPJ,u· Supp~se H exemplifies that A E SPJ,u· Let 

H$~f{h E H: his one to one}. 

Then by (1) we know IH$1 =,\and H$ is not u-free in the sense of PJ. However, 
each H' ~ H$ is u-free in the sense of Pj, soH$ exemplifies that ,\ E SPi,u·l 
3) Observation 4.1A(O) now means that SP/,u is the same as SPd9,u· 

5.4 Claim. 
(1) A E SP/,u => A E SPJ,u 
(2) A E SPi,u => A E SPJ,u 
(3) A E SPJ,u => A E SPJ,u 

Proof. (1)-(3) Obvious from the definition. 

5.5 Claim. A E SPJ,u <=>A E SPi,u VA E SP/.u· 
Proof. -¢:: Follows from the definition. 
=> Let H exemplify A E SPJ,u, and let 

H 1 ~r{h E H: his one to one} and 

Ds.4 
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H 2 ~f{h E H his a constant}. 

So both Hl, H 2 are (<.X)- a-free in the sense of PJ. 
If one of H 1 , H 2 is not .X -a-free in the sense of PJ, we are done. Otherwise let 

Ht = U Hf fore E {1, 2} and ie(*) < 1 +a such that Hf is free in the sense of 
i<it(•) 

PJ, as exemplified by gf. 
If a = 1 let g be 

It exemplifies H is free. 
If a > 1 without loss of generality a = o+ and let i( *) = i1 ( *) + i2( *) 

i < il(*) 
i E [il(*),ii(*) + i2(•)) 

i < il(*) 
i E [ii(*),ii(*) + i2(•)). 

Then H = U Hi and each Hi is free, as exemplified by 9i· 
i<i( *) 

5.6 Claim . .X E SPj => [.X, .X0] (1 SP'i =/: 0. 
Proof. 

Let H exemplify .X E SPj, and let for c: < 0, 

d~ . H" ={hE H: his constantly c: }. 

Let Dom(h) = {a~ : ( < 0} be an enumeration with no repetitions, for h E H, 
and let 

We define 

clef{ - - 0 G = (/3, h) : h = {he; ( E W) for some W = Wu~,ii) E [0] we have 

(i) he E He for ( E w· 
(ii) V( E W [/3 E {a;': c: E ((,0)}] 

(iii) (Min{c:: a~' = /3} : ( E W) is strictly increasing}· 

For each (/3, h) E G, we define a function f({3,li) such that 

Dom(f(f3,li)) = Rang(ii) ={he: ( E W(f3,li)}, and 

f({3,li)(hc) = the unique c: such that f3 =a~'. 
def -Let F = {fcf3,li) : ({3, h) E G}. 
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Remark. Our aim is to use F to exemplify that (..\, ..\8 ] n SPf f 0. However, if 
f E F, then the domain off is not a set of ordinals, but a subset of H. This does 
not matter, as IHI = ..\. 

Fact (a). Each f(/3,h) is one to one, in fact f(/3,ii)(hc) is strictly increasing in(. 
[Why? Suppose (1 < (2 E W(/3,ii)· By the last clause in the definition of G, we 

know that f(f3,ii)(hc1 ) < f(f3,ii)(hc2).] 

Fact (b). F is not free in the sense of PJ. 
Proof of Fact (b). Suppose otherwise, and let g witness this. We define g'f3 on 
U{Dom(h) : hE H} by 

g'f3(;3) ~r sup{ e:(h) : hE H & /3 E {a~ : ( E (g(h), 8)} }. 

Subfact 1. g'f3(;3) < 8. 
[Why? Otherwise we can find for some /3 E Dom(gtf3), a sequence (h~ : ( < 8) 

in H such that 
e:(h() > ( &/3 E {a~~ : ~ E (g(h(),8)}. 

By thinning out, we can find a sequence (he : ( E W) for some W E (8]8 , such 
that for ( E W we have 

e:(hc) = (&/3 E {a~':~ E (g(hc),8)}. 

- def Hence (;3,h) =(he: ( E W)) E G, and so f(/3,h} E F. However, for every ( E W we 
have f(/3,ii}(hc) > g(hc), in contradiction with the choice of g.] 

Subfact 2. For h E H, for every ( < 8 large enough, we have gtf3(aZ) ~ h(aZ) 
(= e:(h)). 

[Why? Suppose ( > g(h), hence 

a~ E {aZ: ~ E (g(h),O)}, 

so 

by the definition of g'f3 .] 
Hence we proved Fact (b). 

Fact (c). F is (<..\)-free in the sense of PJ. 

Proof of Fact (c). Let F' ~ F with IF'I < ..\. Let F' = Ur13,,ii;) : i < i(*) < ..\}. 
Now let 

H''!~/{hc: ( E W(/3;,h;)&i < i(*)}. 

Hence H' E [H]<.A (as,\ > 0). Let g'f3 be a function which exemplifies that H' is 
free in the sense of Pl. We claim that g below shows that F' is free. 
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For hE H we let Dom(h) = {aZ : ( < 0} be an increasing enumeration. Then 
we let 

g(h) ~c Min{~< 0: c: ~ ~ =? gEB(a;) ~ h(a~)}. 
Note: g( h) is well defined by the choice of gE11. 
So, let f(f3,h) E F', and let W = W(/3, h). Let 

A ~c{( < 0: f(f3,h)(hc) > g(hc)}. 

If ( E A, then fc 13 h) (he) > g( he), so gEB ( a1h< (h ) ) ~ he( a1h< (h ) ) by the defini-
, UJ,h) ( (f.l,T•) ( 

tion of g(hc). In other words, gEI1(j3) ~ (. Hence A ~ gEI1(j3) + 1, and so IAI < 0. 
Ds.a 
5.7 Claim . .A E SQdo,a =? [.A, .A0 ) n SPJ,a ::j; 0. 
Proof. Let H = {hj : j < .A} exemplify that .A E SQdo,a· Let us enumerate 
Dom(hj) ={a~: ( < 0}, as in clause (e) of 4.2(2). Hence 

CC(hj(a~)) = {(e1,c:2): e1 < O&c:2 < 0& -,[(c:1,c:2):::; (/3~,,~)]} 

for some (I~ : ( < 0) which is strictly increasing and ~~ > U /3{ Let h~ be the 
€<( 

function with Dom(h~) = {a~ : ( < 0} and defined by h~(a~) = /3~ + 1. Let 
HEI1 = {h~ : j <.A}. 

Suppose that HEI1 = U H;EB for some i(*) < 1 +a, and each H? is free in the 
i< i( *) 

sense of PJ, and let g; ( i < i( *)) exemplify this. 
Hence for every j <.A we have that h1 E H? =? {(: h~(a~) = /3~ +I> g;(a~)} 

is bounded in 0. In particular, there is an ordinal~< 0 such that 

( E [~,0) =? (g;(a~),g;(a~)) E CC(hj(a~)). 

This contradicts the assumption that His not .A-free in the sense of Qdo,a· 
Now suppose that H' ~ HEI1 with IH'I <.A. Let 

H" ~c{h 1 : h~ E H' (and j <.A of course)}, 

hence H" ~ H with IH"I <.A. SoH"= U H:' for some i(*) <I+ a, and each 
i<i(•) 

H;' is free in the sense of Qdo. 
Let this be exemplified by g;, for i < i ( *). 
Fori< i(*) let H;~r{h~: h1 E H:'}, soH'= U H;. Suppose h7 E H:. If 

i<i(•) 

h~(a~) > g;(a~), then (3~ + 1 > g;(a~). 
Let ~j < 0 be such that 

(Va E Dom(h 1 ))[(g;(a),~j) E CC(hj(o))J 

Let~< 0 be such that ( ~ ~ =? 1( > ~j· Hence g;(a() > /3(, so g;(o() ~ /3~ + 1 = 
hJ(j( ). Hence H; is free in the sense of PJ. Ds.7 
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5.8 Remark. 
We have now finally proved 4.2B(2) (i.e. >. E SQdo,cr => [>., >.0 ] n SPo,cr =/; 0), as: 

By 5.7 >. E SQdo,cr => [>., >.0] n SPJ,cr =/; 0. 
By 5.2 [.>., >.0] n SPJ,cr => [>., >.0] n SPJ,cr =/; 0. 
By 5.5 and 5.6, [.>., >.0 ] n SPJ cr =/; 0 => [>., >.0 ] n SPj cr =/; 0. 
By 4.1A(O), [.>., >.0 ] n SPo,cr f= 0. , 
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