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2 SAHARON SHELAH

§ 0. INTRODUCTION
§ 0(A). Background.

On If (locally finite) groups and exlf (existentially closed locally finite) groups, see
the book by Kegel-Wehrfritz [?]; exlf groups were originally called ulf (= universal
locally finite) groups, we change as the word “universal” has been used in this
context with a different meaning, see Definition 0.21 and Claim 0.14.

Recall

Definition 0.1. 1) G is a If (locally finite) group if G is a group and every finitely
generated subgroup is finite.

2) G is an exlf (existentially closed If) group (in [?] it is called ulf, universal locally
finite group) when G is a locally finite group and for any finite groups K C L and
embedding of K into GG, the embedding can be extended to an embedding of L into
G.

3) Let Ky be the class of If (locally finite) groups (partially ordered by C, being a
subgroup) and let Keyi¢ be the class of existentially closed G € K.

In particular there is one and only one exlf group of cardinality Xg. Hall proved
that every If group can be extended to an exlf group, as follows. It suffices for a
given If group G to find H DO G such that if K C L are finite and f embeds K
into G, then some g O f embed L into H. To get such H, for finite K C G let
Ec x ={(a,b) : a,b € G and aK = bK} and let G® be the group of permutations
f of G such that for some finite K C G we have a € G = aFEg i f(a); now
b € G should be identified with f, € G® where f, is defined by f,(x) = xb hence
fo € G% because if b € K C G then a € G = fy(a) = ab € abK = aK and
Joo 0 fo, () = (xb1)ba = x(b1b2) = fo,0,(2). Now H = G? is essentially as required.

The proof gives a canonical extension. This means for example that every au-
tomorphism of G can be extended to an automorphism of G® and, moreover, we
can do it uniformly so preserving isomorphisms. Still we may like to have more;
(for a given If infinite group G) the extension G% defined above is of cardinality
2/€I rather than the minimal value - |G| +Xo (not to mention having to repeat this
w times in order to get an exlf extension). Also if G; C G then the connection
between G and G is not clear, i.e. failure of “naturality”. A major point of
the present work is a construction of a canonical existentially closed extension of G
which has those two additional desirable properties, see e.g. 3.15.

Note that in model theoretic terminology the exlf groups are the (D, Xg)-homogeneous
groups, with D the set of isomorphism types of finite groups or more exactly com-
plete qf (= quantifier free) types of finite tuples generating a finite group, see e.g.
[?, §2]. We use quantifier free types as we use embeddings (rather than, e.g. ele-
mentary embeddings). Let D(G) be the set of gf-complete types of finite sequences
from the group G.

Let Koyt be the class of exlIf groups. By Grossberg-Shelah [?], if A = AYo then
no G € KU := {H € Koy : |[H| = A} is universal in it, i.e., such that every other
member is embeddable into it. But if k is a compact cardinal and A > k is strong
limit of cofinality R then there is a universal exlf in cardinality A, (this is a special
case of a general theorem).

Wehrfritz asked about the categoricity of the class of exIf groups in any A > V.
This was answered by Macintyre-Shelah [?] which proved that in every A > R, there
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are 2* non-isomorphic members of Ki"lf. This was disappointing in some sense: in
N the class is categorical, so the question was perhaps motivated by the hope that
also general structures in the class can be understood to some extent.

A natural and frequent question on a class of structures is the existence of rigid
members, i.e. ones with no non-trivial automorphism. Now any exlf group G €
K, has non-trivial automorphisms - the inner automorphisms (recalling it has a
trivial center). So the natural question is about complete members where a group
is called complete iff it has no non-inner automorphism.

Concerning the existence of a complete, locally finite group of cardinality A:
Hickin [?] proved one exists in R; (and more, e.g. he finds a family of 2% such
groups pairwise far apart, i.e. no uncountable group is embeddable in two of them).
Thomas [?] assumed G.C.H. and built one in every successor cardinal (and more,
e.g. it has no Abelian or just solvable subgroup of the same cardinality). Related
are Giorgetta-Shelah [?], Shelah-Zigler [?], which investigate K¢, getting similar
results where

(*) assume G, an existentially closed countable group we let

(a) K¢, is the class of groups G such that every finitely generated sub-
group of G is embeddable into G,

(b) K& is the class of groups G which are Lo x,-equivalent to G, (excl
stands for existentially closed); equivalently G € Kg,, every finitely
generated subgroup of G, is embeddable into G and if @, b € "G realize
the same qf type in G then some inner automorphism of G maps a to
b

(%) we can replace “group G.” by any other structure.

Giorgetta-Shelah [?] build in cardinality continuum G € Ky with no uncountable
Abelian subgroup and similarly for K&, G, as in () and also for the similarly
defined K%’id, F, an existentially closed countable fixed division ring. Shelah-Zigler
[?] build, for G, as in () and A > Ro; N§ € K& of cardinality A for £ = 1,2 such
that N3 has no Abelian group of cardinality A and every subgroup of cardinality
X has a free subgroup of the same cardinality; moreover, there are 2* pairwise
non-isomorphic N like NV f.

In 1985 the author wrote notes (in Hebrew) for proving that there are anti-prime
constructions and complete exlf groups when, e.g., A = u, R = p; using black
boxes and “anti-prime” construction, i.e. using definable types as below; here we
exclusively use qf (quantifier free) types; this was announced in [?, pg.418], but the
work was not properly finished. To do so is our aim here.

Meanwhile Dugas-Gébel [?, Th.2] prove that for A = A¥ and Gy € KY, there

. . + . . . .
is a complete G € K extending Go; moreover 2% pairwise non-isomorphic ones.

Then Braun-Goébel [?] got better results for complete locally finite p-groups. Those
constructions build an increasing continuous chain (G, : a < A1), each G, of
cardinality A, such that G441 is the wreath product of G, and suitable Abelian
locally finite groups, G = {G, : & < AT} is the desired group. This gives a tight
control over the group and implies, e.g. that only few (i.e. < \) members commute
with Gy. Here we are interested in groups G’ which are “more existentially closed”,
e.g. “for every G' C G of cardinality < |G|, there are |G| elements commuting
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with it”; such properties are called “being full”, note that fullness implies that a
restriction on the cardinal is necessary and not so without it, see 5.5.

We show that though the class Kqy¢ is very “unstable” there is a large enough set
of definable types so we can imitate stability theory and have reasonable control
in building exlf groups, using quantifier free types. This may be considered a
“correction” to the non-structure results discussed above.

In §1 we present somewhat abstractly our results relying on the existence of a
dense and closed so called &, a set of schemes of definitions of the relevant types.
So before we turn to explaining our results we deal with the so called schemes,
needed for explaining them.

§ 0(B). Schemes.

We deal with a class K of structures, usually it is the class of locally finite groups,
but some of the results holds for suitable universal classes, see §6.

Central here are so-called schemes. For models theorists they are for a given
G € Kj; and finite sequence a C G (realizing a suitable quantifier free type) a
definition of a complete (quantifier free) type over G so realized in some extension
of G from Kj¢, which does not split over a; alternatively you may say that they are
definitions of a complete-free type quantifier over G which does not split over a and
its restriction.

For algebraists they are our replacement of free products G *¢g, G2, but Kjs is
not closed under free product, in fact, fail amalgamation. So we are interested in
replacements in the cases Gy is finite, also we waive symmetry.

Convention 0.2. 1) K a universal class of structures (i.e. all of the same vocabu-
lary, closed under isomorphisms and M € K iff every finite generated substructure
belongs to K; usually K = Kjyy).

2)G,H,... ¢ K.

Definition 0.3. For H € K;n < w, aset A C H and a € "H let tp(a, A, H) =
tpys(a@, A, H) be the basic type of @ in H over A, that is:

{p(Z,b) : ¢ is a basic (atomic or negation of atomic) formula in the variables
Z = (z¢ : £ < n) and the parameters b, a finite sequence from A,
which is satisfied by @ in H}.

So if K is a class of groups withough loss of generality ¢ is o(Z,b) = e or 0(Z,b) # e
for some group-term o, a so called “word”, (for Kt we also have o1 (Z,b) < 02(Z, b))
but we may write p(7) = tpys(b, A, H) or p(2) = tpy.(¢, A, H) or just p when the
sequence of variables is clear from the context.

2) We say p(Z) is an n — bs-type over G when it is a set of basic formulas in the
variables T = (xy : £ < n) and parameters from G, such that p(Z) is consistent,
which means: if K C G is f.g. and ¢(Z) is a finite subset of p(z) and ¢(Z) is over
K (i.e. all the parameters appearing in ¢(Z) are from K) then ¢(Z) is realized in
some L € K extending K. We say a realizes p in H if G C H and o(z,b) € p =
H [ ¢la, b].

3) SI(G) = {tpys(a, G, H) : G C H,H is from K and a € "H} and Sps(G) =
U Shs(GQ); if K is not clear from the context we should write SE (G, K), Sps(G, K).
n
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Observation 0.4. For every p € S (M) and M € K there are N,a such that
M C N e K,a € "N realizes p,Gy = cl(Gy +a,N) and if M C N’ € K and
@’ realizes p in N’ then there is N” C N’ and an isomorphism f from N onto N
extending ids such that f(a) = a’.

Remark 0.5. 0) In 0.4 we shall later use the convention of 0.15(1),(3).

1) We are particularly interested in types which are definable in some sense over
small sets.

2) We can define “p € Sj.(M)” syntactically, because for a set p of basic formulas
©(Z,a),a from M which is complete (i.e. if ¢(Z,a) is an atomic formula over M
then ¢(Z,a) € p or =p(Z,a) € p), we have p € S (M) iff for every f.g. N C M we
have p[N = {p(Z,a) e p:a C N} € S(N).

3) Why do we use below types which do not split over a finite subgroup and the
related set of schemes? As we like to get a canonical extension of M € K it
is natural to use a set of types closed under automorphisms of M, and as their
number is preferably < || M|, it is natural to demand that any such type is, in some
sense, definable over some finite subset of M.

As in [?]:

Definition 0.6. We say that p = tp,,(a, G, H) € S{,(G) does not split over K C G
when for every m < w and by, by € ™G satisfying tpbs(b1, K, G) = tpye(b2, K, G)
we have tp,(b17°a, K, H) = tpp.(b2"a, K, H).

Definition 0.7. 1) Let D(K) = UD,(K), where D,,(K) = {tpys(a,0, M) : a €

"M and M € K}.
2) Assume! p(z) is a k-type, that is, Z = (2, : £ < k) and for some p’(Z) we have
p(7) C p'(7) € Dp(K) and m < w. We let Dy, z) m (K) = Dy, (p(Z), K) be the set of
q(Z,9) € Dyyn(K) such that ¢(z,7) 2 p(#), which means that there is M € K and
a € kM realizing p(z) and (a,b) realizing q(z,9) in M, i.e. Lg(a) = k,Lg(b) = m
and @b realizes ¢(Z, 7).
3) In part (2) let Dyz)(K) = U{D,,(p(), K) : m < w}.

Remark 0.8. Below s € €, x[K] is a scheme to fully define a type ¢(z) € SE (M)
for a given parameter @ € ¥ M such that ¢(z) does not split over @. Sometimes s is
not unique but if, e.g., M € Ky it is.

Definition 0.9. 1) Let Q[K] be the set of schemes, i.e. U{Q, ;K] : k,n < w}
where Q,, ;K] is the set of (k, n)-schemes s which means, see below.

1A) We say s is a (k, n)-scheme when for some p(Z) = ps(Zs) with £g(Zs) = k, (and
ks = k(s) = k,ns = n(s) = n) we have:

(a) sis afunction with domain D,z (K) such that for each m it maps Dz, (K)
into Dk+m+n(K)

(b) if 5(Z,7) € Dpaz),ml( )andr( ., 2) = s(s(Z,9)) then r(z,9,2)[(k+m) =
s(Z,9); that is, if (a,b,¢), i.e. a"b¢, realizes r(7,7,2) in M € K so k =
Lg(a),m = Lg(b),n = £g(¢), then a"b realizes s(Z,¥) in M; see 1.2(1)

IThis is used to define the set & of schemes; for this section the case p(Z) = p/(Z) is enough
as we can consider all the completions but the general version is more natural in counting a set
G of schemes and in considering actual examples.
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(¢) in clause (b), moreover if b’ € “>M, Rang(b') C Rang(ab) then a"b'"¢
realizes the type s(tp,(a"b’,0, M)); this is to avoid s’s which define con-
tradictory types?.

2) Assume s € 0, x[K] and M € K and a € *M realizes p,(7s); we let gs(a, M) be
the unique r(2) = r(z,) € S (M) such that for any b € “> M letting r4(Z, 9, 2) :=
s(tpps(@°b, 0, M)) we have r4(a, b, ) C r(2).

3) We call 5 full when ps(Z) € Dy (K).

4) For technical reasons we allow s = (x50 : ¢ € u),u C N, |u| = ks and in this case
)M will mean “M = {(ag : £ € u) : ap € M for £ € u} and we do not pedantically
distinguish between u and k. Similarly for ng and z, the reason is 1.1, 1.6(4).

Convention 0.10. & will denote a subset of Q[K].

§ 0(C). The Results. In particular (in the so-called first avenue, see below):

Theorem 0.11. Let A be any cardinal > |&|.

1) For every G € K1<f/\ there is Hg € Kf\’df which is A-full over G (hence over any
G' C G; see Definition 1.15) and &-constructible over it (see 1.19).

2) If H € K%, is A-full over G(€ KY¥,) then Hg from above can be embedded into
H over G, see 1.23(4). -

This is proved by 1.23 4+ §2. So in some sense Hg is prime over G, that is, it is
prime but not among the members of Kf’\’df, i.e. for a different class. Still we would
like to have canonicity so uniqueness. There are some additional avenues helpful
toward this.

The second avenue tries to get results which are nicer by assuming & is so
called symmetric which is the parallel of being stable in this context. Under this
assumption we prove the existence of a canonical closure of a locally finite group
to an exlf one. This is done in 1.12; 1.13.

The third avenue is without assuming “G is symmetric” but using a more com-
plicated construction, for which we have similar, somewhat weaker results using
special linear orders. The failure of symmetry seems to draw you to order the rele-
vant pairs (s, a) for G. That is, trying to repeat the construction in 1.12(2), without
symmetry we have to well order or at least linearly order def(G) = defs(G) which
is essentially the set of relevant complete quantifier types over G over a finite set
of parameters, see Definition 1.1; this suffices by 1.8(9). At first glance we have to
linearly order def(G), but we take a list of def(G), with each appearing A times and
linearly order it such that it does not induce a linear order of def(G). See below.
So we prove (in 1.30, 1.31, 1.33)

Theorem 0.12. 1) We can for every If group G, define G such that:
(a) if G € KE, then G C G € K

(b) G° is unique up to isomorphism over G.

2But some s’s satisfying clauses (a),(b) of 0.9(1A) but failing clause (c) this may give a con-
sistent type in an interesting class of cases.
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2) Also® essentially it commutes with eztensions, i.e. G1 C Gy = Gi’[ - Gfl,
pedantically

(¢) if Gy € Go and G;e is as above then there is an embedding h of G$* into
G such that h(G§Y) NGy = Gy
(¢)' restricting ourselves to {G € Kys: every x € G is a singleton} we have:
(b)" G is really unique
(c)" G1 C Gy = GS* C G

To stress the generality in addition to the class Ky of 1f-groups we use K¢, the
class of ordered locally finite groups (see 0.15); for them the proof of the existence
of a suitable © is easier. Naturally for K, we certainly do not have a symmetric
G.

In §2 we show that & as needed in §1 exists, but not necessarily symmetric
and define and investigate some specific schemes used later; also we define and
investigate NF, a relative of free amalgamation. In §3 we find a fourth avenue
which is more specific to the class of If groups. We show that we can induce
symmetry, i.e. define symmetric constructions even for non-symmetric & hence get
somewhat better results, see 3.15. In particular we construct reasonable closures.

In §4(A), we show that we can find amalgamation preserving commuting and so
can get a new relative NF3 of NF. In §4(B) we deal with some related schemes (of
types). In §4(C) we deal with types with infinitely many variables.

In §5 we prove the existence of a complete group G, € Kf’\le when A = p*,pu=
pXo. Moreover, we prove the existence of a complete extension G, € Ki’df of an
arbitrary G € Kliu.

Some of the definitions and claims work also in quite a general framework, but
it is not clear at present how interesting this is. Still we consider some expansions
of Ky, and comment on them in §6.

We here also consider the partial order <g on K, where G; <g G5 means that
every finite a C G2 realizes over Go a type from defs(G1). Note that on (K, <g)
we may generalize stability theory, in particular when & is symmetric (see §1) or
when we use the symmetrized version (see §3). In particular, we can investigate
orthogonality, parallelism, super-stability, and indiscernible sets which A-converge
([?] or [?]). A class somewhat similar to Ky, for an existentially closed countable
group L is Ky, the class of groups G such that every f.g. subgroup is embeddable
into L. We further investigate Kj¢ in [?] and in more general direction in a work in
preparation with G. Paolini.

We thank Omer Zilberboim and Gianluca Paolini for some help in the proofs of
this paper and a referee for many useful comments to clarify this paper.

§ 0(D). Preliminaries.

Definition 0.13. 1) Let Klf be the class of G € K¢ of cardinality A, let Ki’df be
the class of G € Ky of cardinality A; see Definition 0.1.
2) Let fsb(M) be the set of f.g. (finitely generated) sub-structures of M.

Note that Keyir is the same K¢ as defined by Hall as proved in Macintyre-Shelah
[?], Wood [?]; that is:

3See on this in 3.14.
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Claim 0.14. The following conditions on a locally finite group G are equivalent:

(A) G is ulf which means:
(a) every finite group is embeddable into G

(b) if Hy,Hy are isomorphic finite subgroups of G, then for some x €
G, conjugation by x maps Hs onto (here equivalently into) Hs, i.e.
1’71H1.’E = H,

(B) Ge chlf.

Proof. (B) = (A)

Clause (A)(a): let H be a finite group, let H; = {eg} C H so a sub-group of H
and let Ho = H and let hy : Hi — G be defined by ha(eqy) = eq. So by clause (B)
there is an extension hg of hy embedding Hy = H into G, so ha(H) is as required.

Clause (A)(b): let Hy, Hy C G be finite sub-groups and let H3 C G be the finite
subgroup which H; U Hs generates. There is a finite group Hy extending Hs such
that: any partial automorphism of Hj is included in some conjugation in Hy. Let
hs : H3 — H3 C G be the identity, hence by Clause (B) recalling G € Keys, there
is an embedding h4 of H4 into G extending hs.

So in hy(Hy) C G there is a conjugation as required.

(4) = (B):

Let Hy C Hs be finite groups and h; be an embedding of H; into G. Let
H, DO H, be a finite group such that any automorphism of H; is included in an
inner automorphism of H;. By Clause (A)(a) there is an embedding h4 of Hy into
G. By Clause (A)(b) there is z € G such that Hj := 2~ 'h;(H;)z C G is equal to
h4(H1).

Recalling 0.23(7) h) = (O, Thg(Hy)) o hy embeds Hy into G and maps H; onto
hi(Hy); but the embedding h); does not necessarily extend hy. However, by clause
(A)(b), for some y € hj(H4),0Oyh) embeds Hy (hence Hs) and extends hy as
required. Uo.14

We may use the class Kgj of linearly ordered If groups, it is closely related and
some issues are more transparent for it; K¢ is defined as follows.

Definition 0.15. 1) Let K¢ be the class of structures M which are an expansion
of a If group G = G by a linear order <, also this class is partially ordered by
M; C My, M, a sub-structure of Ms.

2) We say that M € Koy is existentially closed as in 0.13(2) and define K$!f as in
0.1(2).

3) If M € Kj¢ then we let Gpy = M.

Remark 0.16. For Kj; conceivably there is a symmetric dense &, hence a very
natural canonical exlf-closure. Without it we can either use a somewhat less natural
one (using linear orders, see end of §1) or “make it symmetric by brute force” (see
§3). But for the class Kqr we can use only the linear orders, so every M has a
canonical existentially closed extension, but it is more difficult to make it unique up
to isomorphism. We shall in 6.2 introduce another class, K¢, locally finite groups
with choice.
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Convention 0.17. 1) Except in §6, K is the class K¢ of locally finite groups or
K, of ordered locally finite groups (we may use <k but here K is partially ordered
by C, being a substructure) and see 0.16.

2) Let xlf-group mean a member of K. Let K, be the class of existentially closed
members of K.

3) In §2, §3, 84, §5 we use only Kj¢; in §1 you can restrict yourself to K = Kj¢ but
in §6 we have further cases on which we comment.

The following definition is for the more general framework.

Definition 0.18. 1) For M, N € K let M <g, N mean that if K C L are f.g.,
K CM,L C N, then there is an embedding of L into M over K.

2) For M, N € K let M <y, N means that M C N and if a € 9@ M, b € 9@ N
and ¢(7,7) € L(mk) is quantifier free and N = @[b,a] then for some o' € 9 M
we have M = o[V, a).

3) Let My, € K,ay € "(4)(Mg) for £ = 1,2. We say that a relation on M; x M,
is quantifier-free definable in (Mi, a1, Mo, as) when it is a Boolean combination of
finitely many simple ones, where R is a simple n-place relation on M; x Ms when
R is the set of n-tuples ((bo,co), ..., (bn—1,¢n—1)) such that b; € My, ¢; € My for
i < nand

Ml ': wl[bo, .. .7bn_1,C_L1]

M, = pafco, ..., cn—1,G2]

for some quantifier-free formulas ¢1, @2 in L(7k) and finite sequences ap, as from
M, M5 respectively.

Remark 0.19. 1) Note that 0.18(3) is not actually used, but just indicate the form
of definability used.

2) Note that <y, for Kjs and K¢ is the same as <¢,. For other classes, see §6, if
the vocabulary is finite and we deal with locally finite structures they are still the
same. Otherwise, by our choice of “does not split” we have to use <gy,. But if we
prefer to use <s, we have to strengthen the definition of “does not split” to make
the proof of 1.10(1) work.

Convention 0.20. Let My, My € K, M; C My and a € "(Ms),soa =
1) Denote by cl(M; + a, M) the sub-structure generated by M;
{ag,a1,...,an_1} in M.

2) For a group G and A C G let

((107(117(12, s 7an—1)-
Ua

= M; U

e Cq(A)={9€G:G[E “ag = ga” for every a € A}
e Z(G) = C¢(G)
e Ng(A)={ceG:c1Ac= A}.

4) For a group G, aut(QG) is the group of automorphisms of G and inner(G) is the
normal subgroup of aut(G) consisting of the inner automorphisms of G.

A side issue here is:
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Definition 0.21. 1) For a class K of structures (of a fixed vocabulary) we say
M € K is A-universal in K when every NV € K of cardinality A can be embedded
into it.

2) We say M € K is (< A)-universal in K when every N € K of cardinality < X
can be embedded into M.

3) We say M € K is universal when it is A\-universal for A = ||M]].

4) Assume t = (K, <¢), K¢ as a class of 7-structures (for some vocabulary 7 = 7¢),
closed under isomorphism, and < a partial order on K¢ preserved under isomor-
phisms. Above “M € K is A-universal in £’ means that if N € K¢ has cardinality
A then there is a <g-embedding f of N into M, i.e. f is an isomorphism from N
onto some N’ < M. Similarly in the other variants.

The problem of the existence of universal members of KI; is connected to

Question 0.22. Fixing x and an ideal J on &, what is A, .(J,K), which is the
minimal cardinal (or co) A which is > p and there is no sequence ((Ga,aq) : @ < A)
such that G, € K<y,aq € "(Go) and there are no H € K and o < < X and
embeddings f1, fo of Go, G respectively into H such that {i < k : f(aa:) # ap,i} €
J.

Notation 0.23. 1) Let G, H, K denote members of K.

2) Let p, q,r and s denote types.

3) s denotes a scheme of defining types, here gf.

4) t denotes a member of some def(G), i.e. a pair (s,a) which defines a type in

SH(@).

5) For A C M let c¢f(A, M) = (A)n be the closure of the set A under the functions

of M, i.e. the sub-structure of M which A generates when M is, as usual, a group.

6) We may write, e.g. A+B, A+a, > a; instead of AUB, AURang(a), |J Rang(a;).
i<a i<a

7) For a group G and = € G let O, be conjugation by x, that is, the mapping

y— 'y for y € G.
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§ 1. DEFINABLE TYPES

What is accomplished in §1 and under what assumptions? We have to assume
that there are dense & € Q[K] to get existentially closed H (see §2). Still there
are G’s and any G can be extended to a closed one, preserving density. For any &,
the partial order <g on K is quite reasonable: not fully so called a.e.c. still close
enough. In (K, <g) for regular A we can find over any G € K< a prime H among
the H € K, extending G which are so-called (A, &)-full over it, see 1.23. Also we
can find such H quite definable in three ways. First avenue is to allow a well order.
Second avenue is to assume & is symmetric, then H is canonical and commutes
with extensions (1.13, 1.16, 1.23, 1.17). Third avenue relies on linear order. We still
get uniqueness, but rely on linear ordering of def(G) and the commutation with
extension is problematic. However, we may use pair (I, E), I a linear order, F an
equivalence relation on I and “dedicate” each equivalence class to some t € def(G),
so can avoid linearly ordering def(G), see 1.30, 1.33; see more in §3.

§ 1(A). The Framework.

Definition 1.1. 1) For G € K let def(G) be the set of pairs t = (s,a) = (s¢,ay)
such that s € QK] and @ € “>G realizes ps(Ts) and let ¢:(G) = g, (at, G) and
pi(1) = pa(@2), K(2) = (s), n(t) = n(s).

2) We say s1,69 are disjoint when Zs, , T, are disjoint as well as Z;,, Zs, recalling
0.9(4). Similarly for t1,t2 € def(G).

3) We say s1, 52 are congruent, written 51 = so when we get 55 from s; by replacing
Zs,,Zs, by other sequences of variables, Z,, Zs, (again with no repetitions, of the
same length respectively, of course). Similarly for ¢1,to € def(G) (the aim is to
be able to get disjoint congruent copies; we do not always remember to replace a
scheme by some congruent copy).

4) We say G is invariant when: if 51,89 € Q[K] are congruent then 51 € & & 55 €

6.
5) The invariant closure of & is defined naturally. Let |&| mean its cardinality up
to congruency, that is, |&/ = [; if not said otherwise we use invariant &.

6) We define the (equivalence) relation &g on def(G) by t; ~g to iff t1,t3 € def(G)
and qt, (G) = qt, (G)

Claim 1.2. 1) If s € Q,,x[K] and G € K,a € *M then indeed qs(a,G) € SP(Q)
so exist and is unique and does not split over a, see Definition 0.9(2); if a is empty,
i.e. ks =0 we may write gs(G).
1A) If G1 C Gy CK and t € def(Gy) then t € def(Gs) and ¢:(G1) C ¢:(Ga).
2) Assume G C H € K and G is existentially closed or just G <y, H € K. If
t1,t2 € def(G) then q.,(G) = qi,(G) iff qu, (H) = q,(H).
3) Let K C G € K,G be existentially closed or just every r € S5¥(K) is realized
in G, K is finite, and p € S{,(G).

The type p does not split over K iff there are s € Q[K] and a finite sequence @
from K (even listing K ) realizing ps(Z) such that p = qs(a, M).
4) If G C H,s € Q[K],a € *©)G realizes ps(Z,) and & € "*) H realizes qs(a, G) in
H and 0(Zs,7%s) is a group-term then ol(¢,a) € G = o (¢,a) € c/(a,G).
4A) In (4), if @’ = a"a” then o (¢,a") € G = o'l(¢,a") € cl(a”,G) because p also
does not split over a* if a* C G,a C cl(a*, H).
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Proof. 1) Let K. C G be the subgroup of G generated by a.
First, there are H and ¢ such that:

(*)}{E G C H € K and ¢ € "H such that tp(¢, G, H) = ¢(a, G).

Why? For every K € K* := {K C G : K finite extending K, } we can choose a pair
(Hg,Ck) such that: K C Hi € K, Hg is finite, ¢x € "(Hg), H is generated by
K Uég and for some b listing K, tp,.(a"b"¢x, 0, Hx) = s(tpps(a”b, 0, Q)).

[Why? By Definition 0.9(1A)(b).] Now for every K1 C Kj from K, we can
choose an embedding fx, k, from Hg, into Hg, extending idg, and mapping ¢x,
to €k,. [Why? By Definition 0.9(1A)(c).]

As Hpg, is generated by K; U ¢, this mapping is unique. Now if K1 C Ky C K3
are from K, then fx, k, o fx, K, is an embedding of Hg, into Hg, extending idg,
and mapping ¢k, to Ck,; hence by the previous sentence frx, i, © fr,,xk, = fKs,K;-
Hence (Hg,, fr, Kk, : K1 C Ky are from K,) has a direct limit, i.e. we can find
a group H and f = (fx : K € K.) such that fx embed Hg into H and for
every K C K, from K, we have fx, = fk, o fx, Kk,. Without loss of generality
H =U{fx(Hk) : K € K.} hence H is a locally finite group and {fx : K € K.}
embeds G into H, so without loss of generality G C H and fgx[K = idg for
K € K.. Letting ¢ = fi(ck) for any K € K,, clearly (H,¢) is as required in

()i 2
(*¥)2 tpps(C, G, H) belongs to ST, (G).

[Why? By the definitions of S’ (G) because G C H € K and ¢ € "H |
(%)s gs(a,G) is unique and does not split over a.

[Why? See Definition 0.9(1A)(c).]

1A) See Definition 0.9(2).

2) For £ = 1,2 we have q,(G) C q,(H), moreover, q;,(G) = {¢(Zn(t),b) € q:,(H) :
b C G}. For the other direction, note that as, , @, C G and assume q;, (H) # g, (H),
hence there are m and b € ™H and a basic formula ¢ (%, Z,) such that ¢(b, z,) €
qt,(H),—~¢(b, z,) € qi,(H). Now there is b’ € ™G such that tp, (¥, ays, “as,, G) =
tPys (b, @, “ar,, H) because G <s;, H and our choice of K. As g;,(H) does not split
over ay,, clearly o(V/,2,) € q1,(H) < ¢(b,2,) € q1,(H) for £ = 1,2.

Together with an earlier sentence, ¢(b', 2,) € qi, (H), ~p(V, Z,) € qu,(H) hence
by the first sentence in the proof of 1.2(2) we have o(V', 2,) € ¢, (G) and —p(V', z,) €
qt, (G) hence ¢+, (G) # g1, (G) so we are also done with the “other” direction.

3) The implication “if” holds by 1.2(1). For the other direction assume p does not
split over K. As K is finite, let k = |K| and let a € "K C "G list K.

We now define s by:
(a) Ps = tpbs(&7®7K) S0 ks =k
(b) q =s(s(z,y)) iff for some b € ™G we have:
o 5(z,9) = tp(a"b,,G)
e ¢=1tp,.(a"b°¢ 0, G) for some ¢ € "G realizing p[(a’b).

Now s is well defined because on the one hand p does not split over @, and on the
other hand G is existentially closed or just every r € S5 (K) is realized in G.
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4) By 1.2(2) without loss of generality G is existentially closed, assume o (¢,a) € G
and let b = o(¢,a). If b ¢ cl(a,G) there is b’ € G\{b} realizing tp,(b, K, Q)
because K has disjoint amalgamation for finite members. As ¢;(a, G) does not split
over @ and b',b € G realize the same type over a it follows that H = “(o(c,a) =
b) = (o(¢,a) =b')”, an obvious contradiction.

4A) Should be clear. 019

Example 1.3. There is s € Q[K] such that:

(a) ks =0and ng = 1;
(b) if G C H e Kanda € H, then: a realizes ¢;(<>,G) iff a € H\G has
order 2 and commute with every member of G.

Definition 1.4. 1) For & C Q[K] we define the two place relation <g on K as
follows: M <g N iff M C N (and they belong to K) and for every n < w and
€€ "N wecan find k < wand @ € *M and s € & such that ps(Z) C tp,.(a, ), M) €
D (K) and tpy (¢, M, N) = gs(a, M) recalling gs(a, M) € S{,(M) .

2) For M € K and 6 C G[K] let

(a) SE(M) = {gs(a, M) : s € & satisfies n, = n and a € **) M realizes ps(7s)}
(b) defg(M) = {t € def(M) : 5, € &}
(¢) Se(M) =U{SE(M) : n < w}.

3) We say M € K is G-existentially closed when for every s € &, finite? G C M
and @ € “~ @ realizing ps(Z) the type ¢s(a, @) is realized in M; (this is equivalent
to being existentially closed if & is dense, see Definition 1.6(2) below).

Definition 1.5. We say & C Q[K] is symmetric when : if 51,80 € &, M C N are
from K and ¢, € "(5¢) N realizes qs,(ag, M) in N (so a, € F(5¢) M realizes ps,(Zs,))
and My = (M + ¢, N) C N for £ = 1,2 then ¢ realizes ¢, (a1, M2) in N iff &
realizes ¢s, (a2, M7) in N.

Definition 1.6. 1) We say & is closed when it is dominating-closed and composition-
closed, see below and invariant of course.
1A) & is composition-closed when if Hy C H; C Hs € K, a4 € n(0) (Hy) for ¢ =

0,1,2 and tpus(as1, He, Hepr) = gs,(@e, He) € S (Hy) and Hyyq = cl(Hy +
Gg, Hyp1),80 € & for £ = 0,1 then tpys(a) “asz, Ho, Ha) = ¢s(@o, Ho) for some s €
S N (1) 4n(2),n(0) K]

1B) G is dominating-closed when: if Hy C H, € K,a; € *W(Hy), e € "V (Hy),

tpps (€1, Ho, H1) = gs(ay, Hy) € STé(l)(Ho) and & € "2 (H;) and ay € *?(H,),
Rang(a2) 2 Rang(ay) and ¢o C c¢l(as + ¢1, Hy) then tp(ce, Hy, H1) = ¢s(az, Hy) for
some s € G.

2) We say 6 is weakly dense when: every G-existentially closed G € K is existen-
tially closed.

3) We say G is dense when: for every Gy C H € K, Gy C G; € K, Go, G; are finite
and ¢ € "(G1) there is p(z) € SE(H) which extends tpy(¢, Go, G1). Moreover
p(Z) = ¢s(a, H) for some s € & and a from Gy.

4For general K: we use finitely generated G C M; generally this change is needed.
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4) For disjoint s1,50 € & define s = s1 @ 52 with ps(ZTs) = ps, (Ts,) U Psy (Ts,)s
recalling Zq,,Zs, are disjoint, as follow: if Gy C G1 C G are from K and a, €
k(se) Gy, @y realizes Ps,(Zs,) in Gg € K and & € "(54)(Gg+1) realizes g¢s,(ag, Gy) for
¢ =1,2 then ¢ ¢s realizes q5(El1Aa27 Go) in Go.

4A) For (disjoint) t1,t2 € def(G) we define t1 ® to = t1 B¢ to similarly.

5) We define @@ si, €D t similarly using associativity, see 1.8(5).
k<m k<m

6) Let 51 < s5 means: if G € K,ay € w(2) @G realizes Dsy (Ts,), G C H, o € n(s2) ff
realizes ¢s, (@2, G) then dom(Zs,) C u(2) and & [dom(Zs,) realizes gs, (a2[k(s1), G)
and Ps, (iﬁrg) ri‘51 = Psy (5351)'_

7) Let 51 <j, 52 means that h = (h/,h”), h is a one-to-one function from dom(Zs, )
into dom(Zs,) and h” is a one-to-one function from dom(Z,, ) into dom(Z,,) such
that: if tpys(c2, G, H) = gs,(a2,G) and a1 = (agpr(e) : £ € dom(ar)) and ¢; =
(cane) + £ € dom(cz)) then tpys(ci, G, H) = gs,(a1, G, H). Similarly ¢, <j to for
t1,ty € def(G). If K UR" is well defined we may write h’ U h” instead of h.

Remark 1.7. 0) Concerning 1.6(7) the point of disjoint s1, 62 and congruency is to
avoid using it. So we may ignore it as well as 1.9(2),(3), 3.4(3), 3.5(4), 3.6(5).

1) Note that the operation s; @ s5 is not necessarily commutative, e.g. for K it
cannot be.

2) In e.g. Definition 1.6(1A), in general s is not uniquely determined by the relevant
information tpy,(a; “as"¢; "¢a, Ho, Ho) and the lengths of aq,asq, ¢1, e but if Hy is
existentially closed, it is. We could have written the definition in a computational
form.

3) So s1 < 51 means s <j, 6o with hy the identity for ¢ = 1, 2.

Definition/Claim 1.8. 1) For any & C Q[K] we can define its closure as the
minimal closed (and invariant, of course) &; C Q[K] which includes it, see 1.6(1);
we denote it by /(&) = c/(6; K).

2) Similarly for dominating-closure docl(&) and composition-closure cocl(S).

3) Those closures preserve density and countability (and being invariant), and have
the obvious closure properties.

4) Also dominating-closure preserve being composition closed.

5) The operation @ on Q[K] is well defined and associative. If & C Q[K] is closed
under @, for transparency, then & is symmetric (see 1.5) iff the operation @ on &
is commutative (when defined). Similarly for defg(G).

6) Q[K] has cardinality < 280; generally < 2I7()|+Ro,

7) <@ is a transitive relation on K, if & C Q[K] is closed.

8) If Hy C Hy C Ha,s € Q[K] and tpps(¢, H1, H2) = ¢s(a, H1) and a € k() Hy then
Rang(¢) N H; = Rang(c) N Hp.

9) Assume 6 is dense and closed. If G C H € K and G is finite then G <g H.
10)Ifs =50®...®s5,-1 and i(0) < ...i(k —1) <nand s’ = 5,0y D ... D 5;-1)
then s" <.

Proof. Natural, noting that (8) is specific for our present K, see 1.2(4). 018
Claim 1.9. 0) The operation @ is well defined, that is:

(a) if 51,82 € QK] are disjoint then s; & s € Q[K] is well defined;
(b) if t1,t2 € def(G) are disjoint then t1 @ty € def(G).
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1) The operation @ on disjoint pairs from def(G) respects congruency, see Defini-
tion 1.1(3). If s1,82 € QK] then (s1/ =) @ (s2/ =) is well defined, i.e. if 5,8, are
congruent to s¢ for £ = 1,2 and s’ = s| ® s5,5"” = s ® 55 are well defined (equiva-
lently for ¢ = 1,2 the two schemes s}, s, are disjoint) then s',s" are congruent. (So
we may forget to be pedantic about this.)

2) If (s,a) = (s1,a1) Dg (52,a2) then (sg,a0) < (s,a).

3) If in def(G) we have (8¢, a0) <p, (s),a;,) for £ = 1,2 and Dom(hy)NDom(hs) = 0,
Rang(hy)NRang(h1) = 0 then (s1,a1)® (52, a2) <p,un, (51,01)S (s, az). Similarly
for hy, ho.

Proof. Straightforward. Ui

Claim 1.10. Assume & C Q[K] is dominating-closed and Gy C G1 € K and
Go <& Go and, for transparency, G1 N Gy = Gy and® Gy <x, Go (holds if Gy is
existentially closed in K).

1) There is G3 € K such that G1 <g G5 and G2 C G3 and G3 = (G1 UGs)g, and
G1 <3z, Gs.

2) Above G5 above is unique up to isomorphism over G1 U Gs.

3) If & is symmetric and Gy <g G1 in part (1) then also Go <g Gj.

Proof. Straightforward, e.g.
1) Let ¢ = {cq : @ < a(x)) list the elements of G, and for every finite u C a(x)
let Z, = (T4 : a € u) and pY(Z,) = tpys(€lu, Go, G2) hence by assumption, there
is 5, € & (up to congruency) and a, € *+)(Gy) such that p%(z) = ¢s, (@u, Go) so
dom(Zs,) = u. We define pl(Z,) € S(G1) as gs, (Gu, G1). We define G3 as a group
extending G generated by G1 U {c, : @ < a(x)} such that ¢lu realizes pl(Z.,)
for every finite u C «(x). But for this to work we have to prove that for finite
u C v C a(x) we have pl(Z,) C pL(z,). This is straightforward recalling 1.2(1A).
Lastly, G1 <5, G3 is easy, too. O1.10

Remark 1.11. 1) We may consider an alternative definition of <g:

o, G <g H iff for every finite A C H therearec € “”H,ac€“ G ands € &
such that: @ realizes ps(Zs), € realizes ¢s(a, G) in H and A C Rang(¢).

An even weaker version is:
e, as in e; but “A C Rang(¢)” is replaced by A C /(G U¢, H).

2) But, e.g. for ej, to prove <g is transitive we need a stronger version of
composition-closed: if Gg € G1 C Gy and for ¢ = 0,1,¢ € ¥ (Gr41) realizes
qs,(ar, G¢) and Rang(by) C Rang(a;) then for some s € &, ps(Ts) = ps, (Ts) and
a1 " agy realizes (a0, Go).

3) In any case for closed & the three definitions are equivalent, i.e. those in o1, in
ey and in 1.4(1).

4) Does the operation @¢ respect &, see Definition 1.1, i.e. if 1 ~¢ t] and
to ~g th then t; B ta ~g t) B¢ t47; all this assuming the operations are well
defined, i.e. the disjointness demands from 1.6(4) are satisfied. We do not see a
reason for this to hold.

5If Ga = (Go U A), A finite then for part (1) this is not necessary.
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§ 1(B). Constructions.

Before we present the more systematic construction from [?, Ch.IV], we give a
self-contained direct definition and proof for the existence of a canonical existen-
tially closed extension of G € K when & is symmetric, i.e. the “second avenue” in
50B. We shall deal with the non-symmetric case later.

Definition 1.12. Assume & C Q[K] is symmetric.

1) We say H is a G-closure of G when there is a sequence (G,, : n < w) such that
Go=G,H =U{G,, : n <w} and G, 41 is a one-step &-closure of G,,, see below.
2) We say that H is a one-step &-closure of G when :

(a) G C H are from K;

(b) S := def(G) = {(s,a) : s € & and a € “”G realizes ps(Zs)} and let
t = (sy,a¢) = (s(t),a(t)) for t € S;

(¢) & € ") H realizes ¢s, (s, G) for t € S,

(d) H is generated by {¢; :t € S}UG;

(e) & realizes gs, (Cr, cl(U{Cs : s € S\{t}} UG, H) inside H for every ¢ € S.

Claim 1.13. Let & C Q[K] be symmetric.

1) For every G € K there is a one-step G-closure H of G.

2) For every G € K there is an S-closure H of G.

3) In both parts (1) and (2) we have |G| < |H| < |G| + |S] + Ro.

4) In both parts (1) and (2), H is unique up to isomorphism over G.

5) If the pair (Gy, Hy) is as in part (1), or as in part (2) for £ =1,2 and G; C G
then Hy can be embedded into Ho over G.

6) In both parts (1) and (2) there is a set theoretic class function F computing H
from G, pedantically for every G € K and ordinal a not in the transitive closure

tr — cl(Q) of G,F(Q) is well defined such that:

(A) (a) F
(b) if a =0 then Fo(G) =G
(c) the sequence (Fg(G) : B < a) is increasing continuous
)

(d) Fot1(G) is a one step closure ofF (@)

o(GQ) € Kyt is of cardinality < |G| + Ro + |«

(B) Zf G1 C Gy NGy NF, (Gl) =G A /\ 0 = (Oz + 1) Ntr — C@(Gz) then
F.(G1) C Fo(G2); this is “naturality”; an alternative is 0.12(2).
7) In fact we do not have to use the axiom of choice.

Proof. Should be clear (alternatively, below we do more). 0113

Remark 1.14. Similarly in §3.

Definition 1.15. 1) We say N is (A, &)-full over M when: M C N and if M C
M; C N and M; = (M + A, N) for some A C M of cardinality < A and s € &
and a € #) M, realizes ps(Zs) in M) then q4(a, M) is realized in N.
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2) We may write “N is &-full over M” when A = ||N|| is regular or, in general,
when® there is a list (aq : a < || N]||) of N such that for every a < |[N|| and s € &
we have: if M, = cl(M +{ag : 8 < a},N) and a € *) M, realizes p,(Z,) then the
type qs(a, My) is realized in N by | N|| elements.

3) We may omit & when & = Q[K].

Claim 1.16. Let G be symmetric.

1) If 6 C 6(K) is closed (see 1.6(1)) then (K,<g) is a weak a.e.c. with amalga-
mation” (even canonical), see [7, 1.2] or [?, Ch.I], i.e. in the Definition of a.e.c.
we have Az 0,(1),(II),(III),(V) but LST(K, <g) may be co and we omit Ax(IV),
see 1.18 below.

2) If 6 C QK] is dense and closed (see 1.6) then for every M € K there is an
ezistentially closed N € Ky which <g-extends it, in fact any S-closure of M can
serve.

3) If N is (A, 6)-full over My and My C My, then N is (A, &)-full over My; also
in Definition 1.15 without loss of generality @ is from MUA, i.e. a € *&) (MU A).
4) If M € K<y then there is a model N, (X, &)-full over M of cardinality < X\ +
IM|| = A; moreover if & is dense, then M is existentially closed.

5) In (4), we can add: if N' € K is (A, &)-full over M then we can find an
embedding of N into N’ over M.

Proof. 1) Easy.
2) Easy by 1.13 and see more below.

3) Easy.
4) We choose G,, € K by induction on n such that:
(a) Go = M;

(b) Gpy1 2 Gy, is as in Definition 1.12 but each ¢ appears A times, i.e.
o Guy1 = cl(U{c, : t € defe(Gr) and a < A} UGy, Gpy1) where
® tps(¢t o> Gntiar Grn1) = q1(at, G t,o) Where
¢ Gt = cl(U{E] o, :t1 € defs(Gr),ar < Abut (t1,a1) # (t,)} U
GnyGpt).

Let G = [JG, and we shall show that G is (), &)-full over G. We can ignore

n

the case A = Ry being obvious. Assume A C G,|A| < X and t, € defs(G) and
s, C cl(Go+ A, @), hence we can find S such that:

() (a) S= (S, :n<w);
(b) S, C defg(G,) x A and |J S, has cardinality < |A|T + Ry;

(c) if (t,a) € S, then a; C cl(U{c),, : m < n and (t;,a1) € Sy} U
G07Gn);
(d) ACUA, UG where A, = U{¢}", : (t,@) € S, and m < n};

6For the case & is not symmetric and X is singular, if we like to have “prime”, (as in 1.16(5))
we should add: for every pair ¢t = (s,a) as in 1.15(2), for every large enough p < A, for every
a < pt for some ¢ C M,,+ requires gs (a, M) is realized in M,,+; also we can in 1.23(1) have such
o/, i.e. strengthen (d) there as here so weakens the assumption in 1.23(4).

"Not enough for quoting results.
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(e) for some n., (t«,0) € Sy, -

We have to prove that ¢, (c{(AU G,@G)) is realized in M. Choose a, such that

Mg

(te;ax) ¢ Sp, and prove by induction on n > n, that ¢, realizes g, (cf(A, U

Go, G)).

For n = n, this is obvious, so assume this holds for n and we shall prove for
n+ 1.

For this it suffices to prove, for every finite u C S,, that Ef(*a) realizes q;, (c/(A, U

Gou{el, : (t,a) € u}, G); we prove this by induction on |u|. Now if |u| = 0 this
holds by the induction hypothesis on n and if |u| > 0, let 8 € u and use the
induction for v’ = u\{f8} and & being symmetric.
5) We can find a list ((n¢,te,ac) : ¢ < A) of {(n,t, @) : n < w and (¢, «) € S, } such
that a;. C cl(U{(¢, o, : € < (UM, N).

Now choose f(é?;’w) C N’ by induction on (. 0116

Discussion 1.17. 1) So by 1.13(2), 1.16(2) if there is a symmetric closed dense &
then for every If group G there is a “nice” extension of G to an existentially closed
one G, that is we have:

(a) uniqueness (by 1.13(4))

(b) cardinality < |0 + |&] (by 1.13(3))

(c) extending G (see 1.12(1))

(d) being existentially closed (see 1.16(2)).

2) Fixing A and demanding G € K<, we can add

(e) Gis (A, &)-full over M
(f) if H D G is (\, &)-full then there is an embedding of G into H over G.

Discussion 1.18. Concerning 1.16(1), if we assume (G, : o < §+1) is C-increasing
continuous and a < § = G, <g Gsi1, does it follow that G5 <g G517 This is
Ax(IV) of the definition of a.e.c. Well, if § has uncountable cofinality and each G,
is existentially closed then yes. The point is that the relevant types do not split
over finite sets. If we deal with “not split over countable sets” we need cf(d) > Ro,
etc.

So (K, <g) is not an a.e.c. in general failing Ax(IV); in fact, e.g. we may prove
for the maximal & that this axiom fails, see the proof of 5.1.

Now we turn to constructions not necessarily assuming “G is symmetric” pre-
senting the “first avenue” in §0(B).

Definition 1.19. 1) We say that &/ = (G, a;,w;, K; :i < a,j < a) isan Fffoh—G—
construction (for K) when :

(a) G; for i < ais an <g-increasing continuous sequence of members of K;
(b) Gi41 is generated by G; U a;, a; a finite sequence;
) w; is a finite subset of i;
(d) K; C G, is finite;
(d)* moreover K; C (Go + Y aj)c,; we may add “K; generated by U{a, : j €

JEW;
wi} U (Ki n Gl),
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(e) tpps(a;, Giy Git1) € Ség(&i)(Gi) as witnessed by K;, i.e. it is ¢s(a, G;) for
some a € ¥~ K; realizing p; for some s € .

2) We may say above that G, is Fifoh — G-constructible over Gg; and may also say
that .7 is an G-construction over Go. We let a = g(#/),G; = G¥ ,a; = &f{,wj =
U)jd, Kj = Kf{

3) We say above that .« is a definite F;Coh — G-construction when for every j < «
we have also ¢; = t;?{ € def(Gf{) such that a;, € “~(K;) and ZL;?{ realizes g, (G)
(note that in 1.19(1)(e) we have “for some s;”, so &/ does not determine the s’s (or
here the t;; so every Fffoh — G-construction can be expanded to a definite one, but
not necessarily uniquely).

4) We say <7 is a A-full definite Fffoh — G-construction when « is divisible by A and
for every i < o and t € def(G;), the set {j : j € (i, ) and ¢ = ¢} is an unbounded
subset of a(x*) of order type divisible by A.

Discussion 1.20. We may replace 1.19(1)(e) by “tpy4(a@;, Gi, Gi+1) does not split
over K;”, this is like the case Fﬁo in [?, Ch.IV,Def.2.6,pg.168] and [?, Ch.IV,Lemma
2.20,pg.168] and is equal to F in [?, §1,1.1-1.12], both for first order theories,
but we seemingly lose the following:

Observation 1.21. 1) If & is a F?foh — G-construction and G§ C G and G N
G .y = G§ then there is an F" — &-construction % with G = G, lg(#) =
Lg(/) and ij(@) = (G ) Y Gas G

2) Like (1) but with definite Fz™" —&-constructions and then add in the end ¢t = ¢
for j < Lg().

3) For the definite version, see 1.19(3), we get even uniqueness in (2).
Discussion 1.22. In 1.24 below, we may consider (see [?, Ch.IV §1]):

Ax(V.1): If (¢,G,L) € F,G C H € K;a,b € “>H; q = tp,.(a"b,G, H) and
p= tpbs(a’a <G+E>H7H) then (p7 <G+E>H7L) eF.

Ax(V.2): A notational variant of (V1) so we ignore it.

The following claim (together with §2, the existence of countable dense &) proves
Theorem 0.11.

Claim 1.23. 1) If G € K s of cardinality < X and & C Q[K] is closed and
dense and of cardinality < \ (if X\ > 2%0 this follows) then there is an Fifuh - G-
construction &/ such that:

(a) «
(b) G
(c) G”‘Z{ € K 1s existentially closed of cardinality \;
)

(d) o is \-full, that is for every s € & and a € *&)(G§) rea,lzzmg ps(Z), for A
ordinals o < A we have: tpps(da, GZ, G, ) = ¢s(a,GY).

2) Assume XA > ||G|| 4 |S] is reqular. Then we can find H € Ky which is F;Coh —-6-
constructible over G, is (X, &)-full over M and is embeddable over M into any N’
which is (A, &)-full over G, in fact Gy from part (1) is as required.

3) If & is symmetric and is closed and Hy,Hs are Fifoh — G-constructible over G
and (A, &)-full over G and of cardinality \ then Hy, Hy are isomorphic over G.
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4) If X > |G| and & is an FX" — S-construction of H over G and lg(</) = A
then for every H' € K which is (X, &)-full over G, we have H is embeddable into
H' over G.

Proof. By [?, Ch.VL,§3] as all the relevant axioms there apply (see below or [?,
Ch.IV,§1,pg.153]) or just check directly. Of course, we can use a monster € for
groups, but use only sets A such that c¢f(A,€) = (A)¢ is locally finite, and we use
quantifier-free types. U193

Now we make the connection to [?, Ch.IV].

Definition/Claim 1.24. 1) Let & C Q[K] be closed and below let A = A(Fg) be
Ng. Then F = Fg is defined as the set of triples (p, G, A) such that A is finite, for
some B C G € K we have A C B,cl(B) = ¢/(B,G) = G € K, p € S§“(c{(B)) is
qs(b, cl(B)) for some 5 € &,b C cf(A) over A; we may restrict ourselves to the case
B = ¢l(B,G) = G. Note that: as here we do not have a monster model € we can
either demand B € K or demand B C GG € K but then it is more natural to write
(p, G, A) instead of (p, A).

2) F satisfies the axioms (from [?, Ch.IV,§1] written below in the present notation)
except possibly V, VI, VIII, X.1, X.2, XL.1, XL.2.

3) If & is symmetric then F satisfies also Ax(VI).

4) If & is dense then F satisfies also Ax(X.1).

Remark 1.25. If & is compact (see 1.6(5)), then F satisfies Ax(VIII), i.e.
Ax(VIII) when & is compact: If (G; : i < § + 1) is C-increasing continuous in
K, L C Gy finite, p € Ss(G,) and i < é = (p|G;,G;, L) € F then (p,Gs,L) € F.

[Why? By the Definition; also holds when ¢f(d) > Rg.]

Proof. Isomorphism - Ax(I): preservation under isomorphism.
Obvious.

Concerning trivial F-types:
Ax(II1): f K CL C G e K,|L| < M\ K is finite, a € “” K and p = tp,,(a, L, G)
then (p,G,K) € F.

[Why? Trivially; recall A = Rg.]

Axiom(112)-(I13)-(114): irrelevant here.

Concerning monotonicity:
Ax(III1): If L € G; € G and (p,Ga, L) € F then (p|G1,G1,L) € F.

[Why? Because if a € “”L,L C G; C G2 € K and ¢5(a, G3) is well defined and
equal to p, then ¢s(a,G1) = ¢s(@, G2)[G1), see Claim 1.2(1A).]

Ax(II12): If L € Ly C G,|Ly| < A, i.e. Ly is finite and (p,G,L) € F then

(pa Ga Ll) eF.
[Why? By the definition.]
Ax(IV): If a,b € “H,L C G C H,(tp,.(b,G,H),G,L) € F and Rang(a) C

Rang(b) then (tpys(a,G, H),G, L) € F.
[Why? Straightforward as & is domination closed, see Definition 1.6(1B).]

Concerning transitivity and symmetry:
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Ax(VI): (& is symmetric). If G € H € K,a,b € “>H and Ly, Ly C G are finite
and (tppy(b, (G + a)m, H),(G + @)y, L1) € F and (tpy,(a,G, H),G, Ly) € F then
(tpps(@, (G +b)u, H),(G+ by, L) € F.

[Why? By & being symmetric when we claim this axiom, i.e. in 1.24(3).]
Ax(VID): If G C H € K,a,b € “> H, (tpp(a, (G + byg, H), (G + b, L) € F and

(tpps (b, G, H), G, L) € F hence L C G is finite, then (tp,.(a°b,G,H),G, L) € F.
[Why? By & being composition-closed, see Definition 1.6(1A).]

Concerning continuity:
Ax(IX): irrelevant as A\ = Ry.

Concerning existence:

Ax(X.1): If Ly € G € K, Ly C Lo finite, a € “” (L) then for some p extending
tpps(a, L1, Ls) and finite L C G we have (p,G, L) € F, moreover without loss of
generality L = L.

[Why? By & being dense.]

Ax(X.2): irrelevant and follows by the moreover in Ax(X.1).

Ax(XI.1): If p € Sps(Gh), (p,G1,L) € F hence p € SE(G1) for some n and G C
G2 then there is ¢ € ST, (G2) extending p such that (¢,G1,Ls) € F for Lo, so
g € SE(G2); moreover, in fact, Ly = L is O.K.

[Why? Use the same s € G.]

Ax(XI.2): irrelevant and really follows by the moreover in (XI.1). O1.94
Definition 1.26. A sequence I = (G, : s € I) in G € K is k-convergent when for

some m, s € I = a, € ™G and for every finite K C G and some ¢ € S™(K) for all
but < k members s of I, ¢ = tpy(as, K, G).

Remark 1.27. 1) So Fg-constructions preserve “I is k-convergent”. Moreover, if I
is k-convergent in G € K and G <g H, where & C Q[K] then [ is k-convergent in
H.

2) We can assume [ is a linear order with no last member and of cofinality > k and
replace “all but < k of the s € I” by “every large enough s € I”. See more in [?,

§(1C)].

§ 1(C). Using Order.

We now turn to the third avenue of §(0B) to deal with the general and not
necessarily symmetric case. Can we get uniqueness for non-symmetric &7 Can we
get every automorphism extendable, etc.? The answer is that at some price, yes.
A major point in the construction was the use of linear well ordered index set (A in
1.23(1) or & in general). But actually we can use linear non-well ordered index
sets, so those index sets can have automorphisms which help us toward uniqueness.
The solution here is not peculiar to locally finite groups.

Definition 1.28. We say (I, E) is A-suitable when (we may omit A\ when X\ = |I|,
we may write (I, P;);<x with (P; : ¢ < A) listing the F-equivalence classes (with no
repetitions)):
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(a) I is a linear order;
(b) E is an equivalence relation on I with A equivalence classes;

(¢) every permutation of I/FE is induced by some automorphism of the linear
order which preserves equivalence and non-equivalence by F;

(d) each E-equivalence class has cardinality |I].

Claim 1.29. Let T = Th(R, <, E) where Th stands for “the first order theory of”,
E = {(a,b) : a,b € Rand a—b € Q}; so (A, <,E) = T iff (A,<) is a dense
linear order with neither first nor last element, E an equivalence relation with each
equivalence class a dense subset of A and with infinitely many equivalence classes.
1) If \ = X<* and (I, E) is a saturated model of T of cardinality \, then (I, E) is
suitable®

2) For every X the (I, P;)i<x from [?, §2] (see history there) is A-suitable and |I| = .
3) There is a definable sequence (I, P))i<x : A an infinite cardinal) such that
(In, PM)icx is A-suitable and is increasing with X and this definition is absolute.

Proof. 1) Obvious.
2),3) See there. 04 29

Claim 1.30. Assume

(A) G € K is of cardinality \;
(B) & C QK] is closed and dense;
(C) (a) i(x) <X and .’ = {t; = (s4,a;) : 5 < i(x)} lists defs(G), i.e. the pairs
(s,a), as in clause (d) of 1.23(1) or 1.23(3);
(b) each such pair appears exactly once;
(c) let t; = (s5x,<>) fori € [i(x),A) so 6. € S, ks, = 0,ns = 1,i(x) =
|defs (G)||, 54 is from 1.8; so a; = ();
(D) (I, By)i<x is A-suitable, see Definition 1.28.

Then we can find H,c = (&, : v € I) (the ordered one step (X, &)-closure), such
that:

(a) H € K is a <g-extension of G;

(b) ¢ € "BH ifr € Pi < \;

(¢) H is generated by GU{¢, : r € I};

(d) if i < A and r € P; then ¢, realizes in H over cl(GU{¢s : s <;r}, H) the
type defined by (s;,a;);

(e) every automorphism of G can be extended to an automorphism of H.
Proof. Straightforward; e.g. to define H we should choose ¢y,,... »,_, for every ro <;
... <1 rp—1 by induction on n such that in the end gy, r,, , = tpps(Cry " ... Cr, 1, G, H),
by clause (d), and prove that:

(%) if m < mand h :{0,...,m —1} — {0,...,n — 1} is increasing then

TrioysesThim—1) <h Qro,.crp_1-

8By similar arguments, if A > 2% then there is a p-suitable (I, Py)icy but [I/E| = p < X. We
can use any model of cardinality A\ which is strongly put-sequence homogeneous; this means that
every partial automorphism of cardinality < p can be extended to an automorphism.
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Note that clause (e) follows by clauses (a)-(d) above recalling clause (c) of Definition
1.28.

Why? Let 7 be an automorphism of G, for each i < A\ we have (s;,a;) € .7
and also (s;,7(a;)) € ., so by the choice of ((s;,a;) : i < A) there is a unique
Jj < A such that ¢ > i(x) = j = i and (7(a;),s;) = (G;,5,), so let j = 7(i). So
7 is a permutation of A. By “(I, P;);<x is A-suitable” there is an automorphism 7
of the linear order I such that i < A\ = 7(F;) = P;(;. Clearly there is a unique
automorphism 7 of H such that 7 = #[G and 7(¢;) = Cz(;).- O1.30

Definition 1.31. 1) We say H is an ordered one-step (A, &)-closure of G, pedan-
tically the ordered one step (I, E) — G-closure of G, when G, H,c are as in 1.30.
2) We say H is an ordered (A, &)-closure of G, pedantically the ordered (I, E) — &-
closure of G when:

(a) H=UH,
(b) Hy=G
(¢) Hypy1 is the one step (I, E) — G-closure of H,,.

Remark 1.32. 1) In what way is 1.30 weaker? We have to choose the listing of
def(G) in clause (C). Also for G; C G5 it is not clear why Hy C Hy, where (G, Hy)
is as above. But see 1.29(3).

2) On naturality see Paolini-Shelah [?].

Conclusion 1.33. The parallel of parts (2)-(6) of 1.13 holds.
Proof. Straightforward, for part (6) of 1.13 use 1.29(3). O .33
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§ 2. THERE ARE ENOUGH REASONABLE SCHEMES

§ 2(A). There is a Dense Set of Schemes.

We like to find &’s as in §1 for Kj¢, in particular to prove that there are dense
&, so we have to look in details at amalgamations of If-groups under special as-
sumptions.

Recall the well known: for finite groups Go C Gy € K for / = 1,2 we can
amalgamate G1, G2 over Gy by embedding into suitable finite permutations group;
see the proof of the theorem of Hall, explained in the second paragraph of §(0A).

Concerning the K versions of 2.2, see later in 6.7.

Convention 2.1. K is Kj;.

Definition 2.2. 1) Let Xk = X(K), the set of amalgamation tries, be the set of
x such that: x is a quintuple (Go, G1,G2,11,Is) = (Gx,0, Gx,1,- - -) satisfying:

(a) GoCGreKforl=1,2;

(b) I, is a set of representatives of the left Go-cosets in Gy, i.e. (9Go : g € Ij)
is a partition of G, (so without repetitions) for ¢ = 1, 2;

(C) €Gx.0 € Ix,l N Ix72.

2) For x as above let

(a) % = %« ={(90,91,92) : ge € Gy for £ =0,1,2 and g1 € I, g2 € Io};

(b) for £ =1,2 and g € I let 02/; = %Xe’g = {(90,91,92) € % : 90 = g};

(¢) if G1 N G2 = Gy then we let jx = jx,1 U Jjx,2, see below;

(d) for £ =0,1,2 let j; = jx,¢ be the following embedding of G, into per(%),
the group of permutations of %, so let g € Gy and we should define j¢(g),

so let (go,91,92) € % and we define (gg,91,95) = (je(9))(90, 91, 92) from
Uy as follows:

)
)
)
)

£=0: gy = gog in Go and gy = g1, g5 = g2;

£=1: g195 = g19og in G1 and g = go;

£=2: gh95 = g29og in G2 and gy = g1.

3) Let Gx = Gxg3 be the subgroup of Sym(%) which Rang(jx,1) U Rang(jx,2)
generates where Gx = “f1 fa = f3” means that for every u € %, f3(u) = f2(f1(u)),

i.e. we look at the permutation as acting from the right.
4) Let <x (k) be the following partial order on Xk : x <x k) y iff:

(a)

(b) x,0 = va
) G
)

X,y € XK;

() Gx,e € Gy for £=1,2;
(d) Ixe =1, , NGy for £ =1,2.

5) We say (f1, f2) embeds x € Xk into y € Xk when:

(a) fo embeds Gy into Gy ¢ for £ =1, 2;
(b) filGx,0 = f2]Gy, 0 maps Gx,o onto Gy o.



Paper Sh:312, version 2017-06-09_11. See https://shelah.logic.at/papers/312/ for possible updates.

EXISTENTIALLY CLOSED LOCALLY FINITE GROUPS SH312 25

6) We say (f1, f2) is an isomorphism from x € Xk onto y € Xk when above f; is
onto Gy for £ =1,2.

Observation 2.3. Let x be as in Definition 2.2, i.e. it is an amalgamation try.

0) If Go € Gy € K for £ = 1,2 then for some x € Xk we have Gx¢ = Gy for
(=0,1,2.

1) In Definition 2.2(2), for £ = 0,1,2 if g € Gx¢ then jx¢(g) is a permutation of

Uy, in fact, its restriction to 02/9?;_5 is a permutation for each g1 € G3_y.

2) Moreover in part (1) the mapping jx ¢ embeds the group Gx ¢ into the group of
permutation of % hence into Gy.

3) The mapping jx,o is equal to jx 1[Gx,0 and also to jx 2[Gx,o-

4) If G, is finite for £ =0, 1,2 then |Gx| < (|Gx,1] X |Gx,2|/|Gx,0])!

5) If x is an amalgamation try and Gxo C G} C Gx¢ so G} is a subgroup of

Gx,¢, for £ = 1,2 then for one and only one amalgamation try y we have Gy g =
Gx,0,Gye =Gy for £ =1,2and Iy, = I, ;NG so y <x(k) X

6) Moreover in part (5), if z is an amalgamation try with (Gg0,Gz1,Gz2) =

(Gx,0, G}, G5) then for some x', the pair (x', z) is like (x,y) in (5) and (Gx’,0, Gx',1, Gx’ 2) =
(Gx,07 Gx 1 Gx 2)

7) In part (5) there is a unique homomorphism f from (jx,1(G7) Ujx,2(G%))sym(20)
onto Gy such that £ € {1,2} Ag € G, = jy.o(9) = f(jx,e(9)

8) In part (5), if G}, G5 are finite then (jx1(G}) Ujx,2(G5))
members where n, = |G| x |Gh] % |Gxo|® and m, = (n.,!)|

)-
G, has at most (n.!)™
G11+1Gal

Proof. Straightforward. E.g.:
2) E.g. let £ =1 and f,h € G1. For (go,01,92) € % let (§1(f))(90,01,92) =
(90- 91, 92) and (j1(h))(90, 91.95) = (90 91, 93) hence

()1 (G1(R))([G1()) (903 91, 92) = (96,97 92)-

// 1 1

Then go = g5 and g} = and in Gy we have gi1g0f = ¢19( and ¢igoh = 979,
hence g2 = ¢4 and ¢Yg{ = glgOh = (g190f)h = (g190)(fh), so by the definition of
j1(fr) we have

(*)2 jl(fh)(g()agth) = (96/79/1/7912/)'
By ()1 + (%)2 we have

(%)3 J1(fn)(90,91,92) = (G1(R))(G1(f)) (90, 91, g2)-

As this holds for every (go, g1, 92) € % we have Gx = “j1(fh) = j1(f)j1(h)”.
4) Clearly |Gx,¢| = |Ix.e] X |Gx,0| for £ =1,2 hence |%| = |Ix,1| X |Ix,2| X |Gx,0| =
(1G11/1Gx0) X (IGxal/[Gool % [Gucol = [Guc| X [Gal /Gl
Hence |Gx| < |Sym(%)| = (|%])! = (|Gx.1| X |Gx,2]/|Gx,0])! as stated).
7) First, why there is such a homomorphism? If b € jx 1(G}) U jx 2(G%) then b is a
permutation of % which maps the set %, = Go x Iy 1 x I 2 onto itself. It follows
that every b € G' := (jx,1(G") U jx,2(G%))sym(#,) maps the set Uy = Go x Iy 1 x
I, > onto itself. Hence the mapping with domain G’ defined by f(b) = b[%y is a
homomomorphism from G’ into Sym(%y ). However, for each b € jx1(G})Ujx,2(G5)
we have b[%, belongs to Gy 3 so b € G' = f(b) € Gy 3, hence f is as required.
Second, why f is unique? Because jx,1(G1) U jx,2(G5) generates G’ and on it f
is determined.




Paper Sh:312, version 2017-06-09_11. See https://shelah.logic.at/papers/312/ for possible updates.

26 SAHARON SHELAH

8) Let Go = Gx,0. We define E = {((90, 91, 92), (95, 91, 92))) € U x U : GogiGy =
Gogy Gy and GoghGh = Gogy G4}, this is an equivalence relation on %4, each equiv-
alence class has < (|G}| x |G4] x |Gx0|®) = n. members.

(Why? Asif (95,91, 92) € (90,91,92)/E then gy € Go, g} € Gog1G1, 95 € Gog2 G
and |GogeGy| < |Gol x |Gy

Also each of the permutations of % from jx 1(G}) U jx,2(G5) maps each E-
equivalence class onto itself. Hence for n € [1,n,] there are < m* := n!lG11+1G2/-1
isomorphism types of structures of the form: N = (| V|, F‘;V)feglluglz, where |N|, the
universe, has exactly n elements and is an E-equivalence class, and for each f € G{U
G/, we have: F ]{V is a permutation of this equivalence class and Fe]\(IGO) is the identity.
Clearly as 3 (n!)IC1lHIG2l=1 < (n, NIGIIHIG] = 1, the subgroup (j; x(G}) U

n<n

j2x(GY))a, of Gy has at most (n,!)™ members. Of course’, the argument gives
better bounds, e.g. the number of relevant N’s is much smaller and using a finer
L. Ha.3

Claim 2.4. In Definition 2.2, jx1(G1) Njx,2(G2) = jx,¢(Go).

Proof. Assume that ap € Gy and by = jx ¢(as) for £ = 1,2. It suffices to show that:
if by = by then a1,a2 € Gk and a; = az. We check to what b, maps the triple
(e,e,€) € Ux: by the definition of jx 1,Jjx,2 we have:

4 bl((eveae)) = (géaglae) S %X where Gl ': glg(/) = bl;

o ba((e,e,e)) = (9(,e,92) € % where Ga |= gag( = ba.
So if by = by then (g(,g1,¢e) = bi((e,e,e) = ba((e,e,e,)) = (9§, €,92), hence g} =
g4 N g1 = e A e = go; this implies that g, = by, gj = b2 hence g}, = g(, also g{ € Gy

together a; = as so we are done. o 4

Definition 2.5. 1) Let'® NF,4,(Go, G1,G2,G3) means that G, C Gz(€ K) for
¢ < 3 and NFg,(Go, G1, G2, (G1 U Ga)g,), see below.
2) Let NFﬁn(Go, G1,Go, Gg) mean that:

(a) Go € Gy C G5 € K are finite groups for £ = 1,2;

(b) G3 = <G1 U G2>G3;

(c) if x € Xk and Gy = Gx 9, G1 C Gx,1, G2 € Gx 2 then there is a homomor-
phism f from G3 into Gx such that f]G; = jx ¢[Gy for £ =1,2;

(d) if a € Gs\{eg, } then for some x, f as above we have f(a) # eg,.

Remark 2.6. Note the choice “Gy C Gx” rather than Gy = Gx ¢ in clause (c) of
2.5.

Now the amalgamation in Definition 2.5 is very nice but do we have existence, in
K¢ of course? The following Claim 2.7(3) answers positively.

Claim 2.7. 1) In clause (c) of Definition 2.5(2), the homomorphism f is unique.
1A) If NF4n(Gh, G4, Gy, GY) for v = 1,2 and f; is an isomorphism from G} onto
G% such that £y C £, for £ = 0,1,2 then there is one and only one isomorphism f3
from G:l)) onto G% extending f; U 5.

2) In Definition 2.5, necessarily G1 N Ga = Gy.

9See more in [?].
10NF stands for non-forking.
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3) If Gy C Gy € K are finite for £ = 1,2 then we can find f, H such that

(a) f_ (fo, f1, f2);

(b) H=(Hy:{<3);

(¢) NFqn(Ho, Hy1, Ha, H3);

(d) f¢ is an isomorphism from Gy onto Hy for £ = 0,1,
(e) fo € fiand fo C fo.

Proof. 1), 1A) Obvious.

2) By Claim 2.4 recalling clause (c) of 2.5(2).
3) Follows by 2.3(8) but we elaborate. Let G = (G, : £ =0,1,2) and

(#)1 let Xz := {x € X« : Gx,0 = Go and Gx, is a If group extending G, for
=12}
(x)2 for x € X let: ng(x) = the number of elements of (jx 1(G1)Ujx,2(G2))c,

We define XZ* as the set of x’s such that:
(¥)3 (a) x € Xg;
(b) if y € X& and x <y then na(x) = na(y);
(¥)s if x,z2 € XF* and x <x (k) 2, then ng(x) < ng(z).

[Why? Because by 2.3(7) there is a homomorphism from G, = (j, 1(G1) Ujz,2(G2))
onto Gx = <jx71(G1) ij’Q(G2)>.]

()5 for every x € X there is y € XZ* such that x < y; hence XZ* # (.
[Why? By (x)4 and 2.3(8).]

()6 (Xg, <x[k)) has amalgamation, that is
e if xg <x/k] X, for t = 1,2 then we can find x3 and (fi, f3) for c = 1,2
such that:
(a) x3 € Xk
(b) x0 <x[K] X3
(¢) (ft, f) embeds x, into x3 over xq
(over xg means: fi[Gx,1 = G, 1s f31Gxe2 = ideo‘a)-

[Why? For ¢ = 1,2, we use the disjoint amalgamation for finite groups, i.e. find
(Ge,févfﬁ) such that:

o, Gy is a finite group extending Gy, o
o, f} embeds Gx, ¢ into Gy over Gy, o
o3 f} embeds Gy, ¢ into G, over Gx, 0
o4 [1(Gxy0) N f7(Gxe) = Gy o0

Note that f}(Ix,,¢) N fZ(Ixy.e) = {eG., o }» moreover, working inside Gy, (¢Gx,,0 :
g € f}(Ix, o) U f2(Ix,0)) is a sequence of pairwise disjoint sets. Hence there is
I, C Gy extending f} (Ix, ¢) U f7(Ix, ¢) such that (gGx, 0 : g € L) is a partition of
Gh.

Define x3 by:

I
o) Gx,0=Gxy0
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0/2 Gx&g = Gg for £ = 1,2
of I, o=1I,for0=1,2.
Now check that xs, (f1, f3) for ¢ = 1,2 are as required.]
(*)7 if y € Xrélx then NFﬁn(Gy’O, Gy’1, Gyg, Gyfg).

[Should be clear now.]

Alternatively'!, use 2.15 below and 2.3(8). 0o 7
We give now further basic properties, mainly connecting it to non-splitting (in
2.8(4)).

Claim 2.8. Assume NF,4,(Go, G1, G2, Gs) hence NFg,(Go, G1,Ge,G3) & Gs =
(G1UG3)q,-

1) Symmetry: Also NF,s,(Go, G2, G1,G3) holds.

2) Monotonicity: If Go € G C Gy for £ = 1,2 and G}, UG, C G C G3 then
NFrﬁn(G()v /17 IQaGg)

8) Uniqueness: if NFgn (G, G, Go, G3) hence Gy = (G U GY) gy, fe is an isomor-
phism from G, into Gy for £ = 0,1,2 such that f1[Gl = fo = f2lGy and fo is
onto Gy, then there is an embedding f3 of G% into G3 extending fi1 U fo (unique, of
course; it is onto if and only if Gs = (G1 U G2)g, and fi is onto Gy for £ =1,2).
4) Definability: If a € “~(G2) then tpns(a, Gq,G3) does not split over Gy.

Proof. Straightforward but we elaborate.

1) Use the symmetry in the definition (recall that in §2 we have K = K¢ not K¢!)
2) By 2.3(7) and use the uniqueness in 2.7(1). Alternatively use 2.15 below and
2.3(8).

3) Easily, too.

4) Obvious by parts (2) and (3). 0o g

Now above the restriction of GGy, G5 to be finite is undesirable.

Definition 2.9. Let NF(Go, G1, G2, G3) or “Gy, G2 are NF y-stably amalgamated
over (G inside GG3” mean that:

(a) GgeKfor £ <3

(b) Gy is finite

(¢) Go CGy CGsfor £ =1,2and G1 NGy =Gy

(d) if G,GY are finite groups and Gy C G, C G, for £ = 1,2 and Gj =

<G/1 U G/2>G'3 then NFﬁn(G07 GS_? /27 Gg)

Claim 2.10. Stable Amalgamation over Finite Claim 1) Existence: If Gy € K is
finite and Gy C Gy € K for £ = 1,2 and for transparency G1 N Go = G then for
some G3 we have NF¢(Go, G1,G2,Gs) and Gz = (G1 U Ga)q,-

2) Uniqueness: In part (1), G3 is unique up to isomorphism over G1 U Gs.

3) Monotonicity: If Go € G, C Gy for £ = 1,2 and NF((Go,G1,G1,G2) then
NFf(Go, G', G5, G3).

4) Symmetry: NF (G, G1, G2, G3) holds iff NF ;(Go, Gz, G1,G3) holds.

5) Deﬁnability: [f NFf(Go,Gl,GQ,Gg), thﬂ G1 SQ[K] Gg.

HOr see [7].
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Proof. 1) Straightforward by 2.7(1) and 2.10(2),(3), i.e. existence follows from the
existence for finite G1, G2 using uniqueness and monotonicity.

2) - 5) easy too; holds by 2.8(3), 2.8(1), 2.8(1), 2.8(3), i.e. uniqueness, monotonicity,
symmetry and definability respectively. U2 10

Now we go back to the major problem left in §1.

Claim 2.11. There is one and only one full s € QK] such that ¢ = ¢s(a,G1)

when :
(a) Gy € K is existentially closed
(b) q(z) € Sg_, . (Q) is tpys(C, G1, G3), see below
(C) NF G07 Gl, GQ, Gg)
(d) ¢ € ™5)(Gy) and a € *9)(Gy) generate Gy.
Proof. By 2.10 and 1.2(3). 0911

Definition 2.12. Let G4¢ C Q[K] be the closure of &,tq¢, see Definition 1.6 where
Gatar C S(K) is the set of s € Q[K] as in 2.11.

Claim 2.13. 1) &qs is well defined, see Definition 2.12, 2.8(3).
2) Gqr is dense (see Definition 1.6(2)), closed and countable.

Proof. 1) Obvious.

2) Gg4s is dense: holds by 2.10 and 2.11 recalling Definition 2.9, 2.12.

Ggqs is closed: by its definition.

Ggr is countable: as Sueqr is by 2.8(3), 2.10(2) recalling 1.8(3). Os 13

Discussion 2.14. Is G4 symmetric? Not clear, however, in the end of §1 we have
circumvented this and we shall in §3 circumvent this in another way.

Claim 2.15. 1) Assume Gy C Gy € K and Gy is existentially closed for £ = 1,2
and Gq finite.

Then we can find x € Xk such that Go = Gx ¢ for £ =0,1,2 and (jx,0(Go) C
Jx,0(Gr) <e4r Gx) and NFf(jx,0(Go),Jx,1(G1),Jx,2(G2), Gx).
2) Assume Gy C G} C Gy and G, finite (or just (Ge : G}) = |Gy|) and y €
Xk, Gyo=Go and Gy = G} for £ =1,2. Then in part (1) we can demand that
X extendsy.

Remark 2.16. If Gy C Gy € K for £ = 1,2 then we can find infinite G|,G, € K
extending G, G respectively as K is closed under (finite) product (for Kqi¢ use
lexicographic order).

Proof. 1) By the definitions it is easy. That is, for £ = 1,2 we can choose I, as in
2.2(1)(b) satistying:

(%) if G, C Gy is finite and extends Gy and I' C G is such that e, € I’ and
(9gGo : g € T') is a partition of G), then we can find g* € G, such that
{g*g:g€T'} CI,.

Now think.
2) Similarly. |:|2'15
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§ 2(B). Constructing Reasonable Schemes.

We now give some examples of s € Q[K].

Definition 2.17. 1) Let s, be the s from 2.18(2) below.
2) Let s be the s from 2.18(3) below.

Claim 2.18. 1) For every G € Ky there are GT and a such that G C GT €
Kit,Gt = (GU{a})g+; in G the element a does not commute with any b €
G\{eg},a has order 2 and the sets G,a~*Ga commute in G and their intersection
is {eg}-

2) There is unique s € Q[K] such that ks = 0,ns = 1,ps is empty and in part (1)
above tpys(a, G,GT) is gs(<>, G).

3) There is 5 € QK] with ks = 1,ns = 4,ps(Zs) = {20 = 25" A2 # €} such that:
if G € Kyt and a € G realizes ps(xo) then there are G, ¢ such that G C Gt =
(GUE) G+, tpps(G, G, GT) = ¢s((a), G) and ¢ realizes qs, (<>, G) in Gt for £ < ng
and a € (C)g+.

Proof. We first make a less specific construction for any G € K.

For n > 2 let %, = G xn = {(g,t) : g € G,v < n}. For finite K C G let
Ex = {((g91,01),(92,12)) = 91,92 € G and 11,12 < n and g1 K = goK}, this is an
equivalence relation on %, each equivalence class has < n x |K| elements. For
a €“”G let E; = Ex when K = (Rang(a))¢ which is finite.

For @ € "G and 7 a permutation of {0,...,n — 1} let hg . be the following
function from %, into %,,:

()1 hax((g,0)) = (9a.,7()).
Clearly

o . ' whi - equi
(¥)2 har is a permutation of %, which maps every Ez-equivalence class onto
itself.

Let H be the group of permutations of %, generated by {hz ~ :a € "G and 7 is a
permutation of {0,...,n — 1}}, now by ()2 it is easy to see that H € Kj; where,
as in earlier cases,

o H = “h=hhy” iff x € %, = h(z) = ha(h1(x)).
Now for ¢« < n let j, be the following function from G into H:
(*)3 j.(a) = hy . when 7 = the identity and by, is a if & = ¢ and is e otherwise.
Now
(x)4 for ¢ < mn,j, is an embedding of G into H.

[Why? Check.]

We let G*,j. be such that G* O G and j, is an isomorphism from G* onto H
extending jo.

For later use note:

(x)5 for transparency we can use existentially closed G.

Also
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(¥)s (a) G <qx) G equivalently jo(G) = j.(G) <qk H;
(b) if A C G and for £ < m we have ay € "A and 7 is a permutation of
{0,...,n — 1} then p = tpps((hay.m, : £ < m),j«(G), H) does not split
over A;
(c) if above A is finite and a lists A then for some s € Q[K],p = ¢5(a, j«(G).

[E.g. why clause (c) holds? By 2.10(2) recalling (x*)s.]
Now we prove each part.
1) Let n = 2 and 7 be the permutation of {0,1} such that 7(0) = 1,7 (1) = 0, and
let a = j;l(h<ec,ec>,7\')-
2) Should be clear by (¥)g(c).
3) First note that

@1 j; ' (ha,x) realizes g5, ((),G) in G* when for some k € {1,...,n — 1} we

have
e, 7 is a permutation of {0,...,n — 1} and has order two
o 7(0) =k
o3 F(k) =0

oy @ € "G satisfies ar(,) = a; ! for L <n

o5 if (1) # ¢,0 < n then a, = eq, (or just ag belongs to the center of G).

[Why? By (%)2 and the choice of H clearly hz » € H and inspecting (), easily
ha, has order two. By the choice of j., 7 as 7(0) = k,w(k) = 0 and a, = eg = ay,
for g € G we get H = “hg}rjo(g)hﬁ,ﬂ' = jr(g9)”. However, for every g1,92 € G the
elements jo(g1),jx(g2) of H commute as ha, r,,Ray,r, commute in H, e.g. when

m = id, = m and A (a1 =eVaze =e). Lastly, g1,92 € G Ajo(91) = jo(g2) =
<n
g1 = eg = ga2. Together we are done.]
Let n = 3 and for ¢ < 4 let g, € H be hg, », where 7, a; are defined by (recall

a € G is given and has order 2):
@9 for £ < 4 let 7, be such that:
¢ =0,3: the orbits are {0, 1}, {2};
¢ =1,2: the orbits are {0, 2}, {1}.
@3 let ap = (ag; 17 < 3) be (e, e,e), (e,a,e), (e, e, e), (e e,e) for £ =0,1,2,3.

Now
®4 ¢ = J; (hay,x,) realizes s, ((), G) for £ < 4.

[Why? We apply @1 with k& being 1 for £ = 0,3 and 2 for £ = 1,2. So we have to
check o; — e, for each ¢; now e; 4 e5 + e3 holds by inspecting @2 and the choice of
k and of 7.

Lastly, for e4 + 5 note that a, e has order 2 and ayo = eg = ag,r by inspecting
®3.]

@5 tpps({co, c1,c2,¢3), G, G*) does not split over (a), moreover is ¢;({a), G) for
some t € Q[K].

[Why? Just think recalling ()g.]
Lastly,
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©Ds Gt ': “cocricacs = a”.

[Why? This is equivalent to H = ha, o Ray mi Ras,ms Ras,ms = Jo(a). By the definition
of the product we check how each (g,¢) € %, is mapped (see above, s0 hg, =, is
applied first) applying hg, , in turn:

(9,0) = (ge,1) = (gea, 1) = (geae, 1) = (geace, 0) = (ga,0) = jo(a)(g,0)

and
(9,1) = (ge,0) = (gee, 2) = (geee,0) = (geeee, 1) = (g, 1) = jo(a)(g,1)
(9,2) = (ge,2) — (gee, 0) — (geee, 2) — (geeee, 2) = (g,2) = jo(a)(g,2)-

So we are done.] 0918

The following will be used in the proof of existence of complete existentially
closed G.

Claim 2.19. 1) If (A) then (B) where :

(A) (&) Go CGpy1 €K forn<w and I a set;
(b) af, € Gpy1 and let b, = aly...al, in Gyyq forn <w,t€I;
(¢) @p = (at :t€I),b, = (b, :tel);
(d) (@) tpps(@n,Gn,Gny1) is increasing'® with n;
(B) cl(@n,Gni1) NGy = {eg, }; if I = {t} and a', has order k(t)
this means that for every i € {1,...,k(t)} we have:
Grsr b= “(ab)i = eq,” iff (ab)' € G iff i = k(D);
(e) al, commutes with every c € Gn,
(f) G, = U{G,, : n < w} hence € K;
(B) for some b,,, G 1 we have:
(a) Gut1 2 Gy, belongs to K;
(b) by = (b, :t€I) and b}, € Gyy1;
(¢) Guy1 =cl(Goy, U{b,, 1t € I}, Gusr);
(d) if n < w then p, = tppg(bws Gy Guwsr1) = tPps(bn, Gy G1)-
2) If we have (A) except omitting (A)(d)(B), still we have:

(B)' (a) —(¢) as above;
(d) by u realizes tpyy(bny, Guilt, Gri1) in Goy1 when w C I is finite and
n is large enough.

Proof. 1) Letting p,(Z) = tpys(bn, Gy Gry1), it is enough to prove:
(*)1 Pn € Pnyi-

For this it is enough to prove, letting § = (y; : t € I),

1286 by (A)(e) this is equivalent to “tp(@n,?, Gni1) is constant”.
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(%)2 if 0(7, 2) is a group-term and ¢ € “W&)(G,,) then Grys = “o(byi1,¢) = €”
HE Gyt = “0 (b, ) — €.

Towards proving (k)2 note:

e, ¢ and b, and hence o (b, ¢) are from G, 1,

®22 al,,, commutes with every ¢;(i < £g(¢)) and with b} for s € I.
By clause (A)(b) of the assumption of the claim,

o3 b, =0bhal, , and b, = bl _ al stipulating b* | =e.
Similarly,

e5 4 ¢ and b,_1 are from G;

e55 a', commute with every ¢;(i < £g(¢)) and with b_, for s € I.
Hence for some group term o, (Z):

6 Gnio ': “U(Bn+1,5) = U(Bn,é)g*(&n—s-l)”%
07 Gui1 | “0(by, @) = 0(by_1,0)0.(a,)".

Hence by clauses (A)(d)(«), (8):

05 0.(an) € Gy, iff 0.(ay) = eq, iff 04(Ant1) = e, iff 0u(@ni1) € Gryr;
09 if 04(ayn) ¢ Gn, hence 0, (@n11) ¢ Gni1, then both statements in (x)y fail
because:
(a) o(bn, ) is from Gyq1 and 0 (ans1) & Gnir 50 0(bny1,¢) € Gry1 and
thus o (bnt1,¢) # eq,.;

(8) similarly o(bn,¢) ¢ Gy, and thus o(bn,0) # eq,; B
o 19 if 0x(@,) € G, hence o.(a,) = e = U*(an+1) then o(byy1,¢) = 0(bn, )
and again we are done.

Together ()2 holds.

2) Similarly (and the same as part (1) when G, is existentially closed for every n)
but we elaborate. Without loss of generality I is finite; letting p,, (§) = tpps(@n, Gn),
we need:

(¥); if ¢ is a finite sequence from G, then the sequence (tp, (b1 0, Gpii1) :
n < w) is eventually constant.

Let K,, = ¢l(an, Gnt1), so by clause (A)(d)(«) of the assumption | K| is constant,
finite and K, N G, is C-increasing with n. Hence for some K,,n(x) we have
n > n(x) = K, NG, = K, and let k(x) = |K.|. Without loss of generality
n(x) > k(*); so it is enough to prove

(x)e ifg=(y : t € I) and o (g, ) is a group term, ¢ € “9)(G,,) and n > n(*),
then Gny1 = “0(by,¢) = € if Gyry41 E 0(bnyr(s),0) =€

As in part (1) we can prove that for some group term o, (§) we have

B if n > n(x) then Goi2 = 0(bpy1,¢) = 0(bn, €)0w(Anr1).
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Case 1: “o4(a,) ¢ Gy for some, equivalently every, n > n(x).

In this case Gnq1 | “o(bn,C) # €” for every n > n(x).
Case 2: “o.(a,) € Gy, for some, equivalently every, n > n(x).

In this case there is b such that o.(a,,¢) = b for every n > n(x). So for every
n > n(x) by induction on m we can prove (b, 4m,¢) = o(by,c)-b™. But necessarily

b € K, hence b has order dividing |K,| = k(*). Hence n > n(x) = o(byix(x),€) =

0 (b, ¢) and thus nas > ny > n(x) A k(x)|(ng — n1) = o(by—2,¢) = o(by,,¢), and so
we can finish easily. U219

Definition/Claim 2.20. 1) For k = 2,3... let 5,5, be the unique 5 € Q[Kj¢] such
that:

(a) n(s) =1,k(s) = 0;

(b) if G C H and ¢ € H realizes ¢;(<>,G) = tpys(c, G, H) then ¢ commutes
with every a € G}

(c) also for every m < w,a™ = ey iff a™ € G iff k|m.

2) Assume K € Kj is finite and ¢ € IKIK list it. Then let § = s.1,(¢, K) be the
unique s € Q[Kj¢] such that:

(a) n(s) = lg(c), k(s) = 0 so ps(Zs) = 0;

) fGCHeKyand @ € ") H then the following are equivalent:
(a) tp(¢, G, H) = qs(<>,G),
(8) & commutes with G, realizes tp(c, 0, K) and (¢)g NG = {e}.

Claim 2.21. Assume NF ;(Go, G1,G2,G3) and a € G1\Go,b € G2\Go. Then a,b
commute in Gs iff a € Cg, (Go),b € Cq,(Go) and Gy is commutative.

Remark 2.22. 1) NF is from Definition 2.9.
2) Recall gl*) = a~1ga.

Proof. Without loss of generality G, G2 are existentially closed (by monotonicity
of NF, see 2.10(3) and existence of existentially closed extensions).
First assume

® ac NG1 (Go) and b € NG2 (Go)

By 2.15, without loss of generality we can find x € Xk such that G3 = Gx, Gy, =
Gy for ¢ < 3 and let f, = jx,1(a), fv = jx,2(b); we shall use the fact that: we have
some freedom in the choice of x, see 2.15.

Let (go,91,92) € % and we should see whether fy, o f,((g0,91,92)) = fa ©
15((90,91,92)); there are unique a’, hq, b, hy such that:

(*)o (a) gra =da'h, with h, € Gy, a’ € Ixq;
(b) g2b = b'hy with hy € Go, b’ € Lyo.

Now
(1 fal(90,91,92)) = (hagl™ a’, o).

[Why? As gigoa = glag([Ja] = a’(hag([)a])7 noting that g([)a] € Gy because we are
assuming that a normalize Gy inside G .|
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(#)2 fo((hagl™ ', 92)) = (Reh gl o’ 1)

[Why? As 92(ha90 Vb = gzb(h[b] [a] [b]) — ¥/ (hy h[b] a] ]) ]
So,

(*)3 (fb o fa)((907 g1, 92)) — (hbhgb]géa][bk a/a b/)

Now,
(#)a f5((90, 91, 92)) = (gl g1, ¥).
[Why? As gagob = g2bgl)) = V'hygl) ]
(95 fal(hgy g1 1)) = (hahigd" 0! 1),

[Why? As gl(hbgg)])a _ gla(h[a] [b][a]) =d(hq h[a] (b ][a]) ]
Hence,

(#)6 (fa o fo)((90,91,92)) = (Rl g1 0 07).

Together we can deduce:

()7 (fo0 ) (90, 91, 92)) = (fa© fo) (90, 1, go) iff hphLgh Il = ni® gl in .

Now, not assuming @ we shall prove the claim by cases (using (x)7 when @ holds).

@1 a,b commute in Gz when :
e, a commutes with Gy in Gy,
e, b commutes with Gg in Go,

o3 (5 is commutative.

[Why? Note that the assumption @ holds (by e + e3), and so let x € Xk be
as above. For any (go,91,92) € %, we can apply (x)7 thus h,, hy € Go are well

defined, by (*)o. Now as hy, ha, go € Go and a € Cg,(Gy),b € Cg, (Go) and Gy is
commutative, by the present assumptions, clearly hth} g([Ja] el — = hyhago = hohpgo =
hahba]go @l As G5 = Gy, Gy is a group of permutations of % and ()7 holds for

any (go, g1,93) € Ux, clearly f,, fy € Gx commute, so we are done.]

@2 a,b do not commute in G3 when:
e a commutes with Gy,
e b commutes with Gg,

e (5j is not commutative.

[Why? Choose hy, ha € Go which do not commute and let (go, g1, 92) = (€G,, €cy,€G,) =
(e, e, e); note that ah[1 ¢ Go,bhz1 ¢ Gy for £ =1,2.

Above we could have chosen x € Xk such that (Gx ¢ = G, for ¢ < 3 and) ahf1 S
val,bhgl € I.>. Again @ holds hence (x)7 holds for any relevant x, go, g1, g2.
Recall (go,91,92) = (e,e,¢€), so gia = ea = a = (ah]')hi. So in (x)o(a), we
get @' = ahy' and h, = hy. Similarly in (x)o(b) we get V' = bhy ', hy = ho.

S0 fa, fv € Gx do not commute by ()7, because we get hbht[lb]g([)a”b] = hyhago =
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hahigo # hihago = hahugo = hahl gl the inequality as Go |= hyhy # hohy and
we are done by (*)7.]
@3 a,b does not commute in G3 when :
e ¢ normalizes Gy in Gy,
e b normalizes Gy in Ga,

e b does not commute with Gy in Gs.

[Why? Again ¢ holds hence we can apply (x)7 for any relevant x, go, g1, g2. Let
h1 € Gy be such that it does not commute with b in G5 and let ho = eg,. Choose
above x € Xk such that ah;1 €Ix, and b = bh;1 € Ik and let (go,91,92) =
(e,e,e). Again in (¥)g we get @’ = ahy*, hy = hy and b’ = bhy ', by = hy = e. Now
hth”]g};‘] bl eh([lb]e = h,[lb] % hg = hgee = hahéa]g([)b][a]7 the inequality by the choice
of hy = hq.
@4 a,b do not commute in G3 when:

e a normalizes Gg in G1,

e b normalizes Gy in Go,

e a does not commute with Gy in Gs.
[Why? Like @3]

Next

@5 a,b does not commute in G3 when :

e a € G1\Gy does not normalize G.

Why? Choose h € Gy such that a=*ha ¢ Gy hence ha ¢ aGq and, of course,
ha ¢ Go as a ¢ Go,h € Gg and similarly bh=! € G5\Go. Let @/ = ha so @’ # a
because h # e.

Choose above x € Xk, such that bh~1 € Ii2 and a,a’ € Ix;. Why can we
choose such Iy 1? Because a’ = ha € G1\Gp,a € G1\Goy and aGy # da'Gy, as
otherwise for some h; € G we have o’ = ahy, and so ¢ tha = a 'a’ = hy € Gy,
contradicting the choice of h.

Let fq, fv be as above for this choice of x.

Now consider (e, e, e) € % so

()1 fal(ese,e)) = (e, a,e).
[Why? As a € Ix1.]
(*),2 fb((e’are)) = (h’a7bh_l)'
[Why? Because bh™! € Ix2,h € Go.]
(*)é (fb © fa)(e’ €, e) = (h’ a, bh_l)'
[Why? By ()1 + (%)3.]
(*)ﬁl fb((e7 €, e)) = (h7 €, bh_l)‘
[Why? Because bh~! € Iy and h € Gy.]
(%)% fa((h,e,bh™1) = (e,a’,bh1).
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[Why? As eha = ha =d' =d’e and o’ € Ix1.]

()6 (fao fo)((e,e,€) = (e,a/,bh™1)).

[Why? By (%)3 + (+)5]

By (%)5 4+ (*)g, as @’ # a the triple (e, e,e) exemplifies jx 1(a),jx,2(b) do not
commute in Gy.

Lastly,

®¢ a,b do not commute in G3 when:
e b € G2\Gy does not normalize Gy.

[Why? As in $5.
As we have covered all the cases we are done. o 91

Claim 2.23. Assume & C Q[Kj¢] and G <g Ga,G is existentially closed and
d € Go. If conjugation by d (in G3) maps Gy onto itself then for some ¢ € G1 we
have a € G = ¢ lac = d lad, i.e. dcta = adc™", i.e. de™!, a commute in G4
so de=' commute with G;.

Proof. Easy. Clearly thereis (s,a) € def(Gy) such that tpy,(d, G1, G2) = ¢s(a, G1)),
hence if b, b1, c1 € Gy and tpy,((b1,c1),a, G1) = tpys((b,d"1bd),a, G1) then d=1byd =
¢1. Having disjoint amalgamation we have z € Gy = d~'xd € cl(a"(x),G1). We
can continue or note that if there is no ¢ € G as desired, then every existentially
closed G has a non-inner automorphism, contradiction. U 93
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§ 3. SYMMETRYZING

Our intention is to start with & C Q[K] which may contain s1,s2 failing sym-
metry but have the nice conclusion as for symmetric &. Towards this we define the
operation ®, related to & defined in Definition 1.6(4),(4A), and & —®-constructions
(close but not the same as the constructions in Definition 1.12, 1.19, 1.24) and
& — @-constructions.

Note that G,iqr has “quasi symmetry”, i.e. when the parameter (= base of
amalgamation) is the same, but when we allow increasing the base this is not clear.
Now ® is like @& when we insist on it being symmetric. We use the construction
here in §4,85 where we sometimes give more details. Recall def(G) for G € K is
from Definition 1.1(1).

Recall

Definition 3.1. For ¢t € def(G) let ¢:(G) = ¢s,(a+, G) and ny = ns,, ky = ks, and
see Definition 1.1(6).

Definition 3.2. 1) On def(G) we define a (partial) operation ® by t1 ® t =
(8¢, ® S,,0a¢, "Gyt,), see below.

2) 5 = 51 ® 52 means that s1,59 are disjoint'®, T, = Tg, "Ts,, Zs = Zs,
k(s) = k(s1) + k(sn),n(s) = n(s1) + n(s2) and:

B if HC H' € K,a, € 59 H realizes ps,(Z,,) in H and ¢ € ™) (HT) for
¢ =1,2, then ¢; "¢o realizes ¢s(a; "aq, H) iff:
(a) ¢ realizes gs,(ag, H) in HT, for £ =1,2;
(b) if 0(z1,Z2,7) is a group-term, £g(z;) = n(s1),£g(Z2) = n(s2) and b €
t9) (H), then (o) < (B) where:
(a) o+ ': “0(51752717)) =ey’,
(B) (0(21,62,b) =€) € gs, (a1, H') and
(0(51,22,17) = 6) S q52(d2,H+).
Claim 3.3. 1) If 51,5 € Q[K] then s = 51 ® 59 belongs to Q[K].
2) If G € K and t1,ts € def(G) then t =t; @ ta € def(G).

Proof. Straightforward. Us.3

Definition 3.4. 1) Let =, be the following two-place relation on def(G) : (s1,a1) =&
(s2,a2) if both are in def(G) and G C G € K = ¢, (a1, GT) = ¢s, (a2, G1), (com-
pare with ~¢ from 1.1(6)).

2) For t1,t2 € def(G) let t; < to means dom(Z, ) C dom(Zy, ), dom(Z;, ) C dom(zg,)
and a;, = Gy, [dom(Zy,), and if G C G; C G2 and ¢, realizes ¢, (G1) in Ga then
Gz ldom(Zy, ) realizes ¢, (G) in Ga.

3) t1 <j, ta is defined similarly as in 1.6(7).

Claim 3.5. 0) =, is an equivalence relation on def(G).

1) If (s,a) € def(G1) and G1 C Gy € K then ¢s(a,G1) C ¢s(a,Ga) and (s,a) €
def(Ga).

2) If G € K and (s¢,a¢) € def(G) for € = 1,2, then the satisfaction of (s1,a1) =&
(s2,a2) depends just on 1,82 and tpyg(a "as,0,G).

3) Transitivity: in Definition 3.4(2), < is indeed a partial order.

4) Moreover if (51,@1) S}‘h (52,&2) SEQ (53,@3) then (51,&1) Sﬁgo}_n (53,&3).

13 As we use only invariant &, this is not a real restriction.
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Proof. Easy. Us.5

Claim 3.6. 0) The operation ® on disjoint pairs respects congruency (see Defini-
tion 1.1(3), Claim 1.9(1)).

1) The operation ® respects =¢,, i.e. ift1 =& t] and to = th then 1 Qty =% 1] Q1)
assuming the operations are well defined, of course.

2) If (s,a) = (s1,a1) ® (s2,a2), then (8¢,a¢) < (s,a).

3) If in def(G) we have t; < t, for { = 1,2 and t] @ty is well defined (i.e. t},t,
are disjoint) then t; @ty < t) ®th.

4) The operation ® is associative and is symmetric, e.g. symmetry means: if
G C G' and (sp,a0) € def(G) and ¢5°¢_, realizes q;,(G) in GT, where t, =
(te, b)) = (5g,a0) @ ($3_¢,a3_¢), (50 assuming disjointness for transparency), for
0=1,2, then tp, (¢ e, G,GT) = tp, (¢33, G,GT).

5) If in def(G) we have (s¢,a¢) <p, (sy,ay) for ¢ = 1,2 and Dom(h;) N Dom(hy) =
0,Rang(h1) N Rang(hs) = 0 then (s1,a1) ® (82,a2) <n,un, (81,81) ® (85, a2).

Proof. Straightforward. Us.6

Remark 3.7. 1) Also the operation @ satisfies the parallels of 3.6(1),(2),(3) and the
first demand in (4).
2) We may phrase 3.6(5) as in 3.6(3) and vice versa.

Definition 3.8. Assume & C Q[K] is closed.

1) We say 6 C Q[K] is ®-closed when (recalling it is invariant) if s, € & for £ = 1,2
are disjoint then s = s; ® 55 € 6.

2) The ®-closure of & is the C-minimal ®-closed &’ C Q[K] such that & C &'.

S
3) Let G3 = G1 @ G2 or G3 = ®(Gp, G1,G2) mean:
Go

(*) (a) GO <s Gy C G3 € K and Go <s G C G3 and G3 = <G1 U G2>G3
(b) if tpbs(ég,Go,Gg) = qs, (L_lz,Go) SO ¢y € °">(Gz),dg € w> (Go) for
¢ =1,2, then tpbs(élAE%Go,G?,) = qs(alA(lQ,Go) when (5,@1%12) =
(s,3d1) ® (s2, az2); note that without loss of generality s1, 55 are disjoint,
(i.e. as in the proof of 1.10).

4) NF% (Go, G1, G2, G3) means that Gy <g Gy <g G3 for £ = 1,2 and the demands
in (3) hold except that possibly G3 # (G1 U Ga)gj,.-

Claim 3.9. Assume G is closed and moreover ®-closed.

1) G3 = ®G (Go, Gl, Gg) Zﬁ NF% (G(), G17 GQ, Gd) and Gd = <G1 U G2>G3.

2) (disjointness): NFx(Go, G1,Ga, G3) implies Gy N Gy = Gy.

3) (uniqueness): If G4 = ®e(Gy, G, GY) for v = 1,2 and f; is an isomorphism
from G} onto G? for £ = 1,2 and G§ = GE, [11G} = f21GE and Gy is existentially
closed™® then there is one and only one isomorphism from G} onto G2 extending
f1U fo (which is well defined by (2)).

14\Why? The problem is that G <g H € K does not imply the existence of f = (tz : € € “> H)
such that tz € def(G),tpys(¢, G, H) = q¢(G) and if ¢',c% € “>H,h : £g(c') — £g(c?) and &2 =
(ci(i) 14 < £g(cl)) then tz <j tz2. Moreover, even if there is such £ we can “amalgamate for it”
but this is not enough as ¢ is not necessarily unique, which may give different results. Why 3.9(3)
is O.K.? As in Definition 3.8(3) we ask “for every s1,52”. In other words if Go C G1,Go C G2 and
t1,t2 € def(Go), tpys(Ce, Go, G2) = qt,(Go) for £ = 1,2 but q¢, (G1) # qt, (G1) we can amalgamate
as in 3.8(3).
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4) (symmetry): NFg(Go, G1,Ga,G3) iff NF&(Go, Ga, G1,G3).

5) (monotonicity): If NFé(GO,Gl,GQ,Gg) and Gy € G, C Gy for { = 1,2 then
NF26 (GO, G/17 G/2’ G3)

6) (existence): If Go <g Gy for £ =1,2 and Gy is existentially closed and G1NGy =
Gy then for some Gs € K we have NFé(GO,Gl,GQ,Gg).

Remark 3.10. For parts (3) and (6) of 3.9 recall: for such G, if ty,t2 € def(G), g1, (G) =
qt,(G) and G C G € K then ¢, (G") = ¢, (G™).

Proof. Straightforward, e.g. for disjointness (= part (2)) use Claim 1.2(4). [3g

Alternative to §1 from 1.12 on is: we repeat it with changes being that we use ®
instead of @ and we incorporated the A-fullness, also in 3.12(3) we choose another
version. We have not sorted out whether we can generalize 1.16(5) based on 1.15
and 1.23(2).

Definition 3.11. 1) We say that o is a one step (A, &) — ®-construction when
o = (G, H,(Coyta 1 a < () = ay)) satisfies:

(a) GCHeK
(b) to € defs(G) for a < a();
(o) if ag,...,an—1 < o) with no repetitions then é,," ... ¢, _, realizes

qt(Go) in H where t =t,, ® ... @ to—1 € def(G);
(d) H=(U{cy:a<a(Z)}UG)m;
(e) (to:a < a(d)) lists defs(G) each appearing exactly A times.

2) In (1) we may use any index set instead of a(#), e.g. defg(G) itself when
A =1,defg(G) x A in general.

3) We say & is an a()-step-(\, &)—®-construction or (a (), A, &)—®-construction
when :

(a) & =(Gq,(Cas,tps:5€8p):a<al),B <a(H))
(b) (Go : a < a(e)) is increasing continuous (in K)
(¢) (GasGat1,(Cassta,s 1§ € Sq)) is a one step (A, &) — ®-construction.

4) In part (3), let G = G4[/] be Gy, etc., and in part (1) let G = G[/] be G,
etc.

5) In part (3) if (/) = w then we may omit it; also for every o < a() the
sequence (GZ,GZ 1, (Casita,s : s € S&)) is called the a-th step of o7.

Definition 3.12. 1) We say H is a A-full one step & — ®-closure of G when there
is a one step (A, &) — ®-construction & such that G[«/] = G, H[</] = H. We may
say H is A-full one step & — ®-counstructible over G; similarly in part (2).

2) We say H is A-full a-step S-closure over G or H is («, A, &)-closure of G when
there is a (a, A\, &) — ®-construction &7 with G = G§, H = GZ(W)'

3) We say G, is (0, \, &) — ®@-full over G when for some G = (G, : i < §) increasing
continuous sequence in K, Gy = G,Gs = G, and G,11 is (1, A, &) — ®@-full over G;
which means some G’ C G;11 is a one step (), &) — ®-construction over G;. If
J = w one may omit it writing (A, &) instead of (4, A, &).

4) We may in part (3) replace ® by @.
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Claim 3.13. Assume & C Q[K] is ®-closed, « an ordinal, A a cardinal.

1) If G € K then there is a one step (A, &) — ®-construction </ over G (i.e.
G = G) of cardinality < X\ + |G| + |S| and > .

2) If in part (1), o4, ofa are one step-(A\, &) —&-constructions over G then H|[<# |, H|o)
are isomorphic over G.

3) For any G € K there is an (a, A\, &) — ®@-construction o/ over G and G,[</] is
unique up to isomorphism over G.

4) If & is dense, H is an (a, A\, &) — ®-closure of G and « is a limit ordinal then

H is existentially closed and is (o, A, &)-full over G.

Proof. Straightforward, as in 1.23(3). Os13

Discussion 3.14. Essentially we know that if “G; C G2” implies the (a, A, &)-
closure of G is a subgroup of the («a, A, &)-closure of Gs.

But we have a delicate problem: what if the (a, A, &)-closure of G is not disjoint
to GQ\Gl?

We have similar problems with “the algebraic closure of a field” or “the field of
quotients of a field”, but there if G; C G5 then the closure Gf of GG1 inside G4
is definable (from G3, Gy and Gg). Here this is not true, but clearly this is not a
serious problem. Ways to circumvent this appear in 0.12(2), 1.13(2) and below.

Claim 3.15. 1) We can choose G e Keqr such that G extends G € Ky, Gy =
Gy = G = Gy and every embedding f : G1 — G2 € Ky can be extended to
f : él — Gg canonically.

14) Moreover G1 C Go = G1 C Gy but pedantically see (2).

2) There is a set theoretic class function F, that computes from G € K, € Ord, A €
Card,y € Ord and & C QK] a group H =F(G,a,S,v) such that:

(a) F(G,a,6,v) € K extends G, moreover;

(b) F(G,a,v,6) is an (a, A\, &)-closure of G;

(¢) [uniqueness]: if G1,G2 € K and g is an isomorphism from Gy onto Go and
H;, = F(G,a,6,7) for £ = 1,2 then there is an isomorphism g from H
onto Hy extending g;

(d) we have Hy C Hy and Gy = Hy NGy when G; C G; € K,y > a and'®
v > sup(Ord N tr — cl(Gy)) for £ =1,2 and Hy = F(Gy,0,6,7);

(e) if we restrict ourselves to G € K' = {G € K: ifx € G then z is a singleton}
then G1 C Gy = F(G,q,6) CF(G,a,S,0).

* * *

In §4,85 we intend to use also some relative of those constructions, including;:

Definition 3.16. Assume H = (H; :i < §) is C-increasing in K and Hs = U{H :
i < 4}, (we shall use 6 = w). We say & is a one step atomic & — ®-construction
above H, when (and we may say H is weakly atomically & — ®-constructible over
H, omitting H means for some H of length w and we may replace oy = (<)
by any index set) &/ has the following objects satisfying the following additional

conditions:

15Recalling tr-cl is the (set-theoretic) transitive closure.
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Co realizes gz, ,(H;) in H for o < agy,i < 0;

F) €, € Hiyq realizes th.(Hi) for i <, < ay and moreover;

(F)* assuming a(0) < ... < a(n —1) < ay and £g(T,) = £g(é,) and

© = @(Za(),- - - s Ta(n—1)s ) we havel®

<p(i‘a(0), co 3 Ta(n-1)> b) € tpat(éa(O)A .. Aéa(n,l), Gs, H)

iff b C 9@ @G5 and for every permutation 7 of n,

(V>°i(0) < 0)(V*°i(1) < 9),...,(V®i(n—1) <)

PlCa(0),i(r(0)s Ca(1),i(m(1))s - - - s Cd(n—1),m(n—1) b]

(used in the proof of (x)5.2 stage C in the proof of 5.1); note that ¢ is not
necessarily atomic.

Remark 3.17. 1) We may consider replacing clause (F)T by:

(F)* Ca(o)” -+ "Can-1) Te€aliZeS Gi,(0)®..0t0n_ry fOr @(0) < ... < a(n—1) <
a(d).

2) In this alternative version we do not need the existence of ¢o; C H;t1, so it
is easier to prove existence but the version above is the one we actually use. In
particular the version in (1) would create problems in ()57 in the proof of 5.1; we
may try to take care of this by changing the definition of L} there.

3) A sufficient condition for having the assumptions of 3.16 appear in 2.19.

Observation 3.18. Let & be closed and ®-closed. Assume (G; : i < «) is C-
increasing continuous in K.

1) In 3.11(1) we can prove G <g H“ and in 3.11(2), we can prove (G : o < apy)
is <g-increasing continuous.

2) In 3.16, if H is <g-increasing then we have i < § = H; Cg H.

3) Assume S is a set of limit ordinals < ¢, (G; : i < §) is a C-increasing continuous
sequence of members of K and G;;1 is a one step & — ®-constructible over G;
for i € 6\S and G, is weakly one step & — ®-constructible over G[C; for some
unbounded C; C i\S for each ¢ € S, (hence ¢ is a limit ordinal). Then i < j <
(5/\’L¢S:>Gz <s Gj.

Remark 3.19. The idea of 51 ® 5 can be applied to one s (and is used in the end
of the proof of B, in stage B the proof of Theorem 5.1).

Toward this in §4(B) we shall deal with finding such amalgamations and s’s.

Definition/Claim 3.20. Assume s € Q[Ky¢] and H; C Hy € K are finite, a €
k(s)(H,),c € ™%)(Hy) and a, ¢ generate Hy, Hy respectively, and @ realizes p,(Zs) in
H, and ¢ realizes gs;(a, H1) in Ho. Assume further K is a group of automorphisms
of Hy mapping H; onto itself. Then there is a one and only one t such that:

(a) te Q[K]f]

(b) k(t) = k(ﬁ) and pt(ft) = tqu(da Q)a Hl)

16yes! tp,, and not tpy,.
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(¢) if Hy € G1 C Ga,Hs C G5 and ¢ realizes ¢s(a,G1) in Go and @ € "(G3)
realizes qi(a, G2) then tp, (¢, G1,G2) = N{tpy(7(¢), G1,G2) : m € K}.
Remark 3.21. Toward this in §(4B) we deal with finding such amalgamations and
5’s.

Proof. Straightforward. U3.20
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§ 4. FOR FIXING A DISTINGUISHED SUBGROUP

In the construction of complete members of Keyr (and related aims) we fix
large enough & C Q[K] and build a C-increasing continuous sequence (G4 : a <
A), |Gl < A; normally we demand for oo < § < A that “usually” G, <g Gpg (i.e.
except for 6 € S, where S C S{}O). But at some moment for o = § + n, we like to
use p = tpy.(¢, Go, Gar1) which extends some r € Sys(K), K C G,, finite but such
that ¢ commutes with Gs. Also toward this in §(4A) we deal with a relative NF?
of NFy, in which we demand Cg, (G3) is large, this continues §2 concentrating on
the case Gy is with trivial center. In §(4B) we use this to define some schemes from
Q[K], see e.g. 4.10.

Another problem is that given G instead of extending G; to G5 such that
q:(G1) is realized by ¢ € ¥ (G3) for some t € defg(G1), we like to have an infinite
c=(...7¢" .. )ier, with tp(¢lu, G1,G2) € q,(G1) for every finite u C I; used in
stage D of the proof of Theorem 5.1. This is done in §4(C).

§ 4(A). Preserving Commutation.

Claim 4.1. The subgroups H{, Hy of G3 commute when :

(i) Ho =U{a(GoNHs):a €Iy} where Iy = Iy N Hy.
Remark 4.2. 1) Really here it suffices to deal with the case Go N H; = {e}.

2) A natural case is Z(Go) = {ec, }, H1 = Cg, (Go), Hy = Ga.
3) See the proof of 5.1.

Notation 4.3. Let X§; = X§ be the class of tuple (x, Hi, Hy) which satisfies ()
of Claim 4.1.
Proof. Let a € Ha,b € Hy, fo = jx,2(a), fo = jx.1(b), so by (x)(d), (h) we just have
to prove that f,fa((90,91,92)) = fafo((g0,91,92)) for any (go, g1, 92) € %.
Clearly
e if a € Gy or b € Gy this holds.

[Whyr) FiI‘St, ifa € GO then fa = jx72(a) = jx70(a) = jx,l(a) S jx71(G1) = Gll C Gy
and as b € H; C Gy, by (x)(g) we have G1 E “a,b commute” hence Gx =
“Jx,2(a),jx,1(b) commute” and so Gx |= “f,, fp commute”. Second, if b € Gy then
be GoNHy C Gy C Gy and a € Hy C Go, so by clause (x)(h) clearly G2 = “a,b
commute” and we finish as above.]

17Ag (1 is locally finite, necessarily I; is a subgroup of Hj.
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Moreover, as Hy = ((GoNH;1)UIL;) g, by clause (x)(e), recalling e above, without
loss of generality

H, bel; C Ix,1~

Similarly as Hy = ((Go N Hy) UIL). By clause (x)(i), recalling e above without loss
of generality :

Hy ael, C Ix72-

Let'® f2((90,91,92)) = (95,97, 95) and f,f((90,91.92)) = (95°*. 91", 95") for a €
{a,b} and y € {a, b}\ [z},

We shall prove that gg’b = gg’a for £ = 0,1, 2; this suffices.

Clearly,

e g7 = g1 and gagoa = g595;
b b ab
*2 g5 = g5 and gigib =gy 95"
o3 g5 = go and g1gob = glgl;
ba __ p b b ba ba
e, g1 =gy and g90a =gy gp" -

Now

By g7"Go = ¢7"95"Go = g19§bGo = (97b)(96 Go) = (97b)Go.
[Why? As gg’b € G, by the second statement of ey, noting that b, g§ commute by
(*)(g), and as g§ € Gy, respectively.]

BUt g? S Ix,l (as (g(()lvg%vgg) € %x)v and b S Il g Ix,l by Bﬂla hence by (*)(f)
we have g¢b € I,; and also gi"* € I (as (93", 93", 9") € 2%.). Now by s,
¢2"Gy = (4%b)Go and by the last sentence ¢&°, g € I; and thus

o5 g1 = gib.
So by e5 and the second equation in e; we have g%bgg’b = g‘f’bggb = g796b = g7bgg,
the last equality by recalling b, g3 commute by (x)(g), hence we have:

o 95" =g
Similarly to Hs we have

Bs 91Go = 9}95Go = 9190bGo = (91b)(90Go) = (91b)Go.

[Why? As gb € Gg, by e3 second statement, as b, go commute by (*)(g), and as
go € Gy respectively.]

Also g1 € Ix 1 as (9o, 91, 92) € % and b € I; by B so recalling ()(f) we deduce
91,910 € Ix 1 thus from B, we deduce:

o7 g% = gib.

Hence by e; and e3 second statement we have g1bg) = g%9% = g190b = g1bgo, the
last equation recalling b, gg commute (by (%)(g)), hence we have:

o3 98 = go-

18Note that gy is not conjugation by z.
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So by e,,e7, 1, e85, b commuting with Gy and e second statement respectively, we
have

b,a a a a/ .aby— a.a a,by— ab
Bs 91" = g7 = (910) = (91b) = (91)(96 (95") ") = (91960)(95") " = 91",
and thus

ba _ _ab
® 91 =91 -

Also by e4, e3, 5,0, 05, 85 we have
b,a b, b b b b b _asb
Bs 9290 = gbg9ba = gagba = ga2g0a = 9596 = 9590" = 957 96" -
So
b,a b,a _ _ab _ab
®10 92 90 = 92 Yo
b, ,b b, b : ,b ,b b b, b, b,
but go'“, 95" € Go and g5, g5 € Ix 2 hence recalling (957", 91", 95" ), (95 %, 97", 95™) €
WU, we have:
ba _ _ab d b,a __ _a,b
®11 g =g aANd gy =gy -

But ey; + g imply that we are done. Ug1

The following claim is like Definition 2.5, but now we preserve a large Cg, (Go)
using 4.1.

Definition 4.4. Let NF*(G, H,, L, H,) mean:

(A) (a) G =(Gy:£<3) are from Kjs;
(b) G() Q Ge for £ = 1,2;

(¢) Gy is finite;
(d) H, C Cg, (G0)7L CH,LNGy= {GGU},Hl = <L7G0 N H1>G1;
(e) G1 N G2 = Go;
(f) Hsy C CG2(H1 ﬂG());
(B) (a) G¢ C Gz for £ =1,2;
(b) for o(Z,7) a group-term, a € Y9 (G4) and b € “90)(Gy) the following

conditions are equivalent:
o GG ': “O’(d,B) =eq,,
o if (x,Hy,Hs) € X3, see 4.3, Gy = Gx, for £ = 0,1,2 and
a = jx,l(&) andlg E, = jx,Q(E) then Gy ': “O—(C_Llal_)l) = 6Gx”'

Convention 4.5. In 4.4, if H; = L we may in addition omit L. We may omit
L,Hy when L = H,Hy = CGZ(HI n GO) Lastly, if Z(GO) = {SGO},L = CG1 (Go)
and Hy = L and Hy = G9, then we may omit Hy, L and Hs; see 4.6(3) below.

Claim 4.6. Assume G = (Gy: ¢ < 3),Hy, L, Hy are as in 4.4(A).

1) We can find x such that (x, Hy, Hz) € X};.

2) There is Gs € K such that NF3(<G0,Gl,G27G3),H1,L,H2) and G3 is unique
up to isomorphism over Gy U Gs.

3) If G satisfies (A)(a),(b),(c) of Definition 4.4, Z(Go) = {ec,},Hi = L =
CG1 (Go) and HQ = Gg, thﬂ (é, Hl,L,HQ) satisﬁes 44(A)

19we may add I = L.
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4) The relation NF?*(G),G = (Gy : ¢ < 3) satisfies the parallel of 2.10 omit-
ting symmetry, so having uniqueness, monotonicity and both sides definability, i.e.
G1 <qk G3,G2 <qk] Gs-

Proof. 1) It suffices to prove we can choose I, I satisfying the demands on Iy 1, Ix 2
in 4.1.

Why can we do it? For I the demands are just clauses (b),(c) from 2.2(1) and
(%)(7) of 4.1 so just choose Iy C Hj such that eg, € I and (g(Go N Ha) : g € I) is
a partition of Hy and then let I} be such that I C I3 C G5 and (gGo: g € I}) is a
partition of Gs.

For I we have to take care of clauses (b),(c) from 2.2(1), of (x)(e) (the parallel
of (¥)(i)) and of (x)(f) from 4.1. For this let H;" := (Go, H1)g,. First, choose
I} = L so clearly eg, € I} and thus (¢Go : g € I}) is a partition of H;". Why?
Recalling that L C Hy C G1,L NGy = {eg,} and Hy = (L,Gy N H1)g, and H;
commute with Gy in Gy; by clause (A)(d) we know that this is satisfied. Also let
J; € Gy be such that eq, = eq, € J; and <ngr : g € J1) is a partition of G;. Now
let It = {gb:g € J; and b € I} }.

Clearly (gGy : g € IT) = (9(bGp) : b € I}, g € J1) is a partition of G; (refining
(gH{t : g € J1)), so clause 2.2(1)(b) holds. Furthermore, I{ N H = L = I} so
clause 4.1(e) holds.

Next as eg, € J1 and eg, € I} clearly e, € I, so I satisfies clause 2.2(1)(c).
Also if g € If Ab € T) then for some ¢g; € Jq1,b; € I} we have Gy = “g = g1b1”
hence G1 = “gb = (g1b1)b = ¢1(b1b)” and recall g; € J; and bijb eI} asIj = L is
closed under products. Thus together gb € I, hence clause 4.1(1)(f) is satisfied. So
I, I are as required in 2.2(1) and 4.1. Hence there is x € Xk such that Gx ¢ = Gy
for {=0,1,2 and Iy, =1} for £ =1,2.

2) Consider clause (B) of 4.4, the “if x € ...” is not empty so G3 is a well defined
group. Easily G; C G5 and G2 C G5 but is Gz locally finite? This follows from the
results in §2, in particular 2.10. That is, as there if G/ is finite, Go C G}, C G, for
¢ =1,2 then we have finitely many possible choices of (Ix1Nxz1G, Ix 2 Nz2GY) for
x1 € G1, x5 € G2 hence the group G3 that we get is locally finite. Probably better
this is G% such that NF (G, G1, G2, G%), by the definition there is a homomorphism
from G% onto G3 over G1 U G2. Now as Gf is If so is Gs.

3),4) Should be clear. Oy

§ 4(B). Schemes and derived sets.

Definition 4.7. 1) Let Xg be the set of x such that:

(a) x has the form (K71, Ks,a2,a1) = (K1[x], Ka[x], a2[x], a1 [x]);

(b) K1 C K5 are finite groups;

(¢) @y is a finite sequence generating K7;

(d) as is a finite sequence from Ks such that as"a; generates Ko (if as = (a2)

we may write just as);

(e) K has trivial center.

2) Let X; be the set of x such that:
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(a) x = (K,a) = (K[x],a[x]);
(b) K € K is finite;
(c) @ is a finite sequence from K generating K, £g(a) > 1; let a. = a.[x] = ao,
the first element of a.
3) Let X5 be the set of x € X; such that:
(*) K has trivial center.

4) Let X3 be the set of x € X; such that?’:

() if f is a non-trivial automorphism of K then for some conjugate b of a, =
a.[X] = ap[x] we have f(b) ¢ (a.)k; equivalently, for some conjugate b of
ax, (b)x # (a) k-

Observation 4.8. If m € {2,3,...} then for some x € X3 the element a.[x] € K[x]
has order m.

Claim 4.9. If x € X, then there is one and only one s, call it Sem = Sem[X] Such
that:

5
ks = Lg(a1[x]) and ns = £g(az[x]);
p ) = tpbs(dl[x],(l),K[x]);

qs(a, Gl) i Gs then NF3(<a>G1,G1, <67LAE>G3,G3).
Proof. As in §2 using §(4A). Let Ky, = Ky[x] for £ = 1,2; and let Gy = K; and
G1 € K be existentially closed, extend K; and be such that Ko N G; = Ky. Let
L = Cg,(Gy), so as Gg = K; has trivial center (by 4.7(1)(e)), clearly we have
LNGy = {eg,} and let H; = ¢l(Go U L,G1),Hy = {ex, } and let Hy = Go :=
K. Now we apply Claim 4.6(2), so there is G such that NF3(Go, Gy, G2, G3) see
Definition 4.4. By it, the type tpy,(az[x], G2, Gx) does not split over Gy = Kj.
From this it is easy to define s and to prove it is as required. Ug9

Definition/Claim 4.10. For x € X; let 5§ = s,,[x] be such that:
(a) 5 € Q[Klf];
(b) ks =0;

(c) if ¢ realizes q2(<>,G1) in Gy so G; C G4 then ¢ realizes tpy4(alx], 0, K[x])
and commutes with G1, and (¢)g, N G1 = {e}.

Proof. Easy. 0411
Definition/Claim 4.11. For x € X, we define § = s, [x] such that:

(a) 5¢c Q[Klf];

(b) ks =2¢g(alx]) and ng = 1;

(¢) if G1 C Gy € Kyr and tpyg(ae, 0, G1) = tpys(alx], 0, K[x]) for £ = 1,2 and
(@1)q,, (@2)@, commute in G and®! have intersection {eg} then ps(Zs) =
tpps (@1 "as, 0,Gh);

20g4 X3 D Xo.
211y fact this follows.
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(d) moreover, in clause (c), if ¢ € G4 realizes gs(a; a2, G1) in Go then conju-
gation by ¢ interchanges ai,as and is the identity on Cg, (a1 a2).

Proof. Let G € Keyr be an extension of K[x] in which some c realizes s, (Kx);
let a1 = alx],a2 = ¢ 'ajc:= (¢ tay e : £ < Lg(ay)) in Gs.
Note that, by inspection, Gy = (a1 "a2) ¢, is finite with trivial center and let Gy C
G1 € Kyt Now use 4.1 with Gy, G, Cf(dl “ao” <C>, G2), CG1 (Go), c:(;1 (Go), Cg((il “ao” <C>, GQ)
here standing for Gy, G1, G2, Gy, H1, L, Hy there. O4.10

Definition 4.12. 1) For s € Q[K] and G| C G5 let cp,(G1,Ga) = {co : € € "9)(Gy)
realizes ¢;(G1) where t € def(G1) satisfies s, = s}.

2) For x € X; and G; C Gq let Cpx(Gl, GQ) = Cpsab[x](Glﬁ Gg)

3) For G; C Gy €e Kifand ¢ € {1,2,3} let Cpe(Gl,Gg) = U{Cpgab[x}(leGQ) X €
Xy} if £ =2 we may omit it.

§ 4(C). Larger Definable Types.

Definition 4.13. 1) For G € K, 6 C Q[K] and set I let Def; (G, &) be the set
of ¢ such that:

(a) t = (t, : u C I finite);

(b) t, € defs(G) with z, = (z; : i € u) and @, = a; or pedantically a;, =
agw,, where w, C fg(a;) is finite;

(¢) Lg(a:) := I has cardinality < x and Rang(a;) C G;

(d) if G CHCLe€KyanduCwvCI are finite and b € YL realizes q;,(H)
then blu realizes ¢, (H).

2) We define Q; <, [K, ] parallely and if & = Q[K] then we may omit it.

3)Ift € Def; <x(G, &) then ¢:(G) € S{ (G) is defined by U{qs, ((z; i € u)) :u C I
finite}.

4) Omitting k means Xo. We may replace “< k™7 by  and even a set I;. We may
replace I by “< p” meaning “some y < p”. Similarly for “< u”.

5) For n < w and sg,...,5,-1 € Qc;, <x[K] we define s & ... ®s5,-1 and §0®@...®
5,1 naturally.

Claim 4.14. 1) IfG € K, & C QK] and t € Def;(G, &) then for some pair (¢, H)
we have G C H € Ky, e € TH, H = (GU&) i and tp,.(¢, G, H) = ¢:(G).
2) If & is closed then above G <g H.

Definition 4.15. Assume H = (H; : i < §) is C-increasing in K and Hs = U{H, :
i< d}. We say & is a one step (< u, < k, 6, &) — ®-construction (if § = w we may
omit it) when: as in 3.16 except that

(€)' ta; € Defy H;,S) for some set I, ; of cardinality < p.

a,i, <K (
The case we shall actually use in §5 is:

Claim 4.16. Assume K C L € Ky, K is finite and f embeds K into Gy € Kyt
and {(c; : 1 < p) list the members of L and {cy : £ < n} is the set of elements of K.
Then there is t € Def<,(G1,8[K]) such that: if ¢ = (¢} : i < p) € *(G2) realizes
¢t (G1) in G2, so G1 C Ga, then ¢; — ¢ (fori < u) is an embedding of L into G
extending f.
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Proof. Straightforward by §2. O4.16
Discussion 4.17. Those definable types are still locally definable over finite sets.
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§ 5. CONSTRUCTING COMPLETE EXISTENTIALLY CLOSED G

Theorem 5.1. Assume if G € Kyt and |G| < p = p™o.

1) There is a complete G' € Kyt which extend G such that |G'| = u™ and G’ is
existentially closed.

2) Moreover G <qk,;) G' and G is full.

3) There is G’ such that G <g G' and G’ € Kftﬁlf is complete and &-full provided
that & satisfies:

(*) (a) & C QK]

(8) & is dense and ®-closed (for Kit)

(v) some schemes introduced earlier belongs to &, specifically:
® S.(2) from Definition 2.20, used in the paragraph before H3
® Scn from Definition 4.9, used in (x)4.3
e Sg, from Definition 2.17(1), 2.18(2) used after B; Stage E
e s, from Definition 2.17(2),2.18(3)
® 5., from Definition 4.10, see (*)5.1(f).

Proof. Proof of 5.1
We let & = Q[Kj¢] for parts (1),(2) and fix & for part (3) as there.

Stage A: Without loss of generality the universe of G is an ordinal < p and let
A=putT.

Let S C Sy := {0 < A:cf(d) = Ro} be a stationary subset of A such that also
53, \S is stationary in A and a € S = (u divides a). Let (S¢ : ¢ < A) be a partition
of S to stationary sets. Let S, C A\S be stationary and a set of limit ordinals.

Let Cs be an unbounded subset of § of order type w for § € S such that C¢ =
(Cs : 0 € S¢) guess clubs for each ¢ < A, this means that for every club E of X the
set {6 € S¢ : C5 C E} is a stationary subset of A; such (Cs : § € S¢) exists by [?,
Ch.III] = [?].

Let as(n) be the n-th member of Cs.

Let 7 be such that:

o T=(Tc:( <\
o 7 C #(Ng) is a countable vocabulary

o if 7 C JF(Xy) is a countable vocabulary then {¢ : 7. = 7} has cardinality
A

By [?, 3.26(3)=L6.11A,pg.31] there is b, a BB, black box for (S¢,C¢) say by =
(Nf :i€ 5,6 €Sc), that is:

Mo (a) N/ is a model of cardinality Ny with universe C § = sup(Ny) and
vocabulary 7. C J(Xo)

(b) if N is a 7c-model with universe A then for stationarily many 6 € ExN

Se for some i € J5 we have C5 C En\S where Ey :={a: Nja < N}
and N? < N; moreover

)T if 7 =1,N = (N, :n€ ), 7 anon-empty subtree of “>\ such

that 7(N,) = 7c,n<av = N, < N, and |N,| € [\]* and E a club of

An €T = (Fa)(n (o) € T)and nav € T = sup(NV,) < sup(N,)
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then for some § € S N E we have C5 C E,i € J; and n € lim,(J)
we have NJ = U{N, 1, : n < w};

(c) if i # j € J5 then N N N! is bounded in § (used just after (x)s.5),
moreover:

()T if i # j € J5 then the set {# < ¢ : 8 a limit ordinal such that

sup(N) N B) =B = sup(NJ‘»S N B)} is bounded in d;

(d) N? N (as(n),as(n+1)) #0 and NP [as(n) < N forn <w,d € S,i €
Ts;

(e) for notational simplicity we assume 5 C p.
Stage B: By induction on v < A we shall choose the following:

B, (a) G, € Klf of cardinality p and the universe of G, is an ordinal < A;
(b) Go =
(c) (Gs: 6 < «) is increasing continuous;
(d) if B8 € 4\S then Gg <g G
(e) ify=pF+1,8¢S9, then:

(o) G, is generated by {¢s; : i € I3} U Gg, where J3 is a set of
cardinality < p (to be chosen),

(B) tg,i € Def<,(Gg, &), non-trivial (see Definition 4.13(5)) for i €
Ts;

(V) tPbs(Ca.is Gy Gy) = i ,(Gp) for i € T,

(0) if n < w and i(0),...,i(n — 1) € J3 are pairwise distinct, then

tpbs(éfg,i(o)A e Aég’i(n,l), Gg, G,y) = qt(GB), where t = tg.i(0) ®
- ®1Bitn—1)s
(e) if t = (s,a) € defs(Gp) is non-trivial then for some i € T3 we
have t3; = t;

(f) ify=0+1,6 € S then:
(o) G, is generated by {¢s,; : i € J5} UGy,
(8) May = (G5+1,G5,<55,t5,i7n : i € J5)) is a one step (< Np, <
Ng, &) — ®@-construction over (Gy,(n) : 1 < w), see 3.16; used in
(%)5.2°s proof®?,
(8) tpi = (sp,i,ap,) for B € y\S.
First we shall show:

Hs we can carry the induction.

Why? For v = 0 we have nothing to do by clause (b).

For ~ limit we let G, = U{Gs : B < ~v}.

For v = 8+1,8 ¢ S we have some freedom, as we have tg; € Def<,(Gg,5)
not just def(Gg,S). Solet I = p,{tg; : i € T5} C Def<,(Gp,S) be of cardi-
nality p and including def(Gg, &) and so (tg; = ($g,,G8,) : ¢ < w), possibly with
repetitions. Clearly H;(e)(g) holds.

Now as in Claim 3.13 we can find G, (¢g,; : @ < p) such that:

22Actually can use a one step (< p, < Vo, §) — ®-construction.
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o G <s Gy;
o G, = <{6/3,i c< p} UG{R>GW§
e if n <wand iy < pfor k <n and (i : £ < n) is with no repetitions then

Chiig -++ CBiiny, Tealizes q;(Gp) wheret =15, ®...@1g;, ;.

Ify=0+1,0 € S wecan let 55; = 5,1,(2), clearly we satisfy clause (f); but we may
act differently. Clearly, as in the previous case, there is some freedom left: what we
do for y = + 1,8 € S and this will depend on the (N? : i € ;) from Hy. During
the rest of the proof we shall use (some of the freedom left) to guarantee that G.
(see below) is as required.

Of course, we let:

H; G*ZG)\ZU{GQZQ<)\}.
We now point out some useful properties of the construction:
(*)3.1 there is a model N, expanding G, so with universe A, and a countable
vocabulary such that for any N C N, we have:
(a) G«[N is a subgroup of Gy;
(b) pe N iff NNGpy1\Gg #0iff B+ 1€ N;
(c) ify=B+1,v€ N then NNG, = (U{cp,; : i € NNTp}U(NNGp))a,;

(d) ifie NN Jgand B € N, then |[lg(¢s;)| <w = ¢z; C NNGgy1 and
[lg(as, )| <w = az,, € NNGg;

(e) T(Ny) C H#(Xg), but 2 (No)\7(Gx) is infinite;

(f) if 6 € NN S then Cs C N.

Now note
(*)3.2 if @ < Ais a limit ordinal, then G, € Kex.

[Why? Recall clause (e)(e) of H; noting that S is a set of limit ordinals, hence
a = sup(a\9).]
We now assume:

H; h is an automorphism of G.,.

We shall eventually prove that (if we suitably use the freedom left in By, then) h is
an inner automorphism, i.e. b € G, = h(b) = a~1ba for some a € G., this clearly
suffices noting that G has trivial center as s, € 6.

We shall often use

(¥)a1 for limit B € A\S let Ly = cp(Gp, Gptw) (see Definition 4.12(3)), i.e.
c € Ly if for some finite K C Cg,,,(Gg) with trivial center we have
ce K and KNGg = {eg,}.

Note that
(%)a.2 the last demand in (%)4.1, “K NGg = {eq, }”, is redundant.

[Why? Recall § is a limit ordinal hence by (x)s.2, G has trivial center.]
Note:
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(¥)a.3 if @ € L} and K witnesses it, then K C L3, K N Gg = {e}, and moreover
there is L € Ky included in L;; and including K.

[Why? We can choose K = (K, : n < w) such that Ky = K, K, is a finite
group with trivial center, K,, C K,y; and |JK,, € Keqr. We now choose by

induction on n an embedding f,, of K,, into G, such that fo = idg, f € frni1
and Rang(f,) € Lj; the induction step is possible by 4.9. Now {J f,(K,) is as

required.]
We shall use:

()4.4 let Ep = {0 : 0 is a limit ordinal and h maps G5 onto G5 and (N*[§,h[§) <
(N*,h)}.

Now
()45 By is a club of .

[Why? Just look at (x)4.4.]
Stage C: We shall prove

Hs for some a(x) < A, for every B € S, N En\a(x) and ¢ € Lj we have
h(c) € cl(Gaesy U{c}, G.).

Why? If not, for every o < X there are 8, € S, N En\a,m(a) = mqy € {2,3,...}
and ¢, € L of order m, such that h(cy) ¢ cl(GoU{ca}, Gi). Now let &, witness
that ¢, € Lza with o0 = cq, i.€. €4 list the members of a finite subgroup of G 4.,
commuting with G, with trivial center and so included in L} .

(*)5.0 without loss of generality h(c,) € cl(Gq U Cy).

[Why? Let K¢ be the subgroup of G, +., with universe é,; we can find K, Ko, K3
such that K3 is a finite group and for £ = 0,1,2 and K1 N Ky = {co) i, without loss
of generality K3 C Gg, 4w, so we can replace Ky by K7 or by K.

Let x, € X2 be such that ¢, realizes gs,, [x,)((), Gs.), see 4.7(2) + 4.11. But
if a; < ag then (Bay, Cass May) can serve as (Ba,, Cays Ma, ), hence, without loss of
generality , X, = X, m, = m, for every a.

(*)5.1 (a) Let l_)a,l = Cq; let ko1 < w be such that Ea’l - G5a+ka,1+1,l_)a’1 Q
GBothans
(b) let ko € (ka1 + 1,w) be such that: tpbs(h(l_)a71),G5m+w,G*) =
s, (a%, Ga, +w) for some s, € & with al, C Gg_+k
(c) let b2 C G, 4w realize gs,x)((), Gpotha..);

(d) let koo < w be such that bao C Ga,tkust1:0a2 € Gpothass 5O
actually without loss of generality ko2 = ko« + 1;

%)

note that Ba’lABa72 realizes ps,,, (Z), see 4.11;

—
@D
~

—~
-
=

let ko3 <wbe > ka1,kq2 and let by 3 € Gg, 1k, 541 Tealizes

sy x] (Bt "ba,2, GBotkn s, Gp.), (see Definition 4.11); so it commutes
with Cg,_ 1k, ,+1(ba,1 "ba,2), hence with G, and conjugating by it
interchange Ba’l, B(LQ;
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(g) without loss of generality s, = 5. and (€g(ba,1), ka2, £9(ba,2)) does
not depend on a.

Our intention (in this stage) is to find a,, < A increasing with n satisfying 3,, <
an+1 and element d such that, on the one hand, conjugating with d maps co, =
b, 1,0 0 ba, 2,0 for each n, and on the other hand, tpy,(d, Gg,+w, GA) does not
split over G, + bq,,,3, a contradiction.

Let N be such that:

(a) N is a model with universe A;
(b)

¢) N expands N, from (*)s5.1;
(d)

(*)5.2
N is with countable vocabulary;

d

e FY¥ =h, so F} is a unary function symbol,
° FlN,M(a) = bo,e for t = 1,2 and £ < Lg(b,.,), (if £ = 0 we may

omit it),
[ ] Flly?,(a) = ba73,
® FQN(O‘) = Bas

o Iy, (a) = By + kq,, for v =1,2,3,
o Fi(a) = B4 +w,
(e) FY, is an (n 4 1)-place function such that: if ag < ... < ap,ca, €
Gays,» €ach ap is a limit ordinal then F, (o, ..., o) is the product
of apas ...a, where ar, = F1 1,0(ag);
(f) PV ={(a,c):a< Xand c € G, }.
Without loss of generality 7y C .#(Rg), choose ((1) < X such that 7.1y = 7x and

for each ¢ € S¢(1) we use the amount of freedom we are left with (see before Hs),
choosing G541 such that:

(*¥)5.3 if 0 € S¢1y,i € T, letting i = min(NP\as(n)) then (a) = (b) where:

N§ .
(a) o Bsin=Fy " (asin)is > as;n but < as(n+1),

N§
o Fyi(asin) = Bsin +w,
® bsin. = FlN,L,Z(O‘(S,i,n) forv =1,2and £ =0,

N7
L k&,i,n,b = FQ’L/ (aé,i,n) — 0§ in for v = 1> 27 37

5
® bsins =Py (Bsin),
® bsin. € Gps, thsin,+1 commute with Gg; , and conjugating
by bs,i,n,3 interchange bs; n.1.¢, b5,i,n,2,¢,
e ¢ is the set of elements of Gy, similarly as,;.., (as they € Ey),
e for every 3 < § we have (Gp41\Gg) N N # 0 < B € N,
e if 3 € N)\Sandc € “>(N?),so¢c € “>(Gs), then tp, (¢, G, Gs) €
q:(Gp) for some t € def(Gp) satisfying a; € “> (NP N Gp),
(b) Cs;i = <C§7i> and thS(Cé,n Gs,Gs41) is as in claim 2.19 with Gas(n)(n <
w),Gs,bs;s. .5 € N (n <w) here standing for G, (n < w), G, al,(n <
w) with I = {t} there;
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(¥)5.4 let I = {i € F5: clause (a) of (x)5.3 holds};
(*)5.5 et Bsim = asin +w and bsin = bsin,. € Ggs, ,+1 for o = 1,2,3 realizes

G52y (()s G5, ,) when the assumption of clause (a) fails.

Why can we fulfill (x)5.37 Let (iy : £ < £(x)) be a finite sequence of members of ;.
For ¢ < {(x) and n < w let dy ., = 54y n,3-
Now

(%)5.6 (de,n 1 n < w) pairwise commute if i(¢) € F; for each £ < ().

[Why? As bs(t)n,3 € C(Ggw(e)yn,GBM(Q,HJW) forn < w gnd 65,1-(.@)_,” +w<as(n+
1) < asi(0y,n+1 < Bs,i(e),nt1, recalling Nilas(n +1) < Ny and Nj N (as(n),as(n +

1)) #0

(*)5.7 (de,n 1 1 < w) pairwise commute when i(¢) ¢ J.
[Why? Even easier.]

(%)s5.8 if £(1) # £(2) then for every n(1) < n(2) the elements bs ;(¢(1)),n(1),3> 0s,i(£(2)),n(2),3
commute.
[Why? Recall that b5,i(€(1)),n(1),3 S Gaé(n(z)) - Gﬁéyiu@))m,(zﬁ note that bsin, €
Ggs.ip. +w commute with G, , = rather than with G4, , but not used.]

(%)5.0 if £(1),£(2) < £(x), then for n large enough, for every n(1),n(2) € (n,w)
the elements dy(1) (1), de(2),n(2) of Gs commute.

[Why? Similarly, as N? N N? s bounded in &, but not used.]

Te(1) 1e(2)
(¥)5.10 The conditions in 2.19 hold hence we can fulfill (*)s5.3, (*)5.4, i.e. we can
carry the induction in H;.

[Why? Think.]
Next let

(¥)5.11 E = {0 < X: 4 alimit ordinal is the universe of G5 and N[§ < N, hence h
maps Gs onto itself}.

Clearly E is a club of A, hence by By ¢(1) from stage A, there is a pair (4,4.) =
(6,4(x)) such that
(*)5‘12 e En SC(l) and i, € % and Nf* < N.
Let d = h(cs,;,) € Gy, so:

(¥)5.13 (a) the pair (6, i.) satisfies the demands in (%)s5.5(a);

(b) for some finite set u, C F5 and b, € “~(Gs), the type tppy(d, Gs41, Gx)
does not split over {cs; 14 € i} Uby;

(c¢) without loss of generality i, € ..

Why? For clause (a), as § € E and N?,, < N, recalling the choice of N (including
i()

h = F¥). For clause (b), apply properties of the construction in By, i.e. G541 <o
Gy

(*)5.14 conjugating by d in G, interchange bs ;(.)n,1 With b (4) n,2 for n < w.
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[Why? Should be clear as for m € w\{n} and ¢(1),¢(2) € {1,2,3}, the element
bé,i(*),m,L(l) commutes with b&,i(*),m,L(Q)-]

Recalling Hy(c) there is n(*) < w large enough such that:
(*)5.15 b, C Gﬁé,i(*),n(*) and j1 # j2 € ux = N;j NN, C Ga(;(n(*)) and ji,jo are

like 4, j as in By ¢(1)(c)*.

Clearly for some ﬁ(*) < A we have h(bé,i(*),n(*),l) S Gﬂ(*)+1\Glg(*). As Q5 i (%) n(x) =
min(Nf(*)\a(;(n(*)) € Nf(*), clause (d) of By and N? < N, clearly:
N Ni‘i onto itself and so B(x) € Ni‘i \Q. (%) n (%)
onto itself hence B(x) € Nf(*)ﬂa(;yi(*)ﬁn(*)ﬂ\a(;,i(*)’n(*).

(*)5.16  (a) h maps G
(b) hmaps G

Q55 (x),n(*)
Qs i(x),n(*)+1

Also,
(#)5.17 if B(x) < Bsitx)m(x) T w then B(x) < Bsice) n(x) + Ksi(x),n(x),2-

[Why? By ()5.1.]
Now,

(*)5.18 there is B € N2 N (B(x) + 1)\as(n(x))\S such that [3,B3(x) +w) N NY is
disjoint from N]‘? if j € uy but j # i,

[Why? First assume SB(x) ¢ S, let 8 = S(x), so clearly § € Ni‘i by (%)5.14,8 €
(B(x)+1), also B ¢ as(n(*)) as by (*)s.¢ and the fact that 3 ¢ S by its choice. Also
(8, B(x) +w) = [B(x), B(x) + w) € N as N is closed under o — v+ 1 by (x)3.1(b).
If j € u, but j # 4, then NJ‘»S NNY C as(n(x)) < B, hence [3, B(x) + w) ONJ‘»S =0,
so we are done.

Second, assume ((x) € S, hence cf(d) = Ro, and by (¥)3.1(f), {agw)(n) : n <
w} € N . But by By(c)t we have j € u, Aj # in = sup(N? N B(x)) < B(x). As
uy is finite there is 8 € {ag()(n) : n < w} such that (8, 3(x)) N Nf = (; hence
as before also (8, 8(x) +w) N Nf = (), whenever j € u, A j # ix. So (x)5.16 holds
indeed.]

We finish the proof of By by getting a contradiction as follows.

Case 1: B(*) > Bsi(x),n(x) T w-

So by the choice of 3 and the proof of (*)s.3 the type tpys(d, Gg(s)+w, G«) does
not split over Gg, and even over some finite subset of it.

Now by Bi(e) in Gg(x) 4., thereis d' # h(bg, , ., ..,,) realizing

tpbs(h(bﬁﬁ,i(*),n(*),l)7 Gﬁ? Gﬁ(*)+w) S0 h(bﬁé‘i(*),n(*),s) éé Cé(Gﬂ U {d})
However, G |=d ™" h(cg; . oy )d =h(Cs; )0 (0)0)> contradiction.

Case 2: B(*) < Bs,i(x),n(x) T w-

Hence B(*) < Bsi(x)n(x) T Ks,i(x).n(x),2 and 80 {tpys(d), Gg; (. oy +ws Gx) } does
not split over Gg, , . .., U{b&i(*),n(*)ﬁ}z but tp(bs,i(x).n(x).3; ?ﬂa,u*),n(*)+’f6,i<*>,n<*>,3 ,Gx)
does not split over Gg, ., ..., URang(bs i(x) n(x),1) U Rang(bs i(«) n(+).2)-

It follows that tpys(d, G, ;.00 +hs.iceynee.2» Gx) does not split over
Gﬂé,i(*),n(*) Ubs,i(x),n(x),1 and recall h(bﬁé,i(*),n(*),l) < Gﬁd.i(*),n(*)+k5,i(*),n(*),2’ contra-
diction by (x)s.0.

So we have finished proving Hs.
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Stage D:

Be (a) for some stationary S7 C S,(C A\S) for every 8 € S7\a(x) if b € Lj
then h(b) = 0% (b,a) for some a € “>(G3) and group-term o (z, )
(b) moreover h(b) = 0% (b) if b € L.

Why?
(*)6.1 clause (a) of Hg holds even for every 8 € S5 := S, N Ep\a(x).
[Why? By Hs.]

(*)6.2 Without loss of generality if 8 € S3 and b € L}, then h(b) = o4(b)a; for
some ap € Gg.

[Why? This by (%)¢.1 because h maps Gg onto itself, b commutes with G5 whereas
ay € “7(Gp) ]

(*)6.3 (a) br> op(b) is a homomorphism from the set L into L (but we did not
claim L} is a subgroup);
(b) b+ ap induces a homomorphism from the set Lj; into the group Gg,
that is if o(zo,...,Zn-1) is a group term and by,...,b,—1 € Lj and
Gptw = o(by,...,bp—1) = e then Gg = o(apy, ..., ap, ,) =€

[Why? As h is an automorphism of G and as ay, , 0y, (b2) commute for by, by € Lj.|
We try to get rid of the homomorphism from (x)g.3(b) in order to prove Hg(b).
Toward contradiction assume (for the rest of this stage):

(*)6.4 ¥ € S5 C A\S} is a limit ordinal and b, € L? and ap, # e.

Now as v € S, C A\S we can find a sequence f7 = (f7 +m € “p) satistying f is
a function from {n[n : n < w} into G, such that for every f:“>y — G, for some
n € “u we have f C f;ie. asimple black box, see [?, Fact 1.5=L4.5A], it exists
as = pto. Now generally for v € A\S let #,, = {n € “u: for some ¢ € G., of order
2 we have n <w = ¢ f¥(n](2n))c = fr(n1(2n +1))}.

Let K, be the group of permutations of I = “>u x {0,1} with finite support,
ie. {f € Sym(I): (3<Rot € I)(f(t) # t)}. Forn € “>u let h, € K, be such
that h,((n,:)) = (n,1 —¢), for « = 0,1, and is the identity otherwise. Let K, be
the group of permutations of I =“>p x {0,1} generated by K, U {y, : n € “~pu},
where:

(¥)6.5 (a) if n € #, then y, interchanges (n[(2n + 1),¢), (n[(2n + 2),:) for n <
w,t = 0,1 and otherwise is the identity;

(b) if n € “u\#, then y, interchanges (n[(2n),:) and (n[(2n + 1),¢) for
n < w,t=0,1, and is the identity otherwise.

Let

e d be the permutation of I interchanging (<>,0),(<>,1) and being the
identity otherwise.

Now we shall use some of the amount of freedom left, clearly:

(x)e.6 (a) thereis K C Cq_,  (Gp) finite with trivial center such that b, € K;
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(b) there is b which lists the member of K such that dy = b.;
(c) there is d, a finite sequence from K., realizing tp(b, 0, G.);
(d) there is n(x) such that K C G-

(*)6.7 There is an embedding g, of K., into C¢
d() to b*;

(¥)6.8 b ap (for b € g,(K,)) is a homomorphism from g.(K,) into G;
(¥)e.9 let f:“>X\ = Gg be defined by f(n) = ay m,)-

G.,) mapping d to b hence

7+n(*)+1(

By the choice of (f,, : 7 € “~ ) for some n € “pwe haven < w = fY(nln) = f(nn).

Now does nn € #,? First, assume n ¢ #5, then (by the choice of K.,) (g~ () € G,
and) conjugating by g, (yy) for each n, interchanges g (s (2n)); 9 (hnp(2n+1)) Which
means that in K, conjugating by h,, interchanges fJ(n[(2n)), f) (nl(2n + 1)), but
by the choice of #, this means n € #.

Second, assume 7 € #,, by the definition of %, there is ¢ € G, of order 2
such that conjugating by c¢ for each n interchanges g (hy(2n)); 9 (Ayi2n+1)). But
conjugating by g (y,) for n interchange g~ (hyi2n+1))s 9 (Mn2n+2))- So in G, the
subgroup generated by {c, g (yy), g, (hn1)} includes g (hy,) forn =1,2,...; why?
just prove it by induction on n. But {g,(hyn) : n = 1,2,...} C G, is infinite,
contradiction.

Stage E:

B7 there is a finite sequence a, such that for every b € G, we have h(b) €
cl(a, U{(b,G)}.

[Why? For 8 € S§ let dg € Gy realize scg(<>,Gg) in Gg41. So for every a € Gg
of order m as G is existentially closed there is a finite K, C Gg with trivial center
to which a belongs. Hence the element dﬁadgl commute with Gg and belongs to
Gp+1 and moreover to Lj. Hence, by Hg(b), for some k(a) < m we have:

(¥)7.1 h(dgladﬁ) = (dgladﬁ)k(a),
Hence
(¥)7.2 h(a) = h(dgl)h(dgladg)h(dgl) — h(dgl)(dgladg)k(“)h(dﬁ)_

Also, as § ¢ S, there is a finite K3 C Gg such that tp,,((h(dg),dg), Gg, G«; Kif)
does not split over Kg. By (¥)7.2,tpys(h(a), Gg, G+; Kif) does not split over Kg U
{d}, but h(a) € G hence h(a) € (K U{d})q,. By Fodor’s lemma this is enough
for H.

Clearly we are done by 2.23. Os

Question 5.2. 1) In 5.1 we can easily get 2* pairwise non-isomorphic groups G’.
But can they be pairwise far? (i.e. no G € K, can be embedded in two of them)?
2) Even more basically can we demand G, has no uncountable Abelian subgroup
(when G does not)? Or at least no Abelian group of cardinality A?

3) Can we prove 5.1 for every A > Rg? or at least A > 3,7
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Discussion 5.3. 1) Concerning 5.2(1), the problem with our approach is using
p € Se(G), so as A is regular we will get subgroups generated by indiscernible
sequences, but let us elaborate. Assume G. € K),G, = U{G, : a < A},G,
increases with « and |G| < A. Further, assume 5 € Q[K] and a € )G, and
S ={a < X:aC G, and the type ¢s(a, Gy ) is realized in G} is unbounded in A
and thus it is an end segment. Let ¢, € *(*)G, realize ¢s(a, Go) and so for some
club E of \,a € SNE = ¢4 € Guin(E\(at1)- NOW € = (Cq : @ € SN E) satisfies:
if h is a partial increasing finite function from S N E to S N E, then it induces a
partial automorphism of G : €4 > Cp(). This is a case of indiscernible sequences.
Hence the isomorphism type of cl(U{¢, : @« € SN E},G,) depends only on s (and
tPps (@, 0, G). Hence the number of pairwise far such G.’s is < |G| + No.

2) Concerning 5.2(2), the problem with our approach is that we use § = s,y and
more generally s € Q[K] such that if ¢5(a, G) = tp,4(¢, G, H) then some ¢ € H\G
commute with every (or simply many) members of G. Hence in the construction
above, G, has Abelian subgroups of cardinality .

3) What about considering the class of (G, Fy)nen, Fr € aut(G),G € K¢, h — F},
a homomorphism? We intend to deal with it in [?].

Discussion 5.4. 1) Naturally the construction in the proof of 5.1 is not unique,
the class has many complicated models. In the construction in the proof of 5.1 we
choose one where we realize many definable types.

2) We may like in 5 of Stage C in the proof of 5.1 to consider ¢ € Gy, not
necessarily from Gg4.; (so later the role of ¢ in translating knowledge on h|Gg4,
to knowledge on Gg + use of Fodor is not necessary). Presently the way we combine
(bs,i(e),n,3 1 < w, £ < L(x)) to one n-type in Sps(Gs) works using 2.19.

Concerning the existence of complete groups in KIAf extending any G € Kl)f there
are some restrictions.

Claim 5.5. Assume XA > cf(\) = Ng, y = ANo.

1) IfG e Kl)f is full, then its outer automorphism group has cardinality > x.

2) G has > x outer automorphisms when G € Kl/\f and for some sequence a = {ay :
a < A) listing the elements of G, letting G, = cl({ag : 8 < a}, G) we have:

(a) for every a < X for X ordinals B < X, ag commutes with G,
(b) for every a € G\{eg} some element b € G,a does not commute with b.

3) Like (2) but G, has center of cardinality < \.
4) Instead of (a),(b) we can use:

(@) for every o < A we have A = [{a/Cent(G) : a € G commute with G }|.

Proof. 1) We reduce it to part (2). Let a = (a, : o < A) witness fullness (so
A > 2%0). Now using the schemes § = s,p,(2), the pair (G, a) satisfies clause (a) of
part (2). Using, e.g. the scheme s = s, and the claim on non-commuting, 2.21,
also clause (b) there holds.

2) Let A = 3" A\, Ay < Aua1. For each n, by clause (a) we have |SL| = A where

S! = {a: ay commute with c¢/({ag : B < A\, },G})}. Hence for some k,, > n we
have S2 = {a < Ag, : @ € S} has cardinality > \,,.
Replacing (A, : n < w) by a subsequence without loss of generality A kan, =

n
2n + 1. Let {ay,; 1 i < A,) be a sequence of pairwise distinct members of S35, \Aay,.
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Now for each n € [] Ag¢ let b, = ayyanq)---aym-1) € G and so h, = 0O, ,
I<n
conjugation by by, is an inner automorphism of H. Also v<an € [] Aoe = Oy, , Op,
I<n
agree on {ag : B < Aagg()}-
Hence if n € [[ A2y then (h,;, 1 n < w) converge, ie. for every a € G, the

sequence (A, (a) : n < w) is eventually constant and called the eventual value
hy(a).
So hy, is an automorphism of G (for each ) € [] Aan). Now if 11,12 € [] Aon, mi (k) #

n2(k),m [k = na2lk and for some a < Mgk, a, does not commute with am(k)a;zl(k)
then h,, # hy,. Hence we can easily find 2% pairwise distinct h,’s. So if A < 2%o
we are done; otherwise, let p = min{y : pN0 > X equivalently o = Ao}, so
2% << Xand a < p= |aff < pu.
Choose i = (i, : n < w) such that > pn, = p, n < fn41; moreover each p,
n

regular and a < i, = |a¥0 < p,,. Now for n < k let E,, = {(,5) : i,j < pn and
the conjugation U, ,0a,  agree on {ag : B < Aax}}, an equivalence relation.

By clause (b) in the assumption, (N E,k is the equality on w,, hence for some
k>n
k(n) > n, un/Ey i has p, equivalence class. The rest should be clear.

3),4) Similarly. Us.5
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§ 6. OTHER CLASSES
Note that
Theorem 6.1. The results of §1 holds for any universal class K - see [?].

However, we cannot in general prove the existence of dense & C Q[K], in fact,
possibly Q[K] = §). We refer the reader to §0 before 0.13, and to 0.17, 2.1. We may
expand an If group by choosing representations for left cosets bK, for K a finite
subgroup of G,b € G. Then the density of Q[K] is easy.

Definition 6.2. 1) Let K¢ be the class of structures M such that M is an expan-
sion of an If group G = Gys by F,, = FM for n > 1 such that:

(a) FM is a partial (n + 1)-place function from G to G

(b) if (ag,-..,a,) € Dom(FM) then (ag,...,a,_1) list without repetitions the
elements of a subgroup of G; and a,, € Gy, of course;

(¢) if FM(ag,...,a,) = b then b € {aa,: £ < n};

(d) if K is a finite subgroup of G with n elements and for some (ag, ..., an—1)
listing its elements with no repetitions and b we have (ag,...,a,-1,b) €
Dom(FM), then for every (aj,...,al,_;) listing the members of K and
b € bK C Gy we have (af,...,a,_;,b') € Dom(FM) and K = bK =
FT]LM((IQ, ey Qn—1, b/) = FT]L\/[(G(), ey Qp—1, b),

(e) if Ky, K> are as in clause (d) then also K7 N K3 is;

(f) if A C Gy is finite then there is a minimal K as in clause (d) which contains
A and if A is empty then K = {eg,, }.

Definition 6.3. Let Kr be the class of structures M such that: M expands a If
group G by PM for n < w and FM for n < w (actually definable from the rest)
such that:

(a) PM is an (n + 3)-place relation;

(b) if @ = (ag,...,ant2) € PM then {ag,...,a, 1} list with no repetitions the
elements of a finite subgroup of Gay;

(¢) if{ag,...,an—1} ={ag,...,a,_,} are as above and moreover b,b' € M and
{bag,...,ban_1} = {Vay,...,ba,_,}then M = “P,(ag,...,an-1,b,¢,d) =
P,(ab,...,al,_1,b,¢,d)” for every ¢,d € M,

(d) if (ag,...,an—1) list the members of a finite subgroup K of G with no
repetitions and b € G then {(c,d) : (ag,...,an—1,b,¢c,d) € PM} is a linear
order on the right coset bK, which we denote by <1‘K/{ bs

(e) if the sequence (ag, .. .,a,—1) is as above and b € G then FM (ag, ..., a,_1,b)
is the first element by the order there in {bay,...,ban_1}.

Definition 6.4. 1) For M € K let fsb(M) be the set of finite subgroups K of

G such that for some ag, ..., a,—1 listing with no repetitions the elements of K
and for some b € Gy we have (ag,...,a,_1,b) € Dom(FM), ie. they are as in
clause (d) of Definition 6.2.

2) In this case we may write F¥ (b) = FM (ag, ... ,an_1,b).

3) For M,N € Ky let M <gf N or M C N mean that Gy € Gy and F,lej =
FNTM hence K € stb(N)AK C M = K € fsh(M). We define similarly <pifs Zolf s
see Definition 6.3, 0.15. We may write M <k N for the appropriate K, etc.

See https://shelah.logic.at/papers/312/ for possible updates.
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4) “M € K is (existentially closed)” is defined as in 0.13(2).
5) Let clf-group mean a member of K and similarly an olf-group.
6) Similarly for “olf-groups” and “plf-groups”.

Convention 6.5. 1) Let K denote one of the classes defined above, but let it be
K¢ if not said otherwise.

Definition/Claim 6.6. 1) For M € K¢ let M be the unique N € K¢ such
that: Gy = Gy and fsb(N) = {K : K C G is finite} and F}(b) is the <p-first
member of bK C G (well defined as bK is finite non-empty).

1A) For M € K¢ we define M Pl and for M € Kt we define M [€If] parallely.

2) For M € Kqgr and A C M, there is N C M from K¢ with universe A iff for
every finite A C B there is K € fsb(M) such that A C K C B.

2A) So if M € K¢¢ and K € fsb(M) then MK € K¢ and is finite.

3) For A C M € K let ¢/(A, M) be the minimal N C M such that A C
equivalently U{K : K € fsb(M) and there is no L € fsb(M) such that AN K
L C K}.

4) For AC M € K let cly (A, M) be the closure of A under the group operations.
5) We call M € K¢ full when fsb(M) is the set of finite K C G ;.

Claim 6.7. 1) The objects in 6.6 are well defined (in the right class).
2) If M € Koyt or M € Ky then M) € K¢ is full.

3) 6(Koif) is dense.

4) 6(Kg) is dense.

N,
-

Proof. 1) Straightforward, e.g. in part (3) for Ks the closure is well defined because
fsb(M) is closed under intersections.

2) Easy, too.

3),4) As in §2. Us.7

Remark 6.8. Call M € K invariant when for every finite K C G there is a
function FM : G — G such that F¥(g) € gK and is equal to FM(ag,...,an-1)

when aq, ..., a,_1 list the members of K with no repetitions. Restricting ourselves
to such M seems to cause problems in amalgamations, whereas for K¢ this is not
S0.

Definition 6.9. For M € K and n < w let S3;(M) be the set of good n-types
p(Z) € S7, (M) which means: p = tp(a, M, N) where M C N ¢ K and @ € "N and
clgr(@+ M,N)=cl(a+ M,N).

Claim 6.10. The classes K = Kea, Kpir, Koir have dense closed & C Q[K].
Proof. Straightforward. Us.10

Definition 6.11. 1) Let K be the class of locally finite semi-groups, i.e. G, it
has only one operation, binary which is associative.

2) Let K5 be defined similarly with an individual constant e such that G = geg =
g =eqg for every g € G € K.
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