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INTRODUCTION

BAsic DEFINITIONS We introduce a general method of building

forcing notions with use of norms on possibilities and we specify the two cases we

are interested in.

1.0 Prologue

1.1 Weak creatures and related forcing notions [We define weak crea-
tures, weak creating pairs and forcing notions determined by them.]

1.2 Creatures [We introduce the first specific case of the general schema:
creating pairs and forcing notions of the type Qz(nor) (K, Y)]

1.3 Tree creatures and tree—like forcing notions [The second case of the
general method: forcing notions QU¢(K,Y) in which conditions are trees
with norms; tree creatures and tree—creating pairs.|

1.4 Non proper examples [We show several examples justifying our work
in the next section: the method may result in forcing notions collapsing
Ny, so special care is needed to ensure properness.]

CHAPTER 2:

PROPERNESS AND THE READING OF NAMES We define properties

of weak creating pairs which guarantee that the forcing notions determined by
them are proper. Typically we get a stronger property than properness: names for
ordinals can be read continuously.

2.1 Forcing notions Q} _(K,Y), Qf (K,X) [We show that the respective
forcing notions are proper if (K, Y) is finitary and either growing or cap-
tures singletons. |

2.2 Forcing notion Q}(K, Y): bigness and halving [We introduce an
important property of creatures: bigness. We note that it is useful for
deciding “bounded” names without changing the finite part of a condition
in forcing notions discussed in 2.1. Next we get properness of Q;}(K , )
when the creating pair (K, ) is big and has the Halving Property.]

2.3 Tree—creating (K,Y) [We show that properness is natural for forcing
notions QU°°(K,Y) determined by tree-creating pairs (with our norm
conditions). With more assumptions on (K, ) we can decide names on

fronts.]

2.4 Examples [We recall some old examples of forcing notions with norms
putting them in our setting and we build more of them.]

CHAPTER 3:

MORE PROPERTIES We formulate conditions on weak creating

pairs which imply that the corresponding forcing notions: do not add unbounded
reals, preserve non-null sets or preserve non-meager sets.

v
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3.1 Old reals are dominating [From the results of section 2 we conclude
that various forcing notions are w*’~bounding.]

3.2 Preserving non-meager sets [We deal with preservation of being a non-
meager set. We show that if a tree—creating pair (K, ) is T-omittory then
the forcing notion Qi"°(K,Y) preserves non-meager sets. We formulate
a weaker property (being of the NMP-type) which in the finitary case
implies that forcing notions Qf***(K, %), Q}(K,X) preserve non-meager
sets. We get a similar conclusion for Q}, . (K, %) when (K, X) is a finitary
creating pair which captures singletons.]

3.3 Preserving non-null sets [We formulate a property of tree—creating
pairs which implies that the forcing notion Q%°¢(K, X)) preserves non-null

sets.]

3.4 (No) Sacks Property [An easy condition ensuring “no Sacks property”
for forcing notions of our type.]

3.5 Examples [We build a tree—creating pair (K,X) such that the forcing
notion Q°¢(K,¥) is proper, w*-bounding, preserves the outer measure,
preserves non-meager sets but does not have the Sacks property.|

CHAPTER 4:

OMITTORY WITH HALVING We explain how omittory creating

pairs with the weak Halving Property produce almost w“-bounding forcing no-

tions.

4.1 What omittory may easily do [We show why natural examples of
forcing notions Q. (K,X) (for an omittory creating pair (K,X)) add a
Cohen real and make ground model reals meager.|

4.2 More operations on weak creatures [Just what the title says: we
present more ways to put weak creatures together.]

4.3 0O1d reals are unbounded [We say when a creating pair (K, X) is of the
AB-type and we show that this property may be concluded from easier—
to—check properties. We show that Q. (K,Y) is almost w*-bounding if
(K, Y) is growing condensed and of the AB-type. For omittory creating
pairs we do not have to assume “condensed” but then we require a stronger
variant of the AB, AB™ ]

4.4 Examples [We generalize the forcing notions from [Sh 207], [RoSh 501]
building examples for properties investigated before.]

CHAPTER 5:

AROUND NOT ADDING COHEN REALS We try to ensure that the

forcing notions built according to our schema do not add Cohen reals even if it-
erated. We generalize “(f, g)-bounding” and further we arrive to a more general
iterable condition implying “no Cohen reals”.

5.1 (f,g)~bounding [We present easy ways to make sure that our method
results in (f, g)-bounding forcing notions.]

5.2 (t, F)-bounding [We introduce a natural (in our context) generalization
of (f,g)-bounding property. For the sake of completeness we show that
the new property is preserved in CS iterations.]

5.3 Quasi—generic I' and preserving them [We formulate a reasonably
weak but still iterable condition for not adding Cohen reals. We define
t-systems, we say when I is quasi-W-generic and when a forcing notion is
I'-genericity preserving. These notions will be crucial in the next section

t00.]
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Examples [We construct a sequence (W, : h € Fy, k, £) such that W[,
are t-systems and various forcing notions (including the random alge-
bra) are (I, Welfh)fgenericity preserving (for quasi-generic I'). We build a
forcing notion Q% . (K, ) which is proper, w*’-bounding, (f, g)-bounding,
makes ground model reals null and we use the technology of “I'-genericity”
to conclude that its CS iterations with Miller’s forcing, Laver’s forcing and
random algebra do not add Cohen reals.]

CHAPTER 6: PLAYING WITH ULTRAFILTERS Our aim here is to build a model
in which there is a p-point generated by N; elements which is not a g-point and

m; = NQ.

6.1

6.2

6.3

6.4

Generating an ultrafilter [We say when and how quasi-W-generic T’

determines an ultrafilter on w.]

Between Ramsey and p-points [We define semi-Ramsey and almost—

Ramsey ultrafilters and we have a short look at them.]

Preserving ultrafilters [We give conditions on a tree—creating pair (K, %)

which imply that the forcing notion Qi¢(K,X) preserves “D is an ultra-

filter” for D which is Ramsey, almost Ramsey. We say when the filter

generated by D in the extension is almost Ramsey.]

Examples [We construct t—systems W} such that if a quasi—WiV -generic

T" generates a semi—Ramsey ultrafilter then it generates an almost—Ramsey

ultrafilter, and we build a suitable quasi-generic I'. For a function ¢ € w%

we give a tree—creating pair (K, Y) such that the forcing notion Q¢ (K, 3)

preserves “D is an almost—Ramsey ultrafilter” and it adds a function W

(with W(m) € [¢(m)]™ T 1) such that for each partial function h €
[1  «(m) infinitely often h(m) € W (m). Next we apply it to get an

me&dom(h)

answer to Matet’s problem.

CHAPTER 7: FRIENDS AND RELATIVES OF PP We deal with Balcerzak—Plewik
number and various properties resembling PP—property.

7.1

7.2

7.3

7.4

7.5

Balcerzak—Plewik number [We recall the definition of kgp and we show
that it is bounded by the dominating number of the relation determined
by the strong PP—property.]

An iterable friend of strong PP—property [We introduce a property
slightly stronger than the strong PP—property but which can be easily
handled in CS iterations. We show that this property is natural for forc-
ings Qf°(K,Y), Q% (K,Y) (in finitary cases).|

Bounded relatives of PP [We define various PP-like properties for
localizing functions below a given function. We say how one gets them for
our forcing notions and how we may handle them in iterations.]

Weakly non-reducible p-filters in iterations [We show that a prop-
erty of filters, crucial for getting PP-like properties for our forcing notions,
is easy to preserve in CS iterations.]

Examples [For a perfect set P C 2% we build a creating pair (K,X)
such that the forcing notion Q} (K,Y) is proper, w*-bounding and adds
a perfect subset @ of P whith property that (VK € [w]¥)(QIK # 2K).
We use this forcing notion to get consistency of 0 < xkgp. We show how
forcing notions from other parts of the paper may be used to distinguish

See https://shelah.logic.at/papers/470/ for possible updates.
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PP-like properties (and the corresponding cardinal invariants). We build
an example of a forcing notion which is w*’~bounding and preserves non-
meager sets but which does not have the strong PP-property.]
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CHAPTER 0

Introduction

Set Theory! began with Georg Cantor’s work when he was studying some spe-
cial sets of reals in connection with the theory of trigonometric series. This study
led Cantor to the following fundamental question: does there exist a bijection be-
tween the natural numbers and the set of real numbers? He answered this question
negatively by showing that there is no such function. Cantor’s work did not stop
here and with his sharp intuition he discovered new concepts like the aleph’s scale:

0,1,...,R0, N1, ..., Ny, Ry, - ..

Thus Cantor’s theorem says that Xy < 28¢ and Cantor’s question was: is 280 equal
to N17

A real advance on Cantor’s question was given by Kurt Gédel when he showed
that it is (relatively) consistent that 2% = R;. In 1963 Paul Cohen showed that if
the ZF—axioms for Set Theory are consistent then there is a model for Set Theory
where the continuum is bigger than R;. Cohen’s work is the end of classical set
theory and is beginning of a new era.

When the cardinality of the continuum is N; (i.e. CH holds) most of the com-
binatorial problems are solved. When the continuum is at least N3 then most of
the known technology fails and we meet very strong limitations and barriers.

When the continuum is N there are many independence results; moreover there
are reasonably well developed techniques for getting them by sewing the countable
support iterations of proper forcing notions together with theorems on preservation
of various properties.

The aim of this paper is to present some tools applicable in the last case.
We present here a technique of constructing of (proper) forcing notions that was
introduced by Shelah for solving problems related to cardinal invariants like the un-
bounded number or the splitting number as well as questions of existence of special
kinds of P-points (see Blass Shelah [BsSh 242] and Shelah [Sh 207], [Sh 326]).
That method was successfully applied in Fremlin Shelah [FrSh 406], Rostanowski
Shelah [RoSh 501], Ciesielski Shelah [CiSh 653] and other papers. The first at-
tempt to present a systematic study of the technique was done in the late eighties
when the second author started work on preparation of a new edition of [Sh:b).
For a long time the new book, [Sh:f], was supposed to contain 19 chapters. The
last chapter, Norms on possibilities, contained a series of general definitions and
statements of some basic results. However, there was no new application (or: a
good question to solve) and the author of the book decided to put this chapter

1A large part of the beginning of this introduction is based on notes of Haim Judah. I really
think that they fit to the present paper, though Saharon Shelah is not convinced — Andrzej
Rostanowski.
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aside. Several years later, when the first author started his cooperation with She-
lah some new applications of Norms on possibilities appeared. But the real shape
was given to the work due to questions of Tomek Bartoszynski and Pierre Matet.
The answers were very stimulating for the development of the general method.

This paper is meant as the first one in a series of works presenting applicability
of the method of norms on possibilities. In [RoSh 670] we will present more
applications of this technique — for example we develop the ideas of Ciesielski Shelah
[CiSh 653] to build models without magic sets and their relatives. Though one
can get an impression here that our method results in non-ccc forcing notions, we
managed to generalize it slightly and get a tool for constructing ccc forcing notions.
That was successfully applied in [RoSh 628] to answer a problem of Kunen by
constructing a ccc Borel ideal on 2% which is translation—invariant index—invariant
and is distinct from the null ideal, the meager ideal and their intersection. It
should be pointed out here, that already in Judah Rostanowski Shelah [JRSh 373]
an example of a ccc forcing notion built with the use of norms on possibilities
was given (the forcing notion there can be presented as some Qi"¢(K,Y) in the
terminology here). Investigations of ccc forcing notions constructed according to our
schema are continued in [RoSh 672]. There are serious hopes that the technique
presented here might be used to deal with problems of large continuum due to
special products. This would continue Goldstern Shelah [GoSh 448]. Another
direction is study of o-ideals related to forcing notions built according to the schema.

Let us note that most of the forcing notions constructed here fall into the
category of snep—forcing notions of [Sh 630]. Consequently, the general machinery
of definable forcing notions is applicable here. We may use it to improve some of
our results, and also to get more tools for handling iterations (see [Sh 630] and
[Sh 669] for more details).

We want to emphasize that though the aim of the paper is strongly related
to independence proofs it should have some value for those firmly committed to
unembellished ZFC, too. This is nicely expressed by the following:

THESIS 0.0.1. We cannot discover the (candidates for) Theorems of ZFC with-
out having good forcing techniques to show they are hard nuts.

0.1. The content of the paper

Most of the results of the paper originated in answering a particular question
by constructing an example of a forcing notion. However, the general idea of the
paper is to extract those properties of the example which are responsible for the
fact that it works, with the hope that it may help in further applications of the
method. That led us to separation of “the general theory” from its applications, and
caused us to introduce a large number of definitions specifying various properties
of weak creating pairs. Each chapter ends with a section presenting examples and
applications of the tools developed in previous sections. Moreover, at the end of
the paper we present the list of all definitions which appeared in it. This is not a
real index, but should be helpful. The first chapter introduces basic definitions and
the general scheme. In the next chapter we deal with the fundamental question of
when our forcing notions are proper. The first two chapters are a basis for the rest
of the paper. After reading them one can jump to any of the following chapters.
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In the third chapter we show how we may control some basic properties of
forcing notions built according to our scheme. The properties we deal with here
are related to measure and category and they lead us to example 3.5.1 of a proper
forcing notion which is w*-bounding, preserves non-meager sets and the outer
measure, but does not have the Sacks Property. This answers Bartoszynski’s request
[Ba94, Problem 5].

The fourth part continues [RoSh 501], dealing with localizations of subsets of
w. Though the example constructed here is a minor modification of the one built
there, it is presented according to our general setting. We show explicitly how the
weak Halving Property works in this type of examples.

A serious problem in getting models of ZFC with given properties of measure
and category is that of not adding Cohen reals. What is disturbing here is that we
do not have any good (meaning: sufficiently weak but iterable) conditions for this.
In the fifth chapter we show how one can ensure that our general scheme results in
forcing notions not adding Cohen reals. A new iterable condition for this appears
here and quite general tools are developed (see 5.3.6, 5.4.2). Finally, in 5.4.3, 5.4.4,
we fully answer another request of Bartoszynski formulated in [Ba94, Problem 4].
We build a proper w*’-bounding forcing notion which preserves non-meager sets,
makes ground model reals null, is (f, g)-bounding and such that countable support
iterations of this forcing with Laver forcing, Miller forcing and random real forcing
do not add Cohen reals.

The next chapter leads to answering a question of Matet and Pawlikowski.
In 6.4.6 we show that it is consistent that there exists a p-point generated by Ny
elements which is not a ¢-point and that for every @ € w% and a family F of N;
partial infinite functions h : dom(h) — w such that h(n) < ¢(n) for n € dom(h) C
w there is W € T[] [¢(n))* 1 with (vh € F)(3®n € dom(h))(h(n) € W(n)).

new
Several general results on preserving special properties of ultrafilters are presented

on the way to this solution.

A starting point for chapter 7 was a problem of Balcerzak and Plewik. We
show that the Balcerzak—Plewik number xkpp (see 7.1.1) is bounded by a cardinal
invariant related to the strong PP—property (in 7.1.3). Next we show the consistency
of both “0 < kpp” (in 7.5.2) and “kpp < ¢” (in 7.5.3). We treat our solution as
a good opportunity to look at various properties of forcing notions related to the
PP-property (and corresponding cardinal invariants).

0.2. Notation

Most of our notation is standard and compatible with that of classical textbooks
on Set Theory (like Bartoszynski Judah [BaJu95] or Jech [J]). However in forcing
we keep the convention that a stronger condition is the larger one.

NOTATION 0.2.1. (1) R=Y stands for the set of non-negative reals. The
integer part of a real r € RZ is denoted by [r].

(2) For two sequences 7, we write v <1 77 whenever v is a proper initial
segment of 7, and v < n when either v << n or v = 1. The length of a
sequence 7 is denoted by £g(n).

(3) A tree is a family of finite sequences closed under initial segments. (In
1.3.1 we will define more general objects.) For a tree T the family of all
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w-branches through 7" is denoted by [T]. We may use the notation lim(7")
for this object too (see 1.3.1, note that a tree is a quasi tree).
(4) The quantifiers (V*°n) and (3°°n) are abbreviations for

(Imew)(Vn>m) and (Vm € w)(In>m),

respectively.

(5) For a function h : X — X and an integer k we define h(¥) as the k-
iteration of h: h(t) = h, h:*T1) = h o Bk,

(6) Foraset X, [X]S% [X]<% and P(X) will stand for families of countable,
finite and all, respectively, subsets of the set X. The family of k-element
subsets of X will be denoted by [X ]k The set of all finite sequences with
values in X is called X <% (so domains of elements of X <% are integers).
The collection of all finite partial functions from w to X is X<,

(7) The Cantor space 2% and the Baire space w* are the spaces of all functions
from w to 2, w, respectively, equipped with natural (Polish) topology.

(8) For a forcing notion P, I'p stands for the canonical P-name for the generic
filter in P. With this one exception, all P-names for objects in the exten-
sion via P will be denoted with a dot above (e.g. 7, X)

(9) ¢ stands for the cardinality of the continuum. The dominating number
(the minimal size of a dominating family in w* in the ordering of eventual
dominance) is denoted by d and the unbounded number (the minimal size
of an unbounded family in that order) is called b. M, A stand for the
o—ideals of meager and null sets on the real line, respectively.

GENERAL DEFINITIONS 0.2.2. (1) For an ideal J of subsets of a space X
we define its cardinal characteristics (called additivity, covering number,
uniformity and cofinality, respectively):

e add(J) =min{|A4]: AC T & UA ¢ T},

e cov(J) =min{|A4]: ACT & JA =X},

e non(J)=min{]Y|: Y CX &Y ¢ T},

o cof (J) =min{|A]: AC T & (VA€ J)(3B € A)(AC B)}.

(2) Assume that X,Y are Polish spaces and R C X x Y is a Borel relation.
Suppose that V. C V’ are models of ZFC and that all parameters we
need are in V. We say that the extension (V,V’) has the R-localization
property if

Vze XNV)EByeYNV)((z,y) €R).
Ifze XNV yeYNVand (z,y) € R then we say that y R-localizes x.
We say that a forcing notion P has the R—localization property if every
generic extension of V via P has this property.

(3) For a relation R C X xY we define two cardinal numbers (the unbounded
and the dominating number for R):

b(R) = min{|B| : (Vy € Y)(3z € B)((z,y) ¢ R)}
(R) =min{|D|: (Vz € X)(Jy € D)((x,y) € R)}.

See https://shelah.logic.at/papers/470/ for possible updates.
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CHAPTER 1

Basic definitions

In this chapter we introduce our heroes: forcing notions built of weak creatures.
The Prologue is intended to give the reader some intuitions needed to get through
a long list of definitions. A general scheme is presented in the second part, where
we define weak creatures, sub—composition operations, weak creating pairs (K, >)
and corresponding forcing notions Qc(nor)(K ,2). However, in practice (at least
in this paper) we will be interested in two special cases of the scheme. The first
main family of weak creating pairs (and related forcing notions) are creating pairs
determined by composition operations on creatures. The second family consists of
tree—creating pairs coming from tree compositions on tree—creatures. These two
options are introduced in the following two parts of the chapter. It should be
underlined here that the rest of the paper will deal with these two (essentially
disjoint and parallel) cases of the general scheme. In the last section we give some
justifications for our work in the next chapter, showing that without extra care our
schema may result in forcing notions collapsing N;.

Note: Our terminology (weak creatures, creatures, tree—creatures etc) might be
slightly confusing, but it was developed during a long period of time (see introduc-
tion) and large parts of it are established in literature already.

Basic Notation: In this paper H will stand for a function with domain w such
that (Vm € w)(|H(m)| > 2). We usually assume that 0 € H(m) (for all m €
w); if it is not the case then we fix an element of H(m) and we use it whenever
appropriate notions refer to 0. Moreover we fix “a sufficiently large” uncountable
regular cardinal x and we assume that at least H € H(x) (the family of sets of
cardinality hereditarily less than x) or, what is more natural, even H € H(Ny).

1.0. Prologue

If one looks at forcing notions appearing naturally in the Set Theory of Reals
(i.e. the forcing notions adding a real with certain properties and preserving various
properties of the ground model reals) then one realizes that they often have a com-
mon pattern. A condition in such a forcing notion determines an initial segment of
the real we want to add and it puts some restrictions on possible further extensions
of the initial segment. When we pass to a stronger condition we extend the deter-
mined part of the generic real and we put more restrictions on possible extensions.
But we usually demand that the amount of freedom which is left by the restrictions
still goes to infinity in a sense. The basic part of the definition of such a forcing
notion is to describe the way a condition puts a restriction on possible initial seg-
ments of the generic real. Typically the restriction can be described locally by use
of “atoms” or “black boxes”, in our terminology called weak creatures. So a weak
creature ¢ has a domain (contained in finite sequences) and for each sequence w

5
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from the domain it gives a family of extensions of w (this is described by a relation
val[t]: if (u,v) € val[t] then v is an allowed extension of w). Moreover, such a ¢
has a norm nor[t] which measures the amount of freedom it leaves. Further, we
are told what we are allowed to do with weak creatures: typically we may shrink
them, glue together or just forget about them (i.e. omit them). The results of
permitted operations on a family S of weak creatures are elements of X(S) in our
notation (where X is a sub-composition operation on the considered family K of
weak creatures), see 1.1.4. Now a condition in our forcing notion can be viewed as
(w,S), where w is a finite sequence (the determined part of the generic real) and
S is a countable family of weak creatures satisfying some demands on its structure
and requirements on nort] for t € S. When we want to build a stronger condition
then we take t € S such that w is in the domain of ¢ and we pick up one of the
possible extensions of w allowed by ¢. We may repeat this procedure finitely many
times and we get a sequence w* extending w. Next we choose a family S$* of weak
creatures such that each s € §* is obtained by permitted procedures from some
S; C S (ie. s € (Ss)). The pair (w*,8*) is an extension of (w,S) provided &*
satisfies the structure demands and norm requirements.

However, this general schema breaks to two cases, which, though very similar,
are of different flavors. In the first case we demand that the family S in a con-
dition (w,S) has a linear structure. Then we usually represent the condition as
(w, to, t1,ta,...), where for some sequence 0 < mg <mj <mg < ... <w

w is a sequence of length mg and for each i < w:
t; is a weak creature saying in which way sequences of length m;
may be extended to sequences of length m; .

So it is natural in this context to consider only weak creatures ¢ such that for
some integers my, < mi, (dn stands for “down”), the domain of ¢ is contained
in sequences of length m! and every extension of a sequence from the domain
allowed by t is of length m}, . In other words we require that if (u,v) € valft] then
Lg(u) = mb, and Lg(v) = m},. In applications the domain of the relation valt]
consist of all legal sequences of length m}j . Let us describe a simple example of
this kind. Consider the Silver forcing Q “below 2™”: a condition in Q is a function

p : dom(p) — w such that
dom(p) Cw & |w\dom(p)|=w & (¥Vn € dom(p))(p(n)<2™).

Let us look at this forcing in a different way.
Let K consist of all triples ¢t = (nor|t], val[t], dis[t]) such that
e dis[t] = (m!, k') where m' < w and k € {x} U2
e norft] = m! if k' = * and nor[t] = 0 otherwise,
o vallt] = {(u,v) € J] 2°x J] 2':u<v & (Kt #x* = v(mt)=kh}.
i<m? i<mt
For S C K we let £(S) =0 if |S] # 1 and
if t € K, k' # x then X({t}) = {t},
if t € K, k* = x then X({t}) consists of all s € K with m* = m!.
Now, a condition p in Q may be represented as a sequence (w?,tf,¢},...), where
(a) each t¥ is from K,
(b) w” is a finite sequence of length m® such that w?(n) < 2" for n < m',
(¢) mt’ = mt 41,
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(d) lim sup nor[t!] = co.
1w
The order < of Q is defined by (w?,tf,th,t5,...) < (w?,td,t{,t,...) if and only if
for some N < w:
wP < w?, Lg(w?) = Lg(wP) + N,
(wilg(wP) + i, w|(wP) + i + 1) € val[t?] for each i < N, and
t1 € B(thy, ;) for every j < w.
The pair (K,X) is an example of a creating pair and the forcing notion Q (repre-
sented as above) is Qf (K, %) (see 1.2.2 and 1.2.4).
On the other pole of possible weak creatures we have those which provide
possible extensions for only one sequence 7 (i.e. those ¢ for which |dom(val[t])| = 1).
Weak creatures of this type are called tree—creatures and they say to us simply:

I know what the restrictions on extensions of a single sequence 1)
are, and I do not look at other sequences at all.

Tree—creatures are fundamental for building forcing notions in which conditions are
trees of a special kind. In these forcing notions a condition p = (w,S) is such that
w is a root (stem) of a tree TP and each ¢t € S is a part of the tree T?; usually such
a t describes how one passes from an element 7 € T? to its extensions in T? (not
necessarily immediate successors). It is natural to put some requirements on sub—
composition operations ¥ when the weak creatures we consider are tree—creatures,
and this leads to the definition of tree composition and tree—creating pair, see 1.3.3.
Moreover, it turns out to be very practical to consider special demands on the
norms nor|t] to take an advantage of the tree—form of a condition, see 1.3.5. (Note
that in further definitions we do not require that TP is a tree but we demand that
it is a quasi tree only. This will simplify the notation a little bit.) Let us illustrate
this by a suitable representation of the Laver forcing L. Recall that a condition in
L is a tree T C w<% such that if n € T, root(T) < 7 then |sucer(n)] = w.
Let K consist of all triples ¢ = (nor[t], val[t], dis[t]) such that

e dis[t] = (1%, At), where A? € [w]¥ and 7' € WY,

e norlt] = lg(n?),

o vallt] = {(n',v) : 0" Qv & Lg(v) = Lg(n') + 1 & v(lg(n')) € A'}.
For t € K we let ({t}) = {s € K : n®* = n* & A* C A'} and for S C K
with |S| # 1 we declare ¥(S) = §. Now, a condition p in L can be represented
as (P, (t? : v € TP)), where TP C w=¥ is a tree such that root(TP?) = n? and
for each v € TP, root(T?) < v we have succr»(v) = {p : (v,p) € val[tE]} (so
S is {t : v € TP} here). Moreover, we demand that for each infinite branch
n through 77 the norms nor[tf;“] go to infinity. The order < of L is given by
(P, (2 v e TP)) < (n?,(t? : v € T9)) if and only if n? € TP and

(Vv e T (v e TP & t1 € 3(t)).
The pair (K,Y) defined above is a tree creating pair and the forcing notion L is
Qiee(K, X0).

1.1. Weak creatures and related forcing notions
DEFINITION 1.1.1. (1) A triple t = (nor, val,dis) is a weak creature for
H if:
(a) nor € R=Y,
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(b) val is a non-empty subset of

fewe U (J] HG = [[ 5Oz <yh
mo<mi<w 1<mg <mq
(c) dis € H(x).
The family of all weak creatures for H is denoted by WCR[H].
(2) In the above definition we write nor = nor[t], val = val[t] and dis =
dis][t].
[val is for value, nor is for norm, dis is for distinguish.]

REMARK 1.1.2. The dis[t] in a weak creature ¢ plays the role of an additional
parameter which allows as to have distinct creatures with the same values of val
and nor. This may be sometimes important in defining sub-composition operations
on K (see 1.1.4 below): we will be able to have distinct values of X(tg), X(t1)
though val[tg] = val[t] and nor[tg] = nor[t;]. One may think that this additional
parameter describes the way the weak creature ¢ was constructed (while val[t],
nor(t] give the final effect of the construction). We may sometimes “forget” to
mention dis[t] explicitly — in most of the results and applications dis[t] might be
arbitrary. In the examples we construct, if we do not mention dis[t] we mean that
either it is 0 or its form is clear.

DEFINITION 1.1.3. (1) If we omit H we mean for some H or the H is
clear from the context, etc.
(2) We say that H is finitary (or of a countable character, respectively) if H(n)
is finite (countable, resp.) for each n € w. We say that K C WCR[H] is
finitary if H is finitary and val[t] is finite for each t € K.

DEFINITION 1.1.4. Let K C WCR[H].
(1) A function ¥ : [K]|S% — P(K) is a sub-composition operation on K if:
(a) (tramsitivity) if S € [K]=% and for each s € S we have 5 € %(S,)
then X(S) C X( U Ss),

sES
(b) r € X(r) for eacher € K and X(0) = 0.

[Note that X(S) may be empty for non-empty S; in future defining ¥ we
will describe it only for the cases it provides a non-empty result, in all
other cases we will assume that X(S) = 0.]

(2) In the situation described above the pair (K, X) is called a weak creating
pair for H.

(3) Suppose that (K,3X) is a weak creating pair, to,t; € K. We say that
to,t1 are X—equivalent (and we write then to ~yx t1) if nor[tg] = nor[t1],
val[to] = val[t;] and for each S C [K \ {to, tl}]S “ we have X(SU{to}) =
(S U{t1}).

REMARK 1.1.5. Note that the relation ~y as defined in 1.1.4(3) does not have
to be transitive in a general case (so, perhaps, we should not use the name -
equivalent). However, if (K, X) is either a creating pair (see 1.2.2) or a tree—creating
pair (see 1.3.3) then ~y is an equivalence relation. Then, if additionally 3(S) is non-
empty for finite S only, the value of X(S) depends on the ~y—equivalence classes
of elements of S only. Therefore we will tend to think in these situations that we
identify all ~y—equivalent elements of K (or just consider a selector K* C K of
K/~y). If ¥(8) may be non-empty for an infinite S C K (which may happen
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for tree—creating pairs), then we have to be more careful before we consider this
identification: we should check that the values of ¥ depend on ~yx—equivalence
classes only.

DEFINITION 1.1.6. Let (K, ) be a weak creating pair for H.
(1) For a weak creature t € K we define its basis (with respect to (K, X)) as

basis(t) = {w e | J [] H@): (3s € (1)) (Bu)((w, u) € val[s])}.

m<w i<m

(2) For w € |J J] H() and S € [K]S¥ we define the set pos(w,S) of
m<w i<m
possible extensions of w from the point of view of & (with respect to

(K,X)) as:
pos™(w,S) = {u: (Is € B(S))({w, u) € vals])},

pos(w,S) = {u : there are disjoint sets S; (for i < m < w) with |J & =8
i<m
and a sequence 0 < £y < ... < €p,_1 < £g(u) such that
ully € pos*(w,Sp) and
ully € pos*(ully,S1) & ... & u € pos*(ullpm—1,Sm-1)}-

(3) Whenever we use basis or pos we assume that the weak creating pair
(K, X) with respect to which these notions are defined is understood.

DEFINITION 1.1.7. Suppose (K, Y) is a weak creating pair for H and C(nor) is
a property of w-sequences of weak creatures from K (i.e. C(nor) can be thought of
as a subset of K). We define the forcing notion Q¢ mor) (/%) by

conditions are pairs (w,T') such that for some ko < w:

(a) we [ H()
i<ko
(b) T = (t; : i <w) where:
(i) t; € K for each i,
(ii) w € basis(t;) for some ¢ < w and for each u € pos(w, {t; : ¢ € Ip}),
Iy C w there is i € w \ I such that u € basis(t;),
(¢) the sequence (t; : i < w) satisfies the condition C(nor);

the order is given by: (wy,T") < (wq,T?) if and only if

for some disjoint sets Sy, S1,Ss,... C w we have:
wy € pos(wy, {tf : £ € Sp}) and 2 € N({t}: £ € Siy1}) for each i < w

(where T = (t! 1 i < w)).
Ifp=(w,T) welet w? = w, TP =T and if T? = (t; : i < w) then we let
t? = t;. We may write (w, to, 1, ...) instead of (w,T) (when T = (t; : i < w)).

PROPOSITION 1.1.8. If (K, X)) is a weak creating pair and C(nor) is a property
of sequences of elements of K then Qcmor)(K, %) is a forcing notion.

REMARK 1.1.9. The reason for our notation C(nor) for the property relevant
for (c) of 1.1.7 is that in the applications this conditions will say that the norms
nort;] go to the infinity in some sense. Some of the possibilities here are listed in
1.1.10 below.
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DEFINITION 1.1.10. For a weak creature ¢ let us denote
man(t) = min{lg(u) : u € dom(val[t])}.
We introduce the following (basic) properties of sequences of weak creatures which
may serve as C(nor) in 1.1.7:
(so0) A sequence (t; : i < w) satisfies C5°°(nor) if and only if
(Vi < w)(nor[t;] > max{i, man(t;)}).
(c0) A sequence (t; : i < w) satisfies C*°(nor) if and only if
lim nor[t;] = cc.
1w
(woo) A sequence (t; : i < w) satisfies C¥°°(nor) if and only if
lim sup norft;] = oco.
1—w
Let f:w X w — w. We define the property introduced by f by
(f) A sequence (t; : i < w) satisfies Cf (nor) if and only if
(VE < w) (Vi) (nor[t;] > f(k, man(ts))).
For notational convenience we will sometimes use the empty norm condition:
(0) Each sequence (t; : i < w) satisfies C?(nor).

The forcing notions corresponding to the above properties (for a weak creating
pair (K, X)) will be denoted by Qoo (K, Y), Qoo (K, X)), Quoo (K, X), Qs (K, %) and
Qg(K,X), respectively.

REMARK 1.1.11. 1) Note that the second component of a pair (w,T) €
Q¢ (nor) (K, X) is a sequence of weak creatures, and in the most general case the order
of its members may be important. For example the property C**°(nor) introduced
in 1.1.10 is not permutation invariant and some changes of the order in the sequence
(t; : ¢ < w) may produce a pair (w,T") which is not a legal condition. This is not
what we would like to have here, so in applications in which this kind of problems
appears we will restrict ourselves to suborders QZ(nor) (K, %) of Qc¢nor)(K,X) in
which we put additional structure demands on the sequences (t; : i < w) (see 1.2.6).
Moreover, to get properness for forcing notions Q7 (K, ¥) we will have to put some
demands on (K, X) (see 2.1.6). These demands will cause that various variants of
the norm condition C3*°(nor) result in equivalent forcing notions (see 2.1.3). So,
from the point of view of applications, the main reason for introducing C5*°(nor)
is a notational convenience.
2) Note that

where the inclusions mean “suborder” (but often not “complete suborder”). If
we put some conditions on f (e.g. f is fast, see 1.1.12) then we may easily have
Qf(Kv E) - Qoo(Kv E)'

3) In our applications we will consider the forcing notions Qy(K,X) only for
functions f : w X w — w which are growing fast enough (see 1.1.12 below).

DEFINITION 1.1.12. A function f:w X w — w is fast if
(Vk e w) (V0 € w)(f(k,0) < f(k, 0+ 1) & 2- f(k,0) < f(k+1,0)).
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The function f is H-fast if additionally (H is finitary and) for each k, ¢ € w:
29O (f(k, 0) + pr(0) +2) < f(k+1,0),
where o (€) = | [] H(?)|.
i<t

DEFINITION 1.1.13. Suppose that (K,X) is a weak creating pair and C(nor)
is a property of sequences of elements of K. Let W be a Q¢ (nor) (K, ¥)-name such
that

H_Qc(nor)(K’Z) W= U{wp ‘pE FQC(nor)(K7E)}'

PROPOSITION 1.1.14. Suppose that (K,X) is a weak creating pair and C(nor)
is a property such that the forcing notion Qc(nor)(K,X) is non-empty. Then:
(1) Qe nor (,5) “W is a member of i];IwH(i)”,
(2) If (Vi € w)(H(i) = 2) then Ibq 0., (K.5) “W is a real”.
(3) If for everyt € K, u € basis(t) the set pos(u,t) has at least two elements
then IFQe o (52) ‘W € V7.

REMARK 1.1.15. 1) We will always assume that the considered weak creating

pairs (K, ) (and norm conditions C(nor)) are such that Q¢(nor) (K, %) # 0. Usu-
ally, it will be enough that K contains enough creatures with large norms and in
each particular example this requirement will be easy to verify.
2) In general, the W defined in 1.1.13 does not have to encode the generic fil-
ter. We may formulate a condition ensuring this. Let (K,Y) be a weak creating
pair and C(nor) be a norm condition such that Qcmor) (K, X) is not empty. For
P € Qc(nor) (K, %) define

S(p)  {we |J [[H6) : 3g = p)(w < w?)}

newi<n
Clearly S(p) is a subtree of |J ] H(¢). Moreover, for each w € |J [] H(¢) and
newi<n newin

p,q € QC(nor) (Ka Z):

P I}‘@C(m”(;{;) “w A4 W if and only if w € S(p) and
P IF Qe non (K,5) “W € [S(¢)]” ifand only if S(p) C S(q).

Now we may define a Q¢ (nor) (K, ¥)-name H by
H_Qc(nor)(;gg) H = {p € QC(nor)(K? E) : W € [S(p)]}

and we may want to claim that I H = I‘Qc(mr)(;@g). But for this we need to

know that any two conditions in H are compatible. A sufficient and necessary
requirement for this is:
(&) ifp,q € Qcnor) (K, X) and S(p) € S(q)
then p IF ¢ € Tgepon (K.5) (or in other words p > ¢ modulo the
equivalence of conditions).

In most of our examples and applications, the condition ([J) will be easy to check.
We will not mention it in future as we will not use its consequences.

Note however that it is very easy to build examples of weak creating pairs (K, X)
(even creating pairs or tree creating pairs) for which (IJ) fails. Some of these
examples might appear naturally.
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1.2. Creatures

Now we will deal with the first specific case of the general scheme: creating
pairs and forcing notions @z(nor)(K ,2). Notation and definitions introduced here
are applicable to this case only and should not be confused with that for tree—
creating pairs.

DEFINITION 1.2.1. Let ¢ be a weak creature for H.

(1) If there is m < w such that (V{u,v) € val[t])(g(u) = m)
then this unique m is called mf, .

(2) If there is m < w such that (V{(u,v) € val[t])(£g(v) = m)
then this unique m is called mflp.

(3) If both mj, and m},, are defined then t is called an (mj,,m}
(or just a creature).

(4) CRingyma, H] = {t € WCR[H] : mf,, = man and mj,, = mup},

CR[H] = U CRingy mup [H].

Mdn <Myp<w

p)—creature

DEFINITION 1.2.2. Suppose that K C CR[H] and ¥ is a sub-composition op-
eration on K. We say that ¥ is a composition on K (and we say that (K,X) is a
creating pair for H) if:

(1) if S € [K]=“ and %(S) # ) then S is finite and for some enumeration

S = {to,...,tm-1} we have mfi, = mff;rl for all i <m —1, and
(2) for each s € X(to, ..., tm—1) We have m§, = m{, and m, = min

In this paper we will always assume that the creating pair under considerations is
additionally nice and smooth (see 1.2.5 below) and we will not repeat this demand
later.

REMARK 1.2.3. Sets of creatures with pairwise distinct m/;_’s might be natu-
rally ordered according to this value and therefore in similar situations we identify
sets of creatures with the corresponding sequences of creatures.

DEFINITION 1.2.4. (1) For K C CR[H] and a composition operation X
on K we define finite candidates (FC) and pure finite candidates (PFC)
with respect to (K, X):

FC(K,X) = {(w,to,...,tn): w € basis(tg) and for each i <n
ti € K,mli, = my' and pos(w, to, . . ., ;) C basis(ti11)},
PFC(K,X) = {(to,--.,tn) : (Gw € basis(to))((w, to, .., tn) € FC(K))}.
(2) We have a natural partial order < on FC(K, X) (like in 1.1.7). The partial
order < on PFC is defined by
(tos---tn_1) < (S0,...,8m—1) ifand only if mi* =mir~', and
(Vw € basis(to)) (w € basis(so) and (w, o, ..., tn—1) < (w, S0, ..., Sm—1))
(so (to) < (so) means that sy € X(to) and basis(tg) C basis(sg)).
(3) A sequence (to,t1,t2,...) of creatures from K is a pure candidate with
respect to a creating pair (K, X) if
(Vi < w)(mf, = mgﬁl) and

(Jw € basis(ty))(Vi < w)(pos(w, to,...,t;) C basis(t;11)).
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The set of pure candidates with respect to (K, X) is denoted by PC(K, X).
The partial order < on PC(K, ) is defined naturally.
(4) For anorm condition C(nor) the family of C(nor)-normed pure candidates
is
PCe(nor) (K, 2) % {(to,t1,...) € PC(K,S) : (to, t1,...,) satisfies C(nor)}.

DEFINITION 1.2.5. Let (K, X) be a creating pair for H. We say that
(1) (K,X) is nice if for all tg,...,t,—1 € K and s € X(to,...,tn—1) we have
basis(tp) C basis(s).
(2) (K,X) is smooth provided that:
if (w,to,...,th—1) € FC(K,X), m < n and u € pos(w, to,...,th—1)
then u | mfi’g € pos(w, to,...,tm—1) and u € pos(u | mg’g,tm, ceytnot).
(3) K is forgetful if for every creature t € K we have:

[(w,u) € vallt] & w' € H H(n)] = (' ,w' u | [mh,,my,)) € vallt].
n<mf
(4) K is full if dom(val[t]) = ][] H(n) for every t € K.
n<mi,
As we said in 1.2.2, we will always demand that a creating pair is nice and
smooth (but these properties occur naturally in applications). The main reason for
the first assumption is to have the effect presented in 1.2.8(2) below and the second

demand is to get the conclusion of 1.2.10. Before we state these observations let us
modify a little bit the forcing notions we are interested in.

DEFINITION 1.2.6. Let (K,X) be a creating pair and C(nor) be a property
of w-sequences of creatures. The forcing notion Qé(nor)(K ,2) is a suborder of
Q¢ (nor) (K, ¥) consisting of these conditions (w,to,t1,...) for which additionally

(M1.2.6) (Vi < w)(mi, = mfiirirl)'

REMARK 1.2.7. 1) The forcing notions introduced in 1.2.6 fit better to the
idea of creatures and compositions on them. Moreover in most of the applications
the forcing notions Qé(nor) (K, %) and Q¢ (nor) (K, ) will be equivalent. Even in the
most general case they are not so far from each other; note that if p € Qz(nor) (K, YD)
and ¢ € Qcnor) (K, X), p < ¢ (in Q¢(nor) (K, X)) then ¢ € Qz(nor)(K, 3). Of course
it may happen that Qz(nor)(K ,2) is trivial — this usually suggests that the tree—
approach is more suitable (see 1.3.3).

2) Several notions simplify for the forcing notions @z(mr)(K ,2). For example if

to,...,tn—1 € K are such that m = mtd"n7 mf{p = mz{;rl and w € [ H(¢) then
i<m
pos(w, tg,...,tp—1) = {u: for some 0<k; <...<ky<n —1 we have
u [mtu’}} € pos*(w, to, ... tg, ) &
t tr
u [ mug € pos*t(u Mg sty 41y thy) & oo &
u € pos* (u [ Mug , thytts - stn1)}-

3) The norm condition (soco) (see 1.1.10) can be presented slightly simpler for
* o (K, X). For (w,tg,t1,...) € Qi (K, X) it says just that

(Vi < w)(nor[t;] >mY).
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PROPOSITION 1.2.8. Suppose (K, X)) is a creating pair for H.

(1) Assume that K is full. Then (K,X) is nice and if C(nor) is one of the
conditions (so00), (00), or (f) (where [ is any fast function), then the
forcing notion (@(*:(nor)(K, ¥) is a dense subset of Q¢ (nor) (K, 2).

(2) If (K,X%) is nice, (w,to,t1,t2,...) is a condition in Qj(K,¥) and (s, :
n € w) is such that for some 0 =ko < k1 <...<w, s, €X(t; 1 kp, <i <
kny1) (for all n € w) then (w, so, s1,52,...) is a condition in Qj(K,X)
(stronger than (w,tg,t1,t2,...)).

(3) If (K, X) is forgetful then it is full.

DEFINITION 1.2.9. Let (K, 3) be a creating pair, C(nor) be a norm condition,
pE QZ(nor)(K7 ¥) and 7 be a Qz;(mr)(K7 Y)-name for an ordinal. We say that

(1) p essentially decides the name 7 if
(Im € w)(Yu € pos(w®, tf, ..., th 1)) ((u,th,,th . ,...) decides the value of 7),

(2) p approzimates 7 at n (or at tP) whenever:
for each wy € pos(w?,th, ... ¥ ), if there is a condition r € Q¢ (nor) (K,X)
stronger than p and such that w” = w; and r decides the value of 7 then

the condition (w1, t5," ,,...) decides the value of 7.

LEMMA 1.2.10. Suppose that (K, X) is a smooth creating pair, C(nor) is a norm
condition and 7 is Qz‘:(mr)(K7 Y)-name for an ordinal. Assume that a condition
p € Qé(nor)(K, X)) essentially decides 7 (approximates T at each n, respectively).
Then each q > p essentially decides T (approzimates 7 at each n, respectively).

PrOOF. Immediate by smoothness. (I

DEFINITION 1.2.11. Let (K,X) be a creating pair for H.
(1) For a property C(nor) of w-sequences of creatures from K and conditions
p,q € Qz(nor)(K, Y) we define
P <apr ¢ (in Q(*;(m)r)(K7 3)) if and only if
p < ¢ and for some k we have (Vi <w)(t}, , =1t])
(so then w? € pos(w?, 5, ..., th_,) too).
(2) We define relations <5 (for n < w) on Q (K, X) by:
() p<§*q (in QI (K,X)) if p < g and w? = w9,
(B) p <1 q (in Qi (K,X)) if p < q and ¢ =t for i <n +1.
(3) Relations <¢° on Q% (K, X) (for n < w) are defined by:
(@) p<§°q(in Q(K,3)) if p < ¢ and w? = w?,
(8%) p <31 g (in Q% (K, %)) if p <57 ¢ and

th =15 for all j < min{i < w : nor[t]] >n+ 1} and
{tlvi<w&mnor[t]] <n-+1} C{:i <w}.

(4) Relations <% on Q% (K,X) are defined by

(@) p<§>® q (in Qi (K, X)) if p < g and w? = w?,

(B%) p <325 q (in Q. (K, X)) if p <§>° ¢ and

th = t% for all j <min{i <w : nor[t]] >n+1}.

(5) Let f: w X w — w be a fast function. Relations </ on Q}(K,X) are

defined by:
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(a) p<lq(inQi(K,%))if p<qand w’ = w?,
(87) p<li1 q (in QHK,D)) if p <] q and

. s t?
th =% for all j <min{i <w:nor[t]] > f(n+1,mg,)} and

{t1:i <w & nor[t!] < f(n+ l,mggn)} C{th:i<w}.
(6) We may omit superscripts in <$°°, < <% and </f if it is clear from
the context in which forcing notion we are working (i.e. what is the norm
condition we deal with).

REMARK 1.2.12. The difference between e.g. (3) and (4) is in the last condition
of (3), of course.

PROPOSITION 1.2.13. Suppose (K,X) is a creating pair for H. Let C(nor)
be one of the following properties of w-sequences: C**°(nor), C*(nor), C¥*°(nor)
or Cf(nor) for some fast function f (see 1.1.10) and let <, be the corresponding
relations (defined in 1.2.11). Then

(1) <apr is a partial order (stronger than <) on Qg o, (K, X).

(2) <, (with superscripts) are partial orders (stronger than <) on the respec-
tive Qz(nor) (K, X)) and p <41 q implies p <, q.

(3) Suppose that pn € QF(yop) (K, X) (for n € w) are such that

(V’I’L S w)(pn Sn-‘rl pn+1)-

Then the naturally defined limit condition p = lim p,, satisfies:
n

pe QZ(nor)(Kv Z) and (Vn < w)(pn <n+1 p)'

REMARK 1.2.14. A natural property one could ask for in the context of creating
pairs is some kind of monotonicity:

basis(t) = dom(valft]) and pos(u,t) = {v: (u,v) € val[t]},

for t € K and u € basis(t). However, there is no real need for it, as all our demands
and assumptions on creating pairs will refer to pos (and not val). But for tree—
creating pairs we will postulate the respective demand, mainly to simplify notation
(and have explicit tree-representations of conditions), see 1.3.3(3).

1.3. Tree creatures and tree—like forcing notions

Here we introduce the second option for our general scheme: forcing notions
in which conditions are trees with norms. This case, though parallel to the one
of creating pairs, is of different character and therefore we reformulate all general
definitions for this particular context.

DEFINITION 1.3.1. (1) A quasi tree is a set T of finite sequences with the
<-smallest element denoted by root(T).
(2) A quasi tree T'is a tree if it is closed under initial segments. If T is a quasi
tree then dcl(7T) is the smallest tree containing 7' (the downward closure
of T).
(3) For a quasi tree T and n € T we define the successors of 1 in T, the
restriction of T' to n, the splitting points of T and mazimal points of T by:

succr(n) ={veT:nav & -(FpeT)(n<p<v)},



Paper Sh:470, version 1998-06-21_10. See https://shelah.logic.at/papers/470/ for possible updates.

16 1. BASIC DEFINITIONS

T ={veT: ndvl,
split(T) = {n € T : |sucer(n)| > 2},
max(T) = {v € T : there is no p € T such that v < p}.

We put 7' = T \ max(T).
(4) The set of all limit infinite branches through a quasi tree T is

lim(T) def {n:nis an w—sequence and (I*n)(nin € T)}.

The quasi tree T is well founded if lim(T") = ().
(5) A subset F of a quasi tree T is a front in T if no two distinct members of
F are <-comparable and

(Vn € lim(T) Umax(T))(3n € w)(n [ n € F).

REMARK 1.3.2. Note the difference between lim(7") and lim(dcl(7")) for a quasi
tree T'. In particular, it is possible that a quasi tree T is well-founded but there is

an infinite branch through dcl(T"). Moreover, a front in 7' does not have to be a
front in dcl(7T).

DEFINITION 1.3.3. (1) A weak creature t € WCR[H] is a tree—creature if
dom(val[t]) is a singleton {n} and no two distinct elements of rng(vallt])
are <|-comparable;

TCR[H] is the family of all tree—creatures for H.
(2) TCR,[H] = {t € TCR[H] : dom(val[t]) = {n}}.
(3) A sub-composition operation ¥ on K C TCR[H] is a tree composition
(and then (K, X)) is called a tree—creating pair (for H)) if:
(a) if S € [K]SY, 2(S) # 0 then S = {s, : v € T} for some well founded
quasi tree T C |J [] H(:) and a system (s, : v € T') C K such that

n<w i<n

for each finite sequence v € T
s, € TCR,[H] and rng(val[s,]) = sucer(v),

and
(b) if t € B(s, : v € T) then t € TCRyoot(r)[H] and rng(valt]) <
max(T).
If T = {root(T)}, t = troon(r) € TCRyoos(r)[H] and rng(val[t]) = max(T)
then we will write 2(¢) instead of £(¢, : v € T).
(4) A tree-composition ¥ on K is bounded if for each t € X(s, : v € T) we
have

nor[t] < max{nor[s,] : (In € rng(vallt]))(v < n)}.

REMARK 1.3.4. 1) Note that sets of tree creatures relevant for tree composi-
tions have a natural structure: we identify here S with {s,,) : s € S} where v(s)
is such that s € TCR, () and s,(5) = s.

2) To check consistency of our notation for tree creatures with that of 1.1.7 note

that in 1.3.3(3), if 5, € X(s,.,, : 7 € T),) for each v € T, T is a well founded quasi

tree as in (3)(a) of 1.3.3 then T* o U 7, is a well founded quasi tree, T* = |J T,

veT veT
and (s, : Vv € T.ne Ty> is a system for which ¥ may be non-empty, i.e. it satisfies
the requirements of 1.3.3(3)(a).
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3) Note that if (K, X) is a tree—creating pair for H, t € TCR,[H] then basis(t) =
{n} and pos(n,t) = rng(val[t]) (see 1.1.6). For this reason we will write pos(t) for
pos(n,t) and rng(val[t]) in the context of tree—creating pairs.
4)  Tree—creating pairs have the properties corresponding to the niceness and
smoothness of creating pairs (see 1.2.5, compare with 1.3.9).

When dealing with tree—creating pairs it seems to be more natural to consider
both very special norm conditions and some restrictions on conditions of the forcing
notions we consider. The second is not very serious: the forcing notions Q'r¢¢ (K, 3)
(for e < 5) introduced in 1.3.5 below are dense subsets of the general forcing
notions Q¢ (nor) (K, X) (for suitable conditions C(nor)). We write the definition of
QUree(K, %) fully, not referring the reader to 1.1.7, to show explicitly the way tree
creating pairs work.

DEFINITION 1.3.5. Let (K, X) be a tree—creating pair for H.
(1) We define the forcing notion Qi¢(K, ) by letting:
conditions be sequences p = (t, : 7 € T) such that
(a) TC U J] H(?) is a non-empty quasi tree with max(T") = 0,
new i<n

(b) t, € TCR,[H] N K and pos(t,) = succr(n) (see 1.3.4(3)),
(c)1 for every n € im(7T') we have:

the sequence (nor[t, ;] : k < w,nlk € T) diverges to infinity;

the order be given by:
1. 1 2. 2y :
(ty:meTh) <(t;:neT?) if and only if
T? C T' and for each € T? there is a well founded quasi tree T, C
(TY)) such that theX(t,ve To.y)-
If p=(t, : m € T) then we write root(p) = root(T), TP =T, th = t,
etc.
(2) Similarly we define forcing notions Q*¢(K, ) for e = 0,2, 3,4 replacing
the condition (c); by (c). respectively, where:
(¢c)o for every n € lim(7T):

lim sup(nor(t,x] : k <w,nlk € T) = oo,

(¢c)2 for every n € T and n < w there is v such that n < v € T and
nor[t,] > n,
(c)s for every n € T and n < w there is v such that n < v € T and

(VpeT)(v<p = mnor[t,] >n),
(c)4 for every n < w, the set
{veT:(VpeT)(vap = norlt,]>n)}

contains a front of the quasi tree T
(3) If p € QUee(K, X)) then we let pl"l = (12 : v € (TP)I) for n € T?.
(4) For the sake of notational convenience we define partial order Qj**(K, %)

in the same manner as Q'*°(K,X) above but we omit the requirement
(c)e (like in 1.1.10; so this is essentially Qg (K, X)).

REMARK 1.3.6. 1) In the definition above we do not follow exactly the notation
of 1.1.7: we omit the first part wP of a condition p as it can be clearly read from the

See https://shelah.logic.at/papers/470/ for possible updates.
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rest of the condition. Of course the missing item is root(p). In this new notation
the name W of 1.1.13 may be defined by

IFquree (i) W = U{root(p) :p € Dguee(x,x) }-
2) Note that

Qe (K, %) C QF*°(K, %) C Q°(K, %) C Q¥*°(K,¥)  and
Qrree(K, %) € Q5 (K, %) € Qy*°(K, X)

but in general these inclusions do not mean “complete suborders”. If the tree—
creating pair is t-omittory (see 2.3.4) then QY°°(K,X) is dense in Q4°°(K,X) and
thus all these forcing notions are equivalent. If (K,Y) is 2-big (see 2.3.2) then
Qfree(K,Y) is dense in Qi™¢(K,Y) (see 2.3.12).

Let us give two simple examples of tree—creating pairs.

Let H(i) = w (for i € w).

Let Ko € TCR[H] consists of these tree—creatures s that if s € TCR,[H] then
rng(val[s]) C {n(k) : k € w} and

[ Lg(n) if val[s] is infinite,
norls] = { 0 otherwise.

The operation Yg gives non-empty values for singletons only; for s € Ky we let
Yo(s) = {t € Ky : val[t] C val[s]} (an operation ¥ defined in this manner will be
further called trivial). Clearly (Ko, Xo) is a tree—creating pair. Note that:

(a) the forcing notions Q§°¢( Ky, Xg) and Q¢ (Ko, Xo) are equivalent to Miller’s
Rational Perfect Set Forcing;
(b) the forcing notions Q{™¢(Ky, o), Q§°°(Ko, Xo), Qr*¢(Ko, Xo) are equiv-
alent to the Laver forcing
(thus Qi*¢(Ky, Xo) is not a complete suborder of Qf®(Ky, Xo), and Q§°¢(Ko, Xo)
is not a complete suborder of Q%°¢(Ky,3)).
Let us modify the norms on the tree—creatures a little. For this we define a
function f:w<% — w by

ifk=0
otherwise.

- sow-{ 15

Now, let K consist of tree creatures s € TCR[H] such that rng(val[s]) C {n™(k) :
k € w} (where s € TCR,[H]) and

[ f(n) if val[s] is infinite,
nor(s] = { 0 otherwise.

Let 37 be the trivial tree-composition on K, so it is nonempty for singletons only
and then ¥(s) = {t € K : val[t] C val[s]} (clearly (K7,%;) is a tree creating
pair). Then

(a) the forcing notion Qf°¢(K71,Y1) is a dense suborder of Q4 (K1,%),

(b) the partial orders Q{"*°(K7y, %) and Q§®¢(K1, Y1) are empty, but

(c) Qfee(Kq,X%;) is not—trivial (it adds a new real) and it is not a complete
suborder of Q°¢(K1,¥1) (e.g. incompatibility is not preserved) and it is
disjoint from Qf°°(Kq,%1).
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DEFINITION 1.3.7. Let (K,X) be a tree creating pair, e < 5, p € QU*°(K,X).
A set A C TP is called an e-thick antichain (or just a thick antichain) if it is an
antichain in (7%,<) and for every condition ¢ € QU®°(K,X) stronger than p the
intersection A N del(T7) is non-empty.

PROPOSITION 1.3.8. Suppose that (K,X) is a tree—creating pair for H, e <5,
p € QU¢(K,¥) and n € TP. Then:
(1) Qr**(K,X) is a partial order.
(2) Fach e-thick antichain in TP is a mazimal antichain. Every front of TP
is an e-thick antichain in TP.
(3) Ifee€{1,3,4}, n < w then the set

B, (p) o {neTr: (i) WweTP)n<v = mnorlt,]>n) but

(i) non' <n,n € TP satisfies (1)}
is a mazximal <-antichain in TP. If e = 4 then B,(p) is a front of T?.
(4) For every m,n < w the set

Fi(p) o {neT?: (i) norlt,] >n and

(it) |[{n’ € TP : n’ < n & nor[t,] > n}| =m}
is @ mazimal <-antichain of TP. If e € {0,1,4} then F}*(p) is a front of
Tr,
(5) If K is finitary (so |vallt]] < w fort € K, see 1.1.3) then every front of
TP is a front of dcl(TP) and hence it is finite.
(6) If X is bounded then each FI'(p) is a thick antichain of TP.
(7) p<p e Qree(K,¥) and root(pl") = 1.

REMARK 1.3.9. One of the useful properties of tree—creating pairs (K, %) and
forcing notions Q¥*°(K, X)) is the following:
(*)1.3.0 Suppose that p,q € Q(K,X), p < q (s0 in particular TY CTP), n € T
andv <4n, veTPl.
Then p[y] S q[n] .

DEFINITION 1.3.10. Let p,q € Qi¢(K,X), e < 3 (and (K, X) a tree—creating
pair). We define relations <¢ for n € w by:
(1) If e € {0, 2} then:
p <§ ¢ (in QU°°(K,Y)) if p < g and root(p) = root(q),
P <541 ¢ (in QT*°(K, X)) if p <§ ¢ and
if n € F2(p) (see 1.3.8(4)) and v € T?, v < n then v € T? and t4 = t2.
(2) The relations <! (on Qi™°¢(K,)) are defined by:
p <} q (in Q{°°(K, X)) if and only if p < ¢ and root(p) = root(q),
P <nir ¢ (in QF°(K, X)) if p <§ ¢ and
if n € F2(p) (see 1.3.8(4)) and v € TP, v < 7 then v € TY, t = t4,
and
{th :neT? & nor[t]] <n} C{th:neT’}.
(3) We may omit the superscript e in <¢ if it is clear in which of the forcing
notions Q'"*°(K,Y) we are working,.

PROPOSITION 1.3.11. Let (K,X) be a tree—creating pair for H, e < 3.

(1) The relations <¢ are partial orders on QU°*(K,X) stronger than <. The
partial order < | is stronger than <;.
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(2) Suppose that conditions p, € Q°(K,X) are such that p, <& | Ppy1-
Then lién pn € QUC(K,X) and (Vn € w)(pn <541 lién Dn) (where the
limit condition p = lién P is defined naturally; TP = () TP).

new
1.4. Non proper examples

In the next chapter we will see that if one combines a norm condition with suit-
able properties of a weak creating pair then the resulting forcing notion is proper.
In particular we will see that (with the norm conditions defined in 1.3.5) getting
properness in the case of tree—creating pairs is relatively easy. Here, however,
we show that one cannot expect a general theorem like “thre‘for)(K ,2) is always
proper” and that we should be always careful a little bit. The forcing notions re-
sulting from our general schema may collapse X;! For example, looking at the norm
conditions introduced in 1.3.5(2) one could try to consider the following condition

()5 (Vk €w)(ven)(Vn e T?)(lg(n) =2 n = mnor[t,] > k).

If a creating pair (K,Y) is finitary then, clearly, the forcing notions Q¥°¢(K, )
and Q°¢(K,X) are the same.

The forcing notion Q¥°¢(K, X) might be even not proper. The following exam-
ple shows this bad phenomenon which may be made quite general.

EXAMPLE 1.4.1. Let H(i) = w for i € w.
There is a tree creating pair (Kj.4.1,%1.4.1) for H which is simple (see 2.1.7) and
the forcing notion Q%°®(K7.4.1,%1.4.1) is not proper (and collapses ¢ onto w).

CONSTRUCTION. To define the family Kj 41 of tree creatures for H choose
families () # Sf; C R, C [w]¥ and functions h,, : R, — w (for n € wSW <<
£g(n)) such that for every 7, ¢ we have:

(a) w € Ry, hy(w) =Lg(n) + 1,

(B) if Fe Sf; then h, (F') = ¢, each Sf; is infinite,

(v) if Fy, Fy € S, Fy # Fy then Fy N Fy =0,

(6) if A € Ry, hy(A) > £+ 1 then for cach F € S,
ANFeR, and hy(ANF)=¢,

(E) if Ao,Al S RU’ Ay C A; then hn(AO) < hn(Al)

There are several possibilities to construct Sf;, Ry, hy, as above. One can do it for
example in the following way. Fix n € w'. Take a system {K, : 0 € wgn} of
infinite subsets of w such that
a) K
b) oq <1 o1 Ew—n = K, CK,,,
c) 00,01 €w€&€<n&ao7éal = K, NK, =10,
d) cews" = K,= U Ko~m).

mew

Now put R, ={J Ky : 0 # I Cw"}. For A € R, we declare that
o€el

e) hn(A) >1, hn(w) = hn(K<>) =n+1,
f) if for some o € W' T é, ¢ < n the set A contains the set K, then h,(A) >

041,
g) if AO g Al, Ao,Al S Rn then hn(A()) S hn(Al)
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Next we put
Fé*m :LZJ{KUA<W> :aewnfg}, for0</<n mécw and
Sy ={F" mew}.
It should be easy to check that Sf;, Ry, hy (for n € w<%¥ 0 < ¢ < {g(n)) defined in
this way satisfy the requirements (a)—(e).
A tree creature t € TCR,[H] isin K41 if 7 € w<W, Lg(n) > 0 and
dist] € R,, wval[t] = {(n,n"(m)) :m e dis[t]} and nor[t] = h,(dis[t]).

If A € R, then the unique tree—creature t € TCR,[H| N K 4.1 such that dis[t] = A
will be denoted by "4,

The operation X; 41 is trivial: it gives a non-empty result for singletons only and
then 1 4.1(t) = {s € K;.4.1 : val[s] C val[t]}.

CrLAM 1.4.1.1. The forcing notion Q&®(K1.4.1,%1.41) collapses ¢ onto w.

Proof of the claim. Fix n € w<%\ {()} for a moment.
Elements of Sf; are pairwise disjoint so we may naturally order them according to
the smallest element. Say S, = {F;™ : m < w}. Let f : [lg(n),w) — w. We
define a condition p/" € QUe(K1.4.1,%1.4.1) putting (we keep the notation as for
the forcing notions QU°¢(K,X)):
root(p/") = 1;
let ko = €g(n), kex1 = f(ke) + ke + 1 (for £ < w);
ity e TP kyy < lg(v) < ke then t2" = e F2 T and
SUCC, 70 (V) = {v(m) :m € Ff’f(ég("))}.
Clearly this defines p/7 € QUee(K1.4.1,%1.41)- Note that
if f,g9:[lg(n),w) — w are distinct
then the conditions p#7, p9 are incompatible in Q¥*®(K1 4.1, %1.4.1)
(by the requirement (7)). Let 7 be a QY°®(Kj.4.1,%1.4.1)name for a function
defined on w<% such that I-“7(n) € V & 7(n) : [£g(n),w) — w” for n € w< and
for f: [lg(n),w) — w we have

pfﬂ? “_QETOO(K1.4,1,E1.4,1) T(T/) = f

This definition is correct as {p©": f: [¢g(n),w) — w} is an antichain (of course it
is not necessarily maximal in Q% (K; 4.1,%1.4.1))- The claim will be shown if we
prove that

”_ngc(Kl.4.1-,21.4_1) (Vg ew’n V)(Hn € w<w)(vn > 69(77))(7—(77)(271) = g(n))
For this suppose that ¢ € w*, p € QUe(K1.4.1,%1.4.1). Choose an increasing
sequence £g(root(p)) < ko < k1 < ... of odd integers such that for each ¢ < w

(Vv € TP)(ke < Llg(v) = mor[t?] > {+2).
Let f : [ko,w) — w be a function such that:
(1) fke) =keyr — ke —1
(2) if n > ko then f(2n) = g(n).
(Note that these clauses are compatible as the k’s are odd. Of course there is still
much freedom left in defining f.)

Choose n € TP N wk0 and look at the condition p!1. Due to the requirement
(0) this condition is compatible with p:  define r € Q¥°*(K1.4.1,%1.4.1) by
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root(r) =n, T" C TP and
ifveT”, ki—1 <Llg(v) < ke then

" =t and  sucer-(v) = {v(m):me A,}

where A, = dis[t?] N Flfvf(fg(l/))'
Note that by the choice of k; and the requirement (§) we have

tV’A” S 21‘4.1(155) N 21.4‘1(155‘,") and l’lOI‘[tV’A“] = /.

Consequently the definition of r is correct. Clearly r is stronger than both p and
pf. Thus

r ”_Qgree(KlA.lleA.l) (Vn > kO)(T(U)(") = f(’fb))
which together with

(Vn = ko)(f(2n) = g(n)) and ko = Lg(n)
finishes the proof of the claim. O

O

Our next example shows that the assumption that (K, X) is finitary in 2.1.6 is
crucial.

ExXAMPLE 1.4.2. Let H(i) = w for i € w.
There is a creating pair (K7.4.2,%1.4.2) for H which is forgetful and growing (see
2.1.1(3)) but the forcing notion Q¥ (K1.4.2,%1.4.2) is not proper (and collapses ¢
onto w).
(By 2.1.3 we may replace Q% by either Qf ., or Qi or Q} (for a fast function f).)

CONSTRUCTION. This is similar to 1.4.1: for 0 < £ < i < w choose () # S’f -
R; C [w]¥ and functions h; : R; — w satisfying the requirements («)—(¢) of the
construction of 1.4.1 (with ¢ instead of n and fg(n)) and
() USf=wforeach 0 <{<i<w

(this additional condition is satisfied by the example constructed there). Fix an
enumeration S = {F"™ :m € w}.
A creature t € Kj 42 may be described in the following way. For each i €

[mb,,, my,) we have a set A; € R;. Now:

dis[t] = (A; : mly, <i<ml)
vallt] = {(u,v)e [] H(i)x [] H(i):u<v & (Vie[mly,,m,))(v(i) € A;)},

i<mb i<ml,
nor[t] = max{h;(A;) : i € [m,,m!,)}.
If creatures tg,...,tn—1 € Kj 40 are determined by sets Ag € R; (for j < n,
i € [mY,mp)) in the way described above and my*" = my, (for j < n — 1) then
Y1.42(to, ..., tn—1) consists of all creatures t € Kj 42 which are determined (in

the way described above) by some sets A; € R; (for i € [mgﬂl,mfﬁfl)) such that
A; C A} whenever mgjn <i< mffp, j<n.

It is easy to check that 1 4.5 is a composition operation on Kj 4.5. The creating
pair (K7 4.2,%1.4.2) is forgetful and growing.

Cramm 1.4.2.1. The forcing notion Q% (K1.4.2,%1.4.2) collapses ¢ onto w.
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Proof of the claim. We proceed like in 1.4.1.1 (with small modifications how-
ever). Let 7 :w — wx w:n+ (mo(n), 71(n)) be a bijection. Let 77 : wlw) —
w¥ (for n € w) be mappings defined in the following manner. Let f : [n,w) — w;

inductively define ng = n, ner1 = ne + mo(f(ne)) + 71 (f(ne)) + 2
(for ¢ < w) and then my = ng+mo(f(ne))+1 (s0 g < My < Npg1);
now put 7% (f)(¢) = f(mye) (for £ € w).
For 0 < n < w, v € [] H(¢) and a function f : [n,w) — w define a condition
i<n
pf € Qi (K142, %1 42):
ko = n, kaey1 = koe+mo(f(k2e)) +1, koo = koerr +mi(f(k2e)) +1,

wr! = u,
. f
u,f D .
if kop <i4n < kgg4o then tﬁ’ € K 4.9 is such that mf{n =n+i,
pf w, f .
mupy  =n4i+1, dis[? ] = (F ),
Asin 1.4.1.1, if f,g : [n,w) — w are distinct, u € [] H(¢) then the conditions

<n
p®! p®9 are incompatible. Consequently we may choose a Q% (K7 4.2, X1 .4.2)name
7 for a function on w such that I (Vn € w)(#(n) : [n,w) — w) and p*7 - 7(n) = f.
To finish it is enough to show that

Fr (K1 425142) (V9 € WY NV)(3Fn € w)(my(7(n)) = g).
Suppose that p € Q% (K1.4.2,%1.4.2), g € w¥. Choose 2 < iy < iy < ... < w such

that nor[tfg] > ¢+ 2 and next choose kg < k1 < ks < ... < w such that for each
{ e w:

t? t?
my. < ke < myp and for some set A, € Ry, we have

hi(Ag) > £+2 and  (Vn € Ag)(F(u,v) € valt] ])(v(ke) = n)

(possible by the way we defined (K7.4.2,%1.4.2)). Choose any v € pos(w?,t5, ... 7th)
and let u = v[ko. Next choose f : [ky,w) — w such that for each ¢ € w:

mo(f(k2e)) = ko1 — koo — 1, mi(f(k2e)) = kaeyo — koer1 — 1, f(k2ey1) = g(0),
and if k € (kag, kaoio) \ {kaes1}, m'e <k <mly (€ <w, i <w) then
(3(u,v) € val[t’])(v(k) € FL T ®),

One easily checks that the choice of f is possible (remember the additional require-
ment (¢)) and that the conditions p*f and p are compatible in Q*_(K1.4.2,%1.4.2)-
As

P g (K a2 S a) () = () = g,
we finish the proof of the claim. O

O

One could expect that the main reason for collapsing ¢ in the two examples
constructed above is that the (K,X)’s there are not finitary. But this is not the
case. Using similar ideas we may build a finitary creating pair (K, %) for which the
forcing notion Q% (K, X) collapses ¢ onto w as well. This is the reason why we have
to use forcing notions Q} (K, %) with (K,¥) satisfying extra demands (including
Halving and bigness, see 2.2.12) and why Q? (K, X) is used only for growing (K, X)
(so then Q7 (K, X) is dense in Qf (K, X), see 2.1). This bad effect can be made
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quite general and we will present it in this way, trying to show the heart of the
matter. One could try to cover the previous examples by our “negative theory”
too, but this would involve much more complications.

DEFINITION 1.4.3. We say that a weak creating pair (K, X) is local if for every
t € K, w € basis(t) and u € pos(w,t) we have £g(u) = £g(w) + 1.

DEFINITION 1.4.4. Let (K,XY) be a (nice and smooth) creating pair for H
which is local (so t € K = m}, = mf, + 1) and simple (which means that
N(S) A0 = |S| =1;see 2.1.7(1)).

We say that (K,X) is definitely bad if there are a perfect tree T C w<% and
mappings Fp, F; such that

(1) TNw™ is finite for each m € w, dom(Fy) =dom(Fy)= |J T[] H(®s),

m<w i<m

(2) ifve [] H(i), m < wthen Fi(v) : TNw™ — 2 and Fy(v) : TN —

i<m
T is such that (Vn € T Nw')(Fy(v)(n) € sucer(n)),

(3) if te K, nor[t] >2, m=ml, >0,i<2and F* : TNw'"" — T is such
that F*(v) € sucer(v) for v € T Nw" then there is s € X(¢) such that
nor[s] > nor[t] — 1 and for each n € T Nw"™ ~ L there is v € succr(n)
with

(Vu € basis(s)) (Vv € pos(u, s))(Fo(v)(v) = F*(v) & Fi(v)(v) =1).

PROPOSITION 1.4.5. Suppose that (K,%) is a local, simple and definitely bad
creating pair for H such that X(t) is finite for each t € K. Then
(a) the forcing notion Qi (K,X) collapses ¢ onto w,
(b) if f: wXw — w is a fast function then the forcing notion Q;(K,E)
collapses ¢ onto w.

PROOF. In both cases the proof is exactly the same, so let us deal with (a)
only. So suppose that a finitely branching perfect tree T C w<% and functions
Fy, Fy witness that (K,Y) is definitely bad. Let G° : T x [] H(i) — [T] and

1<w
Gl [T] x ] H(i) — 2% be defined by
i<w
GO(n,W)llg(n) =n,  and
GO(n,W)l(m+1) = Fo(W[(m+1))(G°(n,W)Im) for m > Lg(n),
Gl(p,W)(n) = FL(W[(n+1))(pIn) for n € w.

We are going to show that
Fas, (x,3) (Vr € 22N V)(3En € T)(Vn € w)(r(n) = GH(G°(n, W), W)(n)),

where W is the Q*_(K,¥) name defined in 1.1.13. To this end suppose that r € 2%
and p € Q% (K,%). We may assume that £g(w?) > 0 and (Vi € w)(nor[t]] > 3).

Fix ip € w for a moment. By downward induction on i < g we choose s;° €
(t) and Fy: ;- TN wb9(WP) +i =1 7 guch that
() mor[s;, ;] > nor[t!] — 1,
(B) Fy i(v) € sucer(v) for v € T, Lg(v) = Lg(wP) +i— 1,
(7) for all sequences u € basis(s;, ;) and v € pos(u, s;, ;) and every v € T of
length £g(v) = Lg(wP) + i — 1 we have

Fo(u)(F (V) = Fig ipa(v)  and - Fi(0)(Fy ;(v) = r(fg(w?) +4)
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[for ¢ = ip we omit the first part of the above demand].
It should be clear that the choice of the s;,;’s and F} ;’s as above is possible by
1.4.4(3). All levels of the tree T are finite, so for each i € w there are finitely many
mappings F* : T'N Wlg(WP) +i—=1 _ pnlgw?) +i, Moreover, each (%) is
finite (for ¢ € w). Hence, by Ko6nig’s lemma, we find a sequence (¢! : i € w) and a
mapping F* : T'— T such that

(i) (Vv e T)(F*(v) € sucer(v)) and
(i) for each ¢ € w there is j(i) > i such that for every j <1

G 4 ) — * *
§10) = 4 and (Vre T w9 7= hyEe ) = Fiy ;(0))-

By () we have that ¢ = (w?,tg,t],...) € Qi (K,X) and it is stronger than p.
Take any n € T with ¢g(n) = Lg(wP) — 1 and let ny = F*(n), ni+1 = F*(1;), and
nt =lim(n;) € [T]. It follows from () and (ii) (e.g. inductively using smoothness)
that for each n € w and v € pos(w?P, td,...,t2_,) we have

(vvtmtn+17"') = GO(”Oa i ) ( ) Kg( ) and
GHGO(no, W), W)f[fg(no) lg(v)) = rl[lg(no), Lg(v))”.

Hence we conclude

¢ ko (x,:) (Y1 = Lg(no) ) (G (G (10, W), W) (n) = r(n)),
finishing the proof. ([

EXAMPLE 1.4.6. Let f:w X w — w be a fast function (for example f(k,{) =
22K(¢ 4-1)). There are a finitary function H and a creating pair (Kj 4.6, 21.4.6) for
H such that

(a) (K1.46,%1.4.6) is local, simple, forgetful and definitely bad (and smooth),

(b) 21.4.6(t) is finite for each t € K1 4,

(c) the forcing notions QF (K1.4.6, 21.4.6) and Q}(Kl_“;, 31.4.6) are not trivial
and thus collapse ¢ onto w.

CONSTRUCTION. Let f:w X w — w be fast. For n € w let k,, = 2/(n+1nt1)
Next, for n € w, let H(n) consist of all pairs (zg, z1) such that

ZOsz*)kn and 21Hk14)2
i<n <n
Immediately by the definition, one sees that H is finitary. Now we define the
creating pair (K1.4.6,X1.4.6) for H. A creature ¢t € CR[H] with mf, > 0isin Kj.46

if:
o dis[t] = (ml,, (AL:ve [ ki), F},F), where
i<mf -1
A, Chpe qforve [ ki
i<mb —1
Ft:{ve ‘<Ht ki :v(mh, —1) € Af»r(mgn—l)} — ks
4 m(itl
Ft{ve .<Ht ki:v(mh, —1) € Air(mgn—m} — 2,
7 mdn
e val[t] consists of all pairs (w,u) € [[ H(@)x [] H(:) such that w < u

; t ; t
Z<mdn ngdn

and if u(mf,) = (20, 2z1) then 29 D F{ and z; D F}.
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o nort] =k, —max{|[4}|:ve [[ Kk}
" i<ml, —1

If t € CR[H], m};, = 0 then we take ¢ to Ky 4 if:
nor(t] = 0, dis[t] = (0,2',4"), where z* € ko, i* < 2, wvallt] = {( (),u )}, where
u € [] H(i), u(0) = (2',i") (both z' and i* are treated here as functions from

i<0
{01

The composition operation 31 4.6 is the trivial one (so X1 4.6(S) is non-empty for
singletons only and X1 4.6(t) = {s € Kj 4.6 : val[s] C val[t]}). Easily (Ki.4.6,%1.4.6)
is a local, simple and forgetful creating pair. Note that if n > 0 and ¢t € Kj.44
is such that m,, = n and A, = 0 for each v € [] k; then nor[t] = k,_; >

i<n—1
f(n,n), so the forcing notions Q% (K1 4.6, 21.4.6), Q} (K1.4.6,%1.46) are non-trivial.
Finally let T = |J [] k; and for v € [] H(:) let Fy(v), Fi(v) be such that
newi<n i<m

v(m) = (Fy(v), F1(v)). It should be clear that T, Fy, F; witness that (K7 4.6, %1.4.6)
is definitely bad. O
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CHAPTER 2

Properness and the reading of names

This chapter is devoted to getting the basic property: properness. The first
two sections deal with forcing notions determined by creating pairs. We define
properties of creating pairs implying that appropriate forcing notions are proper.
Some of these properties may look artificial, but in applications they appear natu-
rally. The third part deals with forcing notions Q%*¢(K,3) (determined by a tree
creating pair). Here, properness is an almost immediate consequence of our choice
of norm conditions. In most cases, proving properness of a forcing notion we get
much stronger property: continuous reading of names for ordinals. This property
will be intensively used in the rest of the paper. Finally, in the last part of the
chapter we give several examples for properties introduced and studied before.

2.1. Forcing notions Q’ (K,Y), Qi (K,X)

Sle e}

DEFINITION 2.1.1. Let (K, X) be a creating pair for H.

(1) Fort € K, mg < mj,, m},, < m; we define the creature s def 4 p [mo,m1)

by:
nor[s] = mnorlt],
dis[s] = (4, mp, mq)(dis[t]),
valls] = {(w,u)e [] H@)x [ H(): (ulmb,,ulml,) € valt] &

1<mg i<my
w < u & (Vi € [mo, mb,) U mi,,m1))(u(i) = 0)}.
[Note that t I [mg, my) is well defined only if val[s] # () above and then
mi, = mo, my, = my.)
(2) The creating pair (K, X)) is omittory if:
(o) if t € K and u € basis(t) then w70y, ¢ ) € pos(u,t) but there is
v € pos(u, t) such that v[[mg,, mip) # Opmy me ),
(Xy) for every (to,...,tn—1) € PFC(K,X) and i < n:

t; r [méﬂl,mtu’gl) € E(to, e ;tn—l)a

(Kg) if t,t " [mo,m1) € K then for every u € basis(t I' [mg,m1)) and
v € pos(u,t I [mg,m1)) we have

o(n) £ 0 & n € [Lg(w),lg(v) = n € [miyml,).

[Note that (X) implies that in the cases relevant for (&), t; P [m[,, mas™)

is well defined.]
(3) (K,X) is growing if for any (to,...,t,—1) € PFC(K, %) there is a creature
t € X(to,...,tn—1) such that nor[t] > max nor|t;].
PRrOPOSITION 2.1.2. If (K,X) is omittory then it is growing.

27
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PROPOSITION 2.1.3. Suppose that a creating pair (K,X) is growing.

(1) Then Qf (K,X) is a dense subset of both Q% (K,X) and Q. (K,X) and
Q} (K, %) (for every fast (see 1.1.12) function f:w x w — w). Conse-
quently whenever we work with growing creating pairs we may interchange
the respective forcing notions as they are equivalent.

(2) Moreover, if g: wxw — w, p € QL (K,X) then there is g € Qf (K, X)
such that p <§'*° q and

(Vn € w)(nor[td] > g(n,m)).
PROOF. Suppose that g : wxw — w and (w, tg, t1,...) € QL (K,3). Choose
an increasing sequence kg < k1 < k3 < ... such that
norfty,] > g(0,m%) and norft,,,] > g(n+ 1, mi)

(exists by 1.1.10(woo)) and choose sg € X(to, ... thg), Snt1 € Ntk 41s-- s thnyy)
such that nor[s,] > nor[ty,] (exist by 2.1.1(3)). Hence (by 1.2.8(2); remember
that we assume (K, ¥) is nice)

def *
q = (w580781a82,"') S Qboo(Kﬂz)

and clearly (w,tg,t1,t2,...) <o q. O

THEOREM 2.1.4. Assume (K,X) is a finitary creating pair. Further assume
that p € QI (K,X) and for n < w we have a Qi (K,X)-name 7, such that
IFos_(k,x) “Tn is an ordinal” and ¢ < w. Then there is ¢ = (wP,so,51,82,...)
such that:

(a) p<§™ qe Qi (K,X) and
(b) if £ <n<w, m<myp" then the condition q approzimates T, at s, (see

1.2.9(2)).
PROOF. Let p = (w?,¢h,¢7,t5,...). Let s; = ¢¥ for i < ¢. Now, by induction
on n > £ we define gy, 85,5, 1,519, ... such that:
(i) ¢ =p,
(ll) anrl (w 50y -5 5n, tZJrla t2+27 t ) € Q;koo(K7 E)
(iil) gn <5°° @ri1
(iv) 1f w1 € pos(wP, sg,...,5n-1), m < myp ' and there is a condition r €

i (K, X), <g*-stronger than (w1, Sy, 1), 1,10 5, ...) which decides the
value of 7,
then the condition (w1, 8,1t 1,10, o,...) does it.
Arriving at the stage n + 1 > ¢ we have defined
qn:(’wp,S(),.. s Sn— 1,tn l,tz_‘_i,...).
Fix an enumeration ((wf,m}) :i < ky) of
pos(w?, 50, .., 8p—1) X (M=t +1)

(since each H(m) is finite, k, is finite). Next choose by induction on k < k,
conditions ¢, € Qi (K,X) such that:

(Oé) qn,0 = Qqn

(B) n,k is of the form (w?, sg, ..., Sp_1,t" k,tm_l,thl, o)

() Gk <n qn,k+1
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(8) if, in Q% (K, %), there is a condition 7 >q (wf, t%%, %5 %5, ..) which
decides (in Q. (/X)) the value of 7,,», then

Jk+1 k41 Jk+1
(w/?JZ + ’t:LH-l 7tz+2 ’) € Q:oo(K)E)

is a condition which forces a value to %mf-"

gk .
(Note: (wy, tmk ol 6y, .. .) € Qi (K, X).)

For this part of the construction we need our standard assumption that (K,X) is

. . 1 1
nice. Note that choosing (wy, t:{’k"‘l, tZ_ff JZ’_{_C; ,...) we want to be sure that
n,k+1 ynk+1 nk+1 %
(wp,So,...,Sn_l,tn 7tn+1 7tn+2 ,...)EQSOO(K,E)

(remember that 1.1.7(b)(ii) might fail). But by 1.2.8(2) it is not a problem. Next,

the condition ¢,41 e Gk, € Qi (K,X) satisfies (iv): the keys are the clause (J)
and the fact that

K41l gmk+l mk+l s Fn gokn gnikn x
(wzv t’ﬁ 7tn+1 7tn+2 ’e ) SOOO (U)Z, tz nvtn+1 ’tn+2 ’e ) € Qsoo(Kv E)'

def def .
Thus s, = %", ¢,,1 and tr = th,’; are as required.

Now, by 1.2.13:
def .
q = (WP, 50,81, ..., 80,8141,-..) = hrrlnqn € Qi (K,%).
Easily it satisfies the assertions of the theorem. O

A small modification of the proof of 2.1.4 shows the corresponding result for
the forcing notion Qf (K, X):

THEOREM 2.1.5. Assume (K, X)) is a finitary creating pair and p € Qf (K, X).
Let 1, be Q% (K, X)-names for ordinals (for n < w), { < w. Then there is a
condition g = (WP, 8o, 81, ...) € QL (K, %) such that
(a) p<¢q and
(b) there is an increasing sequence £ = ko < k1 < ko < ... < w such that if

n<w and m < myy " then the condition q approzimates 7, at sy, .

As an immediate corollary to theorem 2.1.4 we get the following.

COROLLARY 2.1.6. Assume that (K,X) is a finitary creating pair.

(a) Suppose that 7, are Qi (K,X)-names for ordinals and q € Qf(K,X)
is a condition satisfying (b) of 2.1.4 (for £ = 0). Further assume that
g<reQi (K,X), n<lg(w") and r - “r, = a” (for some ordinal o).
Then for some ¢' € Qi (K,X), ¢ <apr ¢’ <o 7, we have ¢' IF“1, = a”.

(Note: {q¢' € Q! (K,X): ¢ <apr ¢'} is countable provided |J H(i) is countable.)
i<w

(b) The forcing notion QX (K, %) is proper (and a-proper for a < wi).

It should be underlined here that 2.1.6 applies to forcing notions Q¥ (K, X) for
finitary growing creating pairs (remember 2.1.3). To get the respective conclusion
for Q. (K, ) we need to assume more.

DEFINITION 2.1.7. We say that:

(1) A weak creating pair (K,3) is simple if ¥(S) is non-empty for singletons
only.
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(2) A creating pair (K,X) is gluing if it is full and for every k < w there is
ny < w such that for every ng < n < w, (to,...,t,) € PFC(K,X), for
some s € X(to, . ..,t,) we have

nor[s] > min{k, norlty],...,nor[t,]}.
In this situation the integer ng is called the gluing witness for k.

The two properties defined above are, in a sense, two extremal situations under
which we may say something on (K,3). The demand “either simple or gluing”
(like in 2.2.11) should not be surprising if one realizes that then we know what may

happen when ¥ is applied, at least in terms of mf,,, mf .

COROLLARY 2.1.8. Assume that (K,X) is a finitary and simple creating pair.
(a) Suppose that 7, are Q% (K, X)-names for ordinals, ko < k1 < ... < w
and q € Qf, (K,%) are as in 2.1.5(b). Suppose that ¢ <r € Q} (K,%),
and r decides the value of one of the names 7, say r - “r, = a”.
Then for some ¢' € Q% (K,X) we have

q<ape ¢s ¢ Ik “fy=a” andd',r are compatible.
(b) The forcing notion Q% (K,X) is proper (and even more).

REMARK 2.1.9. Note the presence of “simple” in the assumptions of 2.1.8. In
practical applications of forcing notions of the type Q. we can get more, see
2.1.12 below.

DEFINITION 2.1.10. Let (K, X) be a creating pair for H. We say that (K, X)
captures singletons if (K,X) is forgetful and for every (to,...,t,) € PFC(K,X)
and for each u € basis(ty)(= [[ H(m)) and v € pos(u,to,...,t,) there is

to
m<mg,

(soy..-,8k) € PFC(K,X) such that (to,...,tn) < (So,...,8%) (see 1.2.4) and

pos(u, so, - .., k) = {v}, mfﬁ1 =mP, mypk = mf;;).

[Note that we put no demands on the norms of the s;’s.]
PROPOSITION 2.1.11. Suppose that (K,X) is a creating pair which captures

singletons (so in particular it is forgetful), p € Qoo (K, %) and 7 is a Qf, (K, %)~
name for an ordinal. Then there is ¢ € Qo (K, %) such that

p <{*q and q decides .
PROOF. Take r € Q% (K,X) such that p < r and r IF 7 = « (for some «).
Look at w": for some n € w we have w” € pos(w?,th,...,t% ). By 2.1.10 we find
80, - - -, Sk such that pos(w?, sg,...,s;) = {w"} and

(wP th, th,..) < (WP, s0, ..., Sk ty,t1,...) def qe Qi (K,X).

Clearly p <J*° g. To show that ¢ IF 7 = a we use our standard assumption that
(K, X)) is smooth. Suppose that ¢’ > ¢ is such that ¢’ |- 7 # a. We may assume that

Eg(wq/) > myk. By the smoothness we have w? Imgk € pos(wP, s, ..., k), and so
w? [myk = w", and w? € pos(w",tg, ..., t;) (for a suitable ¢ < w). Consequently
¢’ > r and this is a contradiction. O

COROLLARY 2.1.12. Assume (K,X) is a finitary creating pair which captures
singletons.
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(1) Let p € QL (K, X), T be QL (K,X)-names for ordinals (for n < w)
and ¢ < w. Then there is a condition q € Q¥ (K,X) such that
(a) p<¢q and
(b) the condition q essentially decides (see 1.2.9(1)) each name 7.

(2) The forcing notion QX (K, X) is proper.

ProOOF. 1) Follows from 2.1.5 and 2.1.11.
2) Follows from 1). O

2.2. Forcing notion Q}(K, Y): bigness and halving

DEFINITION 2.2.1. Let 7 = (r, : m < w) be a non-decreasing sequence of
integers > 2. For a creating pair (K,X) for H we say that:

(1) (K,%) is big if for every k < w there is m < w such that:
ift € K, nor[t] > m, u € basis(t) and ¢ : pos(u,t) — {0,1}
then there is s € X(¢) such that nor[s] > k, and ¢[pos(u, s) is constant.
In this situation we call m a bigness witness for k.

(2) (K,%) is 7big if for each ¢ € K such that nor[t] > 1 and u € basis(?)
and ¢ : pos(u,t) — 7y, there is s € X(¢) such that nor[s| > nor[t] — 1
and ¢ [ pos(u, s) is constant.

REMARK 2.2.2. Clearly, for a creating pair (K, X.), 7~big implies implies big.

To show how the notions introduced in definition 2.2.1 work we start with
proving an application of 2.1.4 to the case when the creating pair is additionally
big and growing.

PROPOSITION 2.2.3. Assume (K,X) is a finitary, growing and big creating pair.
Ifpe Q (K,X), plk“T <m”, m < w then there is q, p <¢ ¢ € Q% (K,X) such
that q IF“7 = myg” for some my.

PROOF. Let h € w® be such that h(k) is a bigness witness for k (remember
that (K,X) is big, see 2.2.1(1)). Note that 2.1.4 + 2.1.3(2) give us a condition
p = (wP, so, 1, S2, - . .) € Qi (K, X) such that p <™ p’ and

(@) mor[s,] > h(mpos(w®.so.se-)D (m3 4 1) for all ¢ < w and

(8) p’ approximates the name 7 at each n < w.
Using iteratively the choice of h(k) we will have then

() for every ¢ < w and each function
d: {{u,v) : u € pos(w®, sq,...,80-1) & v € pos(u, sp)} — m+1
there is a creature s € X(s,) such that nor[s] > m, and
d T {{u,v) € dom(d) : v € pos(u, s)}
depends on the first coordinate only.

(Since, as usual, we assume that (K, X) is nice, we have in () above that basis(s) 2

pos(w?, sg, ..., S0—1).) ,
Now apply (v) to find s}, € ¥(s¢) (for £ < w) such that nor[s}] > m3, = mJ
and for every u € pos(w?, s(,...,sy_;) we have

(0) for each vg,v1 € pos(u,sy), i <m

’ ’ . . . ’ ’ . .
(V0 Spp1>Spqns---) IFT =4 f (vi,8p,1,8040,...) IFT =1i.
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Look at ¢ % (wP, 8§, 81, 85, -..). First it is a condition in Q}(K,X) as (K,X) is
nice and s} € X(s¢), nor[sj] > mj%l. To show that

(Imo < m)(q -7 =my)
take a condition r = (wi,tg,t1,...) > ¢ such that r decides the value of 7,
wy € pos(w?, s, ...,s;_;) and £ is the smallest possible. By (3) we know that

the condition (wy, s}, sy, ,...) forces a value to 7, say mg. We claim that £ = 0,
i.e. w; = wP (which is enough as then ¢ decides the value of 7). Why? Suppose that

£ > 0 and look at the requirement (d) for £ —1, u = wy | mffn’l. By the smoothness
u € pos(wP, sy, ...,s;_5) and consequently, by (d), for each v € pos(u, s, ;) we
have
(v, 84y Spi1s---) IF T =mo.
Applying smoothness once again we note that for each w € pos(u,sj_y,s},...,s})
w [ mi €pos(u,sy_y) and w € pos(w [ mi, sy, ..., 8%).
Hence for each such w we have

’
Se ol o - _
(w [ mg,sp Spp1s---5) IFT=mg and

’
(w7 S;chl? S;c+27 e ) 2 (w F m:liﬂ S/Z7 S/Z+17 e )

and so

(W, Spyy1s Spgas - - -0 ) IF T =mg.
Hence we may conclude that (u, sj_4, s}, ...) IF 7 = mg which contradicts the choice
of ¢. O

REMARK 2.2.4. One may notice that the assumptions of 2.2.3 are difficult to
satisfy in most natural cases. First examples of growing creating pairs one has in
mind are omittory creating pairs. However, if we demand that an omittory creating
pair (K,X) is smooth then we get to

te K & uebasis(t) = w Opy me ) € pos(u,t).

This excludes bigness as defined in 2.2.1. Thus it is desirable to consider in this
case a weaker condition, which more fits to specific properties of omittory creating
pairs.

DEFINITION 2.2.5. An omittory creating pair (K, X) is omittory—big if for every
k < w there is m < w such that:
ift € K, nor[t] > m, u € basis(t) and ¢ : pos(u,t) — {0,1} then there is s € ()
such that nor[s] > k and c[(pos(u, s) \ {O[T,LG,mtp)}) is constant.

u

We may call m an omittory-bigness witness for k.

PROPOSITION 2.2.6. Assume (K,X) is a finitary, omittory and omittory-big
creating pair. Suppose that p € Q* (K, %), plF“F <m”, m < w. Then there is a
condition q € Qf (K, %) such that p <J* q and q decides the value of 7.

ProOOF. We start as in the proof of 2.2.3, but in () there we say that
d | {{u,v) € dom(d) : v € pos(u, s) & (Fk € [lg(u),Lg(v)))(v(h) £ 0)}

depends on the first coordinate only, and therefore we get s, € ¥(s,) as there but
with (J) replaced by
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(0)~ for each vg,v1 € pos(u,sp) \ {0 . o }i<m
(Mg )

’ / . . . / / . .
(V0, Spp1>Spqns---) IFT =14 if  (vi,8p,1,8040,...) IFT =1i.

Now comes the main modification of the proof of 2.2.3. We choose an infinite set
I = {ig,41,12,...} Cw such that for every i < m we have

) L s
ift k<l </V <w,w € pos(w?,sg,...,s; ), vo € pos(w,s;, I [Mup , Mup )),
’ % ,
vi € pos(w, s}, " [mugd g’ )), and

’ ’ ’ ’

(3m € [ma!smug))(vo(m) #0) and  (3m € [mg!mug’))(vi(m) #0)
then:  (vo, s, 1,8},40,.-)IFT =1 M (vi,8,41,8],40,...) FT =1

and a similar condition for the case of w = w?, 0 < £ < ¢’ < w. The construction
of the set I is rather standard (by induction) and it goes like in the proof of the
suitable property for the Mathias forcing (see e.g. [BaJu95, 7.4.6]). Next we look
at

def o S Sig S Siy S
q é (wp’ 5;0 ’—) [mfl(;n mu}?), 5;11 V [muf,) 9 mupl )7 5;12 |—> [mupl ) mu];? )7 . )
It should be clear that it is a condition in Q7 (K, ¥) which is <{>*-stronger than
p. Note that, as (K,X) is omittory (remember the demand (Xy) of 2.1.1(2)), by

the choice of the set I we have

. 1 1
if wy € pos(w?,td,....t}), k <w, wil[mg,mdy) = 0[ @ and
dn>TMup

the condition (wi,t{ |, t},,,...) decides the value of 7
q
then (wy [mzfn, thth 1 th o, .. .) does so.
Now, like in 2.2.3 we show that the condition ¢ decides the value of 7, using the

remark above and the choice of the set I. O

DEFINITION 2.2.7. Let (K, X) be a creating pair.
(1) We say that (K,X) has the Halving Property if there is a mapping
half : K — K

such that
(a) for each t € K, half(t) € ¥(t) and nor[half(t)] > inorlt],

(b) if to,...,t, € K, min{nor[t;] : i < n} > 2 and a creature ¢t €
Y(half(tg), ..., half(t,)) is such that nor[t] > 0 then there is s €
Y(to,...,t,) such that

nor(s] > min{%nor[ti] :9<n} and (Yucbasis(ty))(pos(u,s) C pos(u,t)).

(2) We say that (K,X) has the weak Halving Property if there is a mapping
half : K — K which satisfies (a) above and
(b)™ if tp € K, nor[ty] > 2 and t € X(half(ty)) is such that nor[t] > 0
then there is a creature s € X(tp) such that

nor|s] > %nor[to] and (Yu € basis(to))(pos(u, s) C pos(u,t)).

(3) Whenever we say that (K, X) has the (weak) Halving Property we assume
that the function half : K — K witnessing this is fixed.
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REMARK 2.2.8. Remember that we standardly assume that creating pairs are
nice, so in 2.2.7(1b), 2.2.7(2b~) we have basis(ty) C basis(t) and basis(tg) C
basis(s). Of course, the Halving Property implies the weak Halving Property.
Moreover, the two notions agree for simple creating pairs.

Our next lemma shows how we are going apply the Halving Property.

LEMMA 2.2.9. Assume that (K,X) is a creating pair with the Halving Property
(witnessed by a mapping half : K — K ). Suppose that f :w X w — w is a fast
function, 7 is a Q} (K, X)-name for an ordinal, n <w, 0 <e <1 andp € Q}(K,X)
is a condition such that

. t7
(Vi € w)(nor[t!] > - f(n,my,))-
Further assume that there is a condition r € Q}(K,X) such that
(Vi € w)(nor[t}] > 0) and (wP, half(8), half(t?),...) </ r  and

7 essentially decides 7 (see 1.2.9). Then there is a condition ¢ € Q}(K,X) such
that

(Vi € w)(nor[t!] > ~f(n7m§n)), D <£ g and q essentially decides 7.

| ™

PRrROOF. First note that the niceness implies that (w?, half(¢5), half(¢}),...) is
a condition in Q} (K, ¥) (by 2.2.7(1)(a) and 1.2.8(2); remember that f is fast). Now

suppose that r € Qf(K Y)) is as in the assumptions of the lemma. Take m < w so

large that
(Vu € pos(w?, tg, ... t5,_1))((u,ty,, thy g1, - - -) decides the value of 7)  and
: o € r
(Vi > m)(nor(t}] = f(n,my,))

(for the first requirement remember that (K,Y) is smooth; the second is possible
since € < 1). Next choose integers 0 = ip < i1 < ... < iy—1 < iy, such that

(Ve <m)(t; € B(half(t]), .. half(tle )

Applying the Halving Property (see 2.2. 7(1b); remember that we have assumed
nor(t;] > 0 for each £ € w) we find s, € X(t], ... ,tf’ 1) (for £ <'m) such that
nor(s,] > min{inor[t!] : i, <i<ipq} and

(Vu € basis(t},)) (pos(u, s¢) € pos(u, t})).

Then easily

def
G (WP, 805y Sm—1ytiys b1y .) € Q3 (K, %), p<[j)c g and

q

(Vi € w)(nor[t!] > % Fln,mfi))

(for the last statement remember that f is fast so f(n,-) is non-decreasing). More-
over q essentially decides the value of 7 as

pos(w?, sg, ..., Sm—1) C pos(wP, t5, ..., t0. _1).
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REMARK 2.2.10. One could ask why we cannot in the conclusion of 2.2.9 require
that simply nor[t]] > %nor[tf] (for j chosen somehow suitably, e.g. such that

q p
ti

mg, = mzjn). The reason is that “the upgrading procedure” given by 2.2.7(1b)

tak?ss care of possibilities only: no other relation between s,t¢ there is required.
In particular we do not know if X(¢) N X(s) # 0. Consequently, if we apply this
procedure to all m (replacing each ¢, by suitable s,,) then we may get a condition
incompatible with r.

THEOREM 2.2.11. Assume that a creating pair (K,X) for H is finitary, 2-big
and has the Halving Property. Further suppose that a function f:w X w — w is
H-fast and that (K,X) is either simple or gluing (see 2.1.7). Let T, be (@;(K, Y)-
names for ordinals (for m € w), p € Q}(K,X) and n < w.

Then there is a condition q € Q*JZ(K7 ¥) such that p <} q and q essentially decides
(see 1.2.9) all the names Tp, (for m € w).

ProOOF. Let (K,Y) and f be as in the assumptions of the theorem.

CrAamm 2.2.11.1. Suppose that 7 is a Q;(K,E)-name for an ordinal, n < w, a
condition p € Q}(K,X) and a real € are such that

glpos(w? )| | g—en(mil) o o <

(where pr(€) = | [T H(3)|, see 1.1.12), and
i<l
nor[t!] >1 and (Vi > 0)(nor[t!] > =- f(n+1,m})).
Then there is a condition q € Q}(K,X) such that p <l q, t € R(t?), nor|tl] >

nor[th] — 1, q essentially decides the value of T and

(Vi > 0)(nor[t]] > ° f(n+ 1,m§n)).

= glpos(wr )] |
Proof of the claim: First note that our assumptions on ¢ (and the fact that f is

P
H-fast) imply that if ¢ € K is such that mf, > mgln and

nor[t] > ———— -
Qlpos(wr.13)]

f(n+1,mb,)
then
nor[t] > f(n,mp,) + eu(my,) + 2.

Let {w?, : m < mg} enumerate pos(w?,th). We inductively choose conditions pl,
for m < mg such that

(@) pg = (wgvtzljvtgv o)
) if there is a condition r € Q% (K, X) such that p® <q r and
f m

. r € t;
(Vi € w)(norlt]] > om+1 fn+1,mg,)))
and r essentially decides 7 then we choose such an r and we put

0 o 0 rogr
perl - (wm+1vt07t17 .. ~)7

(v) if we cannot apply the clause (5) (i.e. there is no r as above) then

0 (0]
Prsr = (wp g, half (™), half (7). .).
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[For the sake of the uniformity of the inductive definition we let wy,, to be e.g. w.]
Note that by the niceness there are no problems in the above construction (i.e.
ph, € Q3(K,%)). Let c: pos(w?, tf) — 2 be such that

c(w

0y = 0 if the clause (3) was applied to choose p?, . 1,
m 1 otherwise.

Due to the bigness of (K,X) we find a creature so € X(t5) such that ¢ is constant
on pos(w?, sg) and nor[sy] > nor[th] — 1. Note that

0 0 0
g (WP, 50,800,110, 15, ..) € QH(K,X)
(the niceness applies here once again, see 1.2.8; the norm condition should be
obvious as p, € Q}(K,3)). Moreover
0

(0] Pm,
pmo € 0

norlt fn+1, mg"n )

= olpos(wr th)| -

and hence, in particular,
o o (o
nor[t,"°] > f(n,mq, )+ eu(md, )-+2.
If the constant value of ¢ | pos(w?, sg) is 0 then easily the condition ¢ satisfies the
requirements of the claim (use 1.2.10).

So we want to exclude the possibility that the constant value is 1. For this
assume that it is the case. First note that then, due to the way we constructed
p?n07 we may apply lemma 2.2.9 and conclude that there are no u € pos(wP?, sp) and
r € Q}(K,¥) such that nor[t]] > 0 for all i € w and

0 0
(u, tgm“ , tfm” ,...)<or and r essentially decides the value of 7.
Now we inductively choose an increasing sequence ¢y < ¢; < ... of integers, crea-
tures si, S2,... € K and conditions pg, p1,... € Q}(K7 %) such that

(1) po = g (defined above), ¢, = 0,
(2) lgy1 is such that €1 > ¢ and

(¥i > Oy 1) (mor[t?] > f(n+ k+2,mf ),

(3) si =t for i < ¢ and nor[tV*] > f(n + k,mff:) + @H(mZ‘:) + 2 for
7> fk,
(4) there are no u € pos(w?, so, ..., s¢, ) and r € Q} (K, X) such that
(Vi € w)(nor[t]] > 0)
and (u,t}* )" 5, ...) <o and r essentially decides 7,
(5) for i € (bg, L], s; € B(t*) and nor[s;] > f(n+ k,my.),
(6) nor[sy,,,] > f(n+k+1,m ") and py <] pri1.
Suppose we have defined ¢, pr and s; for i < £;. Choose {1 according to the
requirement (2) above. Fix an enumeration

k. _ Pk Pk
{wy, :m <my} = pos(wp,so,...,5gk,tek+1,...,tZHl).

.
We inductively choose conditions p¥, € Q}(K,X) (in the way analogous to the

construction of p? ’s):

(a)k pIOC = (w§7 t§:+1+17 t§:+1+27 M ')7
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(B)x if there is a condition r € Q}(K, X) such that p, <o r and

(Vi € w)(nor[t]] > Cfn 4 k+2,m)

— 2m+1
and r essentially decides 7 then we choose such an r and we put
k k
Pm+1 = (wm+17t67 g? .- ')7
(7)x if we cannot apply the clause (8)) then
k k
g1 = (Wi p, half (™), half (677), ...

As previously, due to the assumptions about (K,X), we can carry out the con-

1 otherwise.

struction. Let ¢ @ pos(wP, s0,. .., 80,15 15 ,té’fﬂ) — 2 be a function such
that
k\ | 0 if the clause (8)x was applied to choose pF, 4
ck(wm) -

Applying successively 2-bigness (to each t¥* for i = {41,041 — 1,..., 0k + 1) we

find creatures sy, y1,...,S¢,,, such that for each i € [£} + 1, £341]

s; € B(t]*) and  mor[s;] > nor[t]"] — [pos(w’, so,.. ., S, tpr gy )]
and for each u € pos(w®, sq,...,8¢,,50,41,---,5¢,,,) the value of ¢;(u) depends
on u | mff;,’“ only. If the constant value of ¢y [ pos(v,se,41,.-.,5¢,.,,) (for some
sequence v € pos(w?, sg, ..., g, )) is 0 then easily

ok, Dk
(U7 Sek+17 ttt 8[k+1 ’ tomk Y tlmk P ) € Q?(K7 Z)

k k
(remember that (K,X) is nice), it is <o-stronger than (v,tj |t} L ,,...) and it
essentially decides 7 (by 1.2.10). This contradicts the inductive assumption (4). So
the constant value is always 1 and consequently c [ pos(w?, s, ..., 80,5 50,,,)
is constantly 1. Put

k

def  p Py, pf"’k *
Prr1 = (WP, 80,00, 80,,,,10"" 1", .) € QK D).
Note that for all 1 € w

k k
Pnk Pmk

k 7 )
nor[t;"*] > f(n+k+1,mg, ) +eu(mg, )+2
and thus pyy1 satisfies (3). By the construction (and 2.2.9) the condition py4
satisfies the inductive requirement (4) (for k¥ 4+ 1). Since f is H-fast we have that
for i € [lx + 1,¢k41] (by the inductive assumption (3))
Pl+1

nor[t!* '] > nor[th*] — \pos(wp,so,...,Sgk,tfl’:ﬂ,...tff1)| > f(n—i—k,mgin ),

and for i > £
Pr+1

nor[t?’““] > fn+k+ 1,mffn )
and (if k£ > 0)

7
nor(ty*] = nor[sy,| > f(n + kymgk).

Hence py, §£ Pik+1. Moreover nor(sy, ] > f(n+k+ 1,m3if“ ). Thus the require-

ments (5) and (6) are satisfied.
Finally look at the limit condition

*

p" = (wP,s0,81,...) = Eéﬁp’“ € Qi (K, X).
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Now we have to distinguish the two cases: (K,3) is simple and (K, X) is gluing.

If our creating pair is simple then we take a condition r > p* which decides the
value of 7 and such that nor[t]] > 0 for all i € w. We may assume that for some
k € w we have w” € pos(w?, so, ..., ss,). Then (w", 17", ,, 47" 5,...) <o 7 and this
contradicts the assumption (4) about p.

Now suppose that (K,X) is gluing. Note that choosing f;1 we may take it
arbitrarily large. So we may assume that (additionally) €41 — £) is larger then the
gluing witness for f(k,mu). Then we find Sp1 € X(86,415- - -5 8¢,,,) such that

nor|sy ;] > min{f(k, mii,’“ ),nor[sg, 11],...,nor[sq, ]} = f(k, mii,’“ ).

Put s§ = s and consider the condition

ok Dok ok F *
P = (wP, 85, 87,85, ...) =D

Now we finish choosing the r as earlier above p**. The claim is proved.

CLam 2.2.11.2. Suppose that 7 is a Q}(K, X)-name for an ordinal, n < w and
p € Q}(K,E). Then there is q € Q?(K,Z) such that p <! q and q essentially
decides T.

Proof of the claim: Take ig < w so large that
(Vi > ig) (mor[t!] > f(n +1,mf,)).

Let {wy, : m < m*} enumerate pos(w?, g, ..., t} ). Choose inductively g, &5, (for
m < m*) such that
qo is given by 2.2.11.1 for (wo,t} 1, t) 1 5,...), €0 =1

1= ———p—— Emy1 = S (for m > 0),

m
2|pos(1uo‘t?0+1)\ ’ Im—1

gm+1 1s given by claim 2.2.11.1 for (w41, 8™, 9™, ..), Emy1-
Note that arriving at the stage m + 1 < m* of this construction we have
tQm
[pos(wo, tf, 1) + Y Ipos(wer, 1§°)] < wrlmg, ),
<m

SO €,,41 satisfies the respective demand. Moreover,

am

am
nor[ti™] > epq1 - f(n+ 1,mi{’n ) > f(n, mzfn ) for i >0, m <m”,
and for each m < m*
am
nor[t§"] > nor[th ] —m > fn,m") +2.
Consequently we may carry out the construction and finally letting

def * *
= p 4P dm*—1 49m*—1
S (P 8, AR T )

we will clearly have a condition as required in the claim.

Applying inductively claim 2.2.11.2 to 7,,, and n + m we finish the theorem (using
1.2.13 and 1.2.10). (]

COROLLARY 2.2.12. Suppose that a creating pair (K,X) is finitary, 2-big and
has the Halving Property. Further assume that it is either simple or gluing. Let
firwxw — w be an H-fast function. Then the forcing notion Q}(K, X)) is proper.
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2.3. Tree—creating (K,Y)

PROPOSITION 2.3.1. Lete <3, n < w, p € QU (K,Y) and let A C TP be an
antichain in TP such that (Yn € A)(3v € F2(p))(v < n). Assume that for each
n € A we have a condition ¢, € Q°(K,X) such that p < qn and

if e =1 then {t)" : v € T & nor[t}"] <n} C {t?:v € TP}.
Then there exists ¢ € Q°°(K,X) such that p <, q, AC T, gl = gy forne A
and if v € TP is such that there is non € A withn < v then v € T? and t5, =t2.

DEFINITION 2.3.2. Let (K, X) be a tree-creating pair for H, k < w.

(1) A tree creature t € K is called k-big if nor[t] > 1 and for every function
h : pos(t) — k there is s € X(t) such that h[pos(s) is constant and
nor(s] > nor[t] — 1.

(2) We say that (K,X) is k-big if every ¢ € K with nor[t] > 1 is k-big.

REMARK 2.3.3. The difference with 2.2.1 is not serious - we could have inter-
fering.

DEFINITION 2.3.4. A tree creating pair (K, ) is t-omittory if for each system
(s, :v e T) C K such that T is a well founded quasi tree, root(s,) = v, pos(s,) =
sucer(v) (for v € T) and for every vy € T' such that pos(s,,) C max(T) there is
s € X(s, : v e T) such that

nor[s] > nor[s,,] —1 and pos(s) C pos(s,,).

REMARK 2.3.5. The name “t-omittory” comes from “tree—omittory”: it is a
natural notion corresponding to omittory creating pairs for the case of tree—creating
pairs. The main point of being t-omittory is that if p,q € Q¥**(K, ), p < ¢ then
we have a condition r € Q¥*°(K,X) such that p <§ r and dcl(T") C del(T?) and
th, =t for each v € T", root(r) < v. [Why? Let n = root(q) and let 7* C T? be a
well founded quasi tree such that

(Vv € T*)(sucep- (v) = pos(t?)), and root(T*) =7, and theXt) ve ).

Let T~ = {root(p)} U U{pos(t)) : v <t n & v € TP} Upos(tl). Clearly T~ is a well
founded quasi tree and we may apply 2.3.4 to (t%, tP v <an&veTP)andn. Thus

we get t7 .y € B(t], 1 v <4 & v € T?) such that pos(t], ) S pos(t]). Note
that, by transitivity of X, t7 . € X(t] : v € T-UT*). Forv e POS (7, 01(p) let

t" =t and so on. Easily, this defines a condition r as required.]
Moreover this property implies that QY®¢(K, ) is dense in QY*¢°(K, ).

LEMMA 2.3.6. Suppose (K,Y) is a tree—creating pair, e < 3, p € Qr¢(K, ),
n <w and 7 is a QY (K, X)-name for an ordinal. Further assume that if e = 2
then (K,X) is bounded (see 1.3.3(4)). Then:

(1) There exist a condition q € Q*°(K,X) and a mazimal antichain A C T
of T? such that:
(@) p< q
(B) for every n € A the condition ¢! decides the value of T,
(v) A is an e-thick antichain of T? (see definition 1.3.7).

(2) Assume additionally that either e = 0 and (K, X)) is t-omittory or e = 1
and (K,X) is 2-big. Then there are ¢ € QU*°(K,X) and a front F of T
satisfying clauses () and (B) of (1) above.
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PrROOF. 1) Put

Ag={veTr: (Ine F(p))(n<v) and there is ¢ € Q°°(K,X) such that
plv] <§ ¢, q decides the value of 7 and
if e = 1 then (Vn € T9)(nor[t}] > n)}.

Cram 2.3.6.1. (Vr e QU(K,X))(p<r = AoNT" #0).

Proof of the claim: Suppose r € QU*(K,Y) is such that p < r. We may
assume that r decides the value of 7 and if e = 1 then additionally we have (Vn €
T")(nor[ty] > n) (by 1.3.8(3)). Now, as Fp(p) is an e-thick antichain of T? (see
1.3.8(4), (6); remember that if e = 2 then we assume that (K, ) is bounded), we
find v € T" such that (3n € F2(p))(n < v). Look at the condition r*): it witnesses
that v € Ayp.

Thus

A (v e Ay there is no v/ < v which is in Ag}
is an e-thick antichain of T? and for each n € A we may take a witness g, for
n € Ag. Now apply 2.3.1 to find ¢ € Q**¢(K, ¥) such that p <¢ ¢ and ¢ = gy for

n € A.

2) If e =0 and (K,Y) is t-omittory then for each v € F!(p) we may choose a
condition ¢, >¢ p*! deciding the value of 7 (see remark 2.3.5). Now apply 2.3.1.

Assume now that (K,X) is 2-big, e = 1. Let

A, {veT?: (3IneFp)(nQv) and there is ¢ >¢ pI*! such that

{td:p €T & nor[tl] <n} C {th:pe TP} and
there is a front F of T with (Vp € F)(q”! decides 7)}.
Our aim is to show that F!(p) C A; which will finish the proof (applying 2.3.1
remember that F!(p) is a front of TP “above” F2(p)).
Fix no € F,(p). For each no < n € T? such that nor[t?] > 1 the creature t? is
2-big so there is s, € ¥(t}) such that nor[s,] > nor[t)] — 1 and
either  pos(s,)N A1 =0 or pos(s,) C A;.

Cram 2.3.6.2. Ifno I n € TP, nor[th] > n + 2 and pos(s,) N A1 # () then
ne Al.

Proof of the claim: By the the choice of s, we know that then pos(s,) C A;
so for p € pos(s;,) we may choose a condition ¢, and a front F” C T9% witnessing
p € A;. Look at the quasi tree

et {n} Upos(s,) U U T,
pEPOS(sy)

It determines a condition r € Q"**(K, ¥). It follows from the assumption nor[th] >
n + 2 that nor[s,] > n and therefore

{tf, veT" & nor[tf,] < n} C {tlzj e Tp[n]}.

Hence the condition r together with F" =  |J  F” (which is clearly a front of
pEPOS(sy)
T") witness that n € Ay, finishing the proof of the claim.

Now we construct inductively a condition ¢:
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root(T7) = 1o, T4 C TP,

if v € T? and nor[t?] < n + 2 then t? = t¥, succrq (V) = pos(t?),

if v € T? and nor[t?] > n + 2 then t? = s, and succyq (v) = pos(sy,).
It should be clear that ¢ € Qi™*°(K, %) and

{t?:veT! &nor[tl] <n} C{th v e Tp[no]}.

CrLAIM 2.3.6.3. B {neTt:(WweT?)(n<dv = nor[tl]>n+2)} C 4.

Proof of the claim: Suppose that n € B. Take a condition r € Q'"¢(K, ),
¢ < r which decides 7. We may assume that (Vv € T7)(nor[t]] > n + 2) (by
1.3.8(3)). Consequently § = {t/, : v € T" & nor[t]] < n} C {¢¥ : v € TP} and
root(r) € A;. But now we note that for each v € T9, if n < v < root(r) then
nor[t?] > n+2 (as n € B) and t = s,,. Thus we may apply 2.3.6.2 inductively to
conclude that all these v, including 1, are in A;, finishing the proof of the claim.

Cram 2.3.6.4. Ifne€T?, n¢ Ay then there is v € pos(t]) such that v ¢ Ay.
Proof of the claim:  Should be clear.
CrLAM 2.3.6.5. 19 € A;.
Proof of the claim:  Assume not. Then we inductively choose a sequence
no<<m <me <...eT1?

such that
(Vi € w)(m; ¢ A1 & nor[t] | <n+2).
For this suppose that we have defined 1; ¢ A;. Take n* € pos(t],) \ A1 (possible by

2.3.6.4). By claim 2.3.6.3 we know that n* ¢ B so there is v € (T%)[""] such that
nor[t] < n+ 2. Let 1,41 be the shortest such v, i.e. 7,41 is such that

neT?&n" In<Anip1] = mnor[t]] >n+2 and mor[t! | <n+2.

By repeating applications of 2.3.6.2 we conclude that 7,41 ¢ Aj, as otherwise

77* € Al.
Now look at the branch through 7'? determined by (n; : i < w) — it contradicts
q € Qf"*°(K,X). This finishes the proof of the claim and the lemma. O

THEOREM 2.3.7. Suppose (K, ) is a tree—creating pair, e < 3, p € Q¢ (K, ).
Further suppose that if e = 2 then Y is bounded. Letn < w and let 7, be QU¢¢(K, Y)-
names for ordinals (for k € w). Then:

(1) There exist a condition q € Q¥*°(K,X) and e-thick antichains Ay C T
of TY such that for each k € w:
(@) p<5 g,
(B) for every n € Ay, the condition q[" decides the value of Ty,
(7) (¥ € Agsr)(Fn € A)(n < v).

(2) If either e =0 and (K,X) is t-omittory or e =1 and (K,X) is 2-big then
there are ¢ € QU°*(K,X) and fronts Fy, of T such that for each k € w
the conditions (a)—(v) of (1) above are satisfied.

PRrROOF. This is an inductive application of 2.3.6 and 2.3.1 (and 1.3.8 + 1.3.11).
O
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LEMMA 2.3.8. Let (K,X) be a tree—creating pair, 7 be a QY°°(K,X)-name for
an ordinal, p € QY°(K,X), n < w. Then there are a condition q € Q¥ (K, )
and a 3—thick antichain A CTP of TP such that ¢ > p and

() ("peAH(WweTP)(van = veTl&tl=th),
(B) for every n € A the condition ¢! decides the value of T,
(v) (Ve AV eT:)(n<v = nor[tl]>n).

ProOF. Look at the set

B {ne€TP: thereis a condition ¢ > pl" such that root(q) =,

(Vv € T?)(nor[t?] > n) and ¢ decides the name 7}.
Easily, BNT" # () for every condition 7 > p. Hence the set
AY Y eB:~(IweB)(van)}
is a 3—thick antichain of TP. Now we finish in a standard way. |

THEOREM 2.3.9. Let (K,X) be a tree—creating pair, 7, be Q§°¢(K,X)-names
for ordinals (for k < w) and p € Q§°°(K,X). Then there are a condition q €
Qiree(K, X)) and 3—-thick antichains Ay of TP such that ¢ > p and for every k € w:

() Ay CT1,

(B) if n € Ay then ¢ decides Ty,

() (Vv € Agy1)(3n € Ax)(n < v).

PRrROOF. Build the condition ¢ by induction using 2.3.8. d

COROLLARY 2.3.10. Ife < 4, (K,X) is a tree creating pair which is bounded if
e =2, and |J H(i) is countable then the forcing notion QY¢(K,X) is proper (and
1€Ew
even more).
ProOF. By 2.3.7, 2.3.9 (or rather the proofs of them) and the definition of
thick antichains (remember 1.3.9). O

LEMMA 2.3.11. Assume that (K,X) is a 2-big tree—creating pair, n < w, and
p € QF°(K,X). Then there are q € Qi*(K,X) and a front F of T? such that
P §711 q and
(VweF)(VpeT9)(v<dn = mnor[t]] >n+1).
PRrROOF. It is like 2.3.6(2). We consider the set
A} €of {veT?: (3Ine Flp)(n Q) and there is ¢ >¢ pI*) such that
{ti:peT9 & nor[t]] <n} C{th:pe TP} and
there is a front F' of T with
(Vpe F)(YneT?)(p<2n = mnorft]] >n+1)}.
We proceed exactly as in 2.3.6(2) to show that F!(p) C Aj. O
COROLLARY 2.3.12. Suppose that (K,X) is a 2-big tree creating pair, n < w,
p € Q"°(K,X). Then there are q¢ € Q{**°(K,X) and fronts F,, of T? (for m € w)
such that
p<lq and (MmeTH(VweF,)(vdn = nor[t%] >m).

Hence, in particular, Q¢ (K,X) is dense in Q{e¢(K, ).
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2.4. Examples

In this part we will give several examples of weak creating pairs, putting some
of the known forcing notions into our setting. It seems that the main ingredient of
any application of our technique is, next to an appropriate choice of the function
H, the definition of the norm we use to measure possibilities. Often such a norm
is an application of a particular type of pre-norms.

DEFINITION 2.4.1. A function H : P(A) — R2% is a pre-norm on the set A
(or rather P(A)) if
(a) BC C C Aimplies H(B) < H(C)
(b) H(A) >0 and if a € A then H({a}) < 1.
A pre-norm H on A is nice if additionally
(c) if BCCCA, HC) > 1 then either H(B) > H(C)—1or H(C'\ B) >
H(C)-1.
DEFINITION 2.4.2. (1) For a non-empty finite set A we let dp®(A) = |A|.
(2) For a finite family A C [w]<% such that (Va € A)(Ja|] > 1) we define
dp'(A) € w by the following induction
dp'(A4) >0 always,
dp'(A) >1 if A#90,
dp'(A) > n+2 if for every set X C w one of the following conditions holds:
dpl({aeA:agX})zn—i-l or
dp'facA:aCw\X})>n+1.

(3) For a non-empty finite family A of non-empty subsets of w we let
dp®(A) = min{|I| : (Va € A)(anN T # 0)}.
(4) For n € w, i < 3 and A in the domain of dp’ we let
dpj, = logs,,, (dp'(A4)).

PROPOSITION 2.4.3. (1) Let i < 3, n € w. Suppose that A is a finite set
in the domain of dp' such that dp,,(A) > 0. Then dp;,[P(A) is a nice
pre-norm on P(A).

(2) If H is a nice pre-norm on P(A), r < H(A) 1is a positive real number and
H" : P(A) — R20 is defined by
H"(B) = max{0,H(B) — r} for B C A,
then H" is a nice pre-norm on P(A).
ProOF. 1) Note that (in all cases), if B,C C A then
dp’(BUC) < dp'(B) +dp'(C).

The only unclear instance here might be ¢ = 1, but note that if (JA C [mg, m1),
B C A then

dp'(B) > k42 if and only if
for every partition (I; : £ < £) of [mg,m1), £y < 281 there are
be B and ¢ < {3 such that b C I,.

2) Check. O
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REMARK 2.4.4. 2.4.3(2) will be of special importance when defining creating
pairs with the Halving Property. Then we will use H" for r = |2 H(A)] (see 2.4.6,
4.4.2 and 7.5.1).

Our first example of a creating pair recalls Blass—Shelah forcing notion applied
in [BsSh 242] to show the consistency of the following statement:

if D1, D3 are non-principal ultrafilters on w

then there is a finite-to-one function f € w* such that f(Dy) =

f(D2).
(The suitable model was obtained there by a countable support iteration of forcing
notions close to QX (K3 45,25 4 5) over a model of CH.)

EXAMPLE 2.4.5. Let H(m) = 2 for m € w. We build a full, omittory and
omittory—big (and smooth) creating pair (K 4.5, ¥2.45) for H.

CONSTRUCTION. A creature ¢t € CR[H] is in Ky 45 if m}j, +2 < mflp and there
is a sequence (A, :u € T[] H(i)) such that for every u € [] H(3):
i<mb i<mb
(o) Al is a non-empty family of subsets of [m},,m!), each member of Al
has at least 2 elements,
(8) (u,v) € val[t] if and only if
u<ve [[ H(i) and {i € [mh,,m},) :v(i) =1} € AL, U {0},
i<mf,
(v) norft] = min{dpy(4,) :u e [I H()}.
i<mtdn
[Note that we do not specify here what are the dis[t] for ¢ € Ko 45. We have a
total freedom in this, we may allow all possible values of dis[t] to appear.]
The composition operation Yo 45 on K 45 is defined as follows. Suppose that

to,...,tn € K545 are such that mf;’p = mffn“ for i < n. Then

s € Yo a5(to,...,ty) if and only if

sp = mip and for every (u,v) € valls]

for each i < n we have (vIm{,vI) € vallt;].

s to
s € Kaus, mj, = mg,, m

It is an easy exercise to check that (Ks.4.5,%2.4.5) is a full, omittory, smooth and
omittory—big creating pair (for the last property use 2.4.3). Note that the forcing
notion Q7 (K2.4.5,Y2.45) is non-trivial as for each mg < mg + 2" < m; there is
t € K3.4.5 N CRypny m, [H] such that nor[t] = logy(n + 1).

One may consider a modification of (Ks4.5,%2.4.5) making it forgetful. For
this we let K3, = {t € Kous : (Vug,us € Ht H(i))(Al, = Al )} and

<mg,
23_4_5(150, e ,tn) = 22_4.5(250, . 7tn)ﬂK§.4_5 (fOI‘ suitable tg,...,t; € K§45) Check
that (K3, 5,25 45) is a forgetful, omittory and omittory—big creating pair. (]

EXAMPLE 2.4.6. We define functions H: w — w and f : w X w — w and a
creating pair (K2 4.6, X2.4.6) for H such that:
e f is H-fast,
o (K3.46,%2.46) is 2-big, forgetful, simple and has the Halving Property,
e the forcing notion Q}(KQ'ALG, Y9.4.6) is non—trivial.

CONSTRUCTION. Let F € w% be an increasing function. Define inductively
functions H = H¥ and f = f¥ such that for each n, k,¢ € w:
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(i) H(n) = F(pn(n)) -2/ (remember pu(n) = [ H()], pu(0) = 1),

<n
(i) f(0,6) =€+1, f(k+1,0) =21 (f(k,€) + F(pu(l) - pn(l) +2)
(note that (i)4(ii) uniquely determine H and f and f is H-fast).
A creature t € CR[H] belongs to K 4.6 if mflp =m}, +1 and

e dis[t] = (m},, A¢, H;), where A, is a subset of H(m/, ) and Hy : P(A;) —
w is a nice pre-norm,
o vallt] = {(u,v) € ] HGE)x ] H@GE) :u<v&v(ml,) € A},
i<mb,
e nor(t] = Hi(A).
For t € Ko let Xo.46(t) consist of all s € K46 such that m5, = mf,, As C
Ay and (VB C A)(Hs(B) < Hy(B)). (And if S C Ka4, S| # 1 then we let
Y0.4.6(8S) =0.) Next, for t € K3 4.6 we define half(t) € Ks 46 as follows:
if nor[t] < 2 then half(t) = ¢,
if nor[t] > 2 then half(t) € K5 4.6 is (the unique creature) such that

my ) = m,, Anatiry = A, and  Hyaipy = (He)"  (see 2.4.3(2)),

; t
ngdn

where 7 = [ $nor[t]].

It should be clear that (K246, X2.4.6) is a forgetful, simple and 2-big creating pair
(for the last remember the definition of nice pre-norms). Moreover, the function half
witnesses that (K546, 2X2.4.6) has the weak Halving Property (and so the Halving
Property). [Why? Note that if s € X9 46(half(t)), nor[s] > 0, nor[t] > 2 then

A, C A; and
1
1 < Hy(As) < Huarery (As) = Hi(As) — 5“0[‘[75”-

Thus H;(As) > |[3nor[t]] + 1 > inor[t] > 1. Now look at a creature t' € Ka 4
such that dis[t'] = (ml},, As, H |P(Ay)).] Finally note that if m < w and t € Kz 46

is such that dis[t] = (m, H(m),dp)|P(H(m))) then nor[t] > f(m,m). O

Note that the creating pair (K, ) described in the Prologue to represent the
Silver forcing Q “below 2™” is an example of a finitary creating pair which captures
singletons.

The first serious application of tree—creating pairs appeared in [Sh 326]. The
forcing notion ﬁT(]; constructed there was later modified in various ways and several
variants of it found their applications (see e.g. [BJSh 368], [FrSh 406] and 2.4.8
below). This forcing notion is essentially the Q{**°(KY, -, %9, ;). (One should note
similarities with the forcing notion Q. (K2.4.5,%2.4.5).)

EXAMPLE 2.4.7. Let f € w% be a strictly increasing function, H(m) = f(m)+1
for m € w. We construct finitary tree—creating pairs (K%, 7,35 ,7), £ < 4, for H
such that

(1) KS.4.7 = K21.4.77 K22.4.7 = KS’A.%

(2) (K9 ,7,%9,7), (K34.,3%,-) are 2-big local tree—creating pairs,

(3) (K3,7,%3,), (K3,,,33,,) are 2-big t-omittory tree-creating pairs.

CONSTRUCTION. First we define (K9, ,,%9 47). A tree creature t € TCR,,[H]
(wheren € U T[] H(4)) is in K9, 5 if

n<wi<n
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o dis[t] = (n, As, Hy), where A; C H(¢g(n)) and H; is a nice pre-norm on
P(At)v
o valli] = {(n,v) :n v & Lg(v) =Llg(n) +1 & v(lg(n)) € As},
e norft] = Hy(A;).
The operation X3, ; is the trivial one and for t € TCR,[H| N K3, ;:

¥9,7(t) ={s € TCR,[H|NKY,,: A C Ay & Hs= H,[P(As)}.

Easily, (K9, 7,39, ;) is a finitary 2-big simple tree—creating pair.
To define X3, ; on K3, , = K9, ; we let for t € TCR,,[H]:

Sp47(t) = {t € TCRyH] N Ky 47 As C Ay & (VB C A,)(H(B) < Hy(B))}.

Plainly, (K2, ,,%3, ;) is a finitary 2-big simple tree-creating pair too.
To have t-omittory variants of the tree-creating pairs defined above we declare
that a tree—creature t € TCR,[H| is in K3, , = K3, ; if
o disft] = (n,n;, Ay, Hy), where n <7 e J T[] H(i), Ar € H(¢g(n;)) and
n<w i<n
H; is a nice pre-norm on P(A;),
o vallt] = {(n,v) :mf Qv & Lg(v) =Lg(n;) +1 & v(lg(n])) € A},
e nor(t] = H(A).
The operations %2, -, 33 , - are such that if T is a well founded quasi tree, (s, :
v € T) is a system of tree—creatures from K3, , such that

(Vv € T)(s, € TCR,[H] & rng(val[s,]) = succp(v))

then ¥2 , (s, : v € T') consists of all tree-creatures s € K3 4 7N TCRyo0t(r) [H] such
that for some 1y € T' we have

mg(val[s]) C rng(val[s,,]) C max(T) and Hs = Hj, [P(As),

and 3 , (s, : v € T) is defined in a similar manner but we replace the last demand
(on Hy) by “(VB C As)(Hs(B) < Hy, (B))”. Now check that ¥2 40, X5, - are t-
omittory 2-big tree compositions on K34, = K3 4 . O

Let us finish our overview of “classical” examples recalling Fremlin—Shelah forc-
ing notion. This forcing notion is essentially Q'°¢(K5 45, ¥2.4.8), and it is a relative
of Qfr*¢(KJ, ., ¥4, -). It was applied in [FrSh 406] to construct a model in which
there is a countable relatively pointwise compact set of Lebesgue measurable func-
tions which is not stable.

EXAMPLE 2.4.8. We build a function H and a finitary, local 2-big tree—creating
pair (K2.4.8,%2438)-

CONSTRUCTION. Choose inductively increasing sequences (nj : k < w) and
(my, : k < w) such that ng = mg =4, mg41 > my - 2™ and

(nk+1)(mk“)7(k+6) . (mk+1)_(k+6) > logy (Nk+1), Nkt1 > o(mi2) (mk+1)k+6.

ForiEwletH(i):{agni:%2172#2 .
A tree—creature t € TCR,;[H] is taken to K345 if
e dis[t] = (n, A;), where A; C H({g(n)) is non-empty,
o vallt] = {(n,v) zgvznif & Lg(v) =Lg(n) +1 & v(lg(n)) € A},

2
e norft] = Tog, (Mg () — (Lg(m)+2) ~dpg(At).
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[Note that dpZ(H(i)) > logy(n;) — (i + 2).] The operation X 45 is trivial and for
t € TCR,H N Kz4s

22.4.8(t) = {S € KoyggN TCRU[H] A, C At}
Check that (K2 .4.5,%2.4.8) is a local 2-big tree—creating pair. O

REMARK 2.4.9. (1) Note that if W is the Qbre(Ky.4.8, X2.4.8)—name for
the generic real (see 1.1.13), then

IFQiree iy 4 6,5008) (Vi € w) (W) Cn & WO > 1- 77) and
(mevn l<_[ n;) (V>0 € w)(n(i) ¢ W(i)) 7.
Thus, after forcing with Q4"*°(K3. 4.8, %2.45), the ground model reals are
of measure zero.

(2) One can define a t-omittory variant of (K34.8,%2.4.5) (similarly to the
definition of the pair (K3, 7,3, ,); in forcing this would correspond to
Considering QBree(KQA.g’ 22.4.8))

(3) In practical applications, forcing notions of the type Q§°*(K,Y) can be
represented in an equivalent form as Q{™¢(K*,¥*) for some t-omittory
pair (K*, X*).

In the next two examples we want to show that the choice of the type of forcing
notion or the norm condition may be very crucial. Even if we use the same or very
similar weak creating pairs, different approaches may result in forcing notions with
extremely different properties.

ExXAMPLE 2.4.10. There exists a finitary, local and 2-big tree— creating pair
(K3.4.10, $2.4.10) such that the forcing notion Q{"*¢( K3 4.10, ¥2.4.10) is w*~bounding
but the forcing notion Q4°°(K3 4.10, X2.4.10) adds an unbounded real.

CONSTRUCTION. Let H(i) = 2/T! for i € w. A tree—creature t € TCR,[H] is
taken to K2_4_10 if

e dis[t] = (n, A;) for some A; C H(Lg(n)),
o vallt] = {(n,v) :n < v & Lg(v) =Lg(n) +1 & v(lg(n)) € A},
e nor[t] = dpg(A;).
The operation 3 4 19 is trivial and ¥5.4.10(t) = {s € K2.4.10 : val[s] C val[t]}.
Plainly, (K2.4.10,X2.4.10) is a finitary, local and 2-big tree creating pair. By
2.3.7(2) we conclude that Q®(K3 . 4.10,%22.4.10) is w*~bounding (compare 3.1.1).
Note that by 2. 3 12 tree(K2 4.105 22_4,10) is dense in Qgree(KQA_lo, 22_4,10).
Suppose now that p € QY°®(K2.4.10, X2.4.10)- By induction on i < w we build
an increasing sequence (n; : i < w) C w, a condition ¢ € Q5°®(K2.4.10, X2.4.10) and
a function f: {n € T?: (3 <w)(lg(n) =mn;)} — w such that
() g > p and root(q) = root(p),
(B) no = Lg(root(q)), f(root(g)) =0,
") lf}V ,n € T4, Lg(n) = ni, Lg(v) = ni1 and n < v then f(v) € {f(n), f(n)+
1 )
(&) for each n € T? such that £g(n) = n; there is exactly one v € T'? such that
n <v, Lg(v) =nip1 and f(v) = f(n) +1,
(e) f v €T n; <{lg(v) < myi then nor[tl] = f(vIin,).

See https://shelah.logic.at/papers/470/ for possible updates.
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The construction is quite straightforward. Suppose we have defined n;, T9 NwSNi -

TP N wS" and 179N w=" in such a way that
(Vn e TTNW) (Vv € TP)(n <v = nor[t?] > f(n)).

By the definition of QY°°(K3.4.10,%2.4.10) we find n;1; > n; such that for each
n € T9Nw' there is n* € TP Nw"i+1 such that n < n* and

(eI dv = norlt?] > f(n) +1)

(remember T9 N w™ is finite). Now, for each n € T? Nw" we continue building
the condition ¢ above 7 in such a manner that each t% (for n; < £g(v) < n;y1) has
norm f(n) and the n* is taken to T9. Declare f(n*) = f(n) +1 and f(n') = f(n)
for all o’ € T9 Nw™i+1 extending n but different from n*.
It is easy to check that ¢ built in this manner is a condition in Qgree(KQA.lo, ¥2.4.10)
stronger than p.

Note that for each m € w the set {n € T?: n € dom(f) & f(n) = m+1} is the
B, (q) (and thus it is a 3-thick antichain of T'7). We will be done if we show the
following claim.

Cram 2.4.10.1. If g <7 € Q¥ (K2.4.10, X2.4.10) then for some m € w the set
{neT" :nedom(f) & f(n) = m} is infinite.
Proof of the claim:  Choose n € T" such that
MreT")n<v = mnor[t)] >2) and {Lg(n)=mn; (for some i € w).
Let m = f(n) + 1. Note that if v € T", lg(v) = n; > n;, n v and f(v) = f(n)
then:
(1) {v* eT" v v &lg(v*) =njp}| >4,
(2) there is at most one v* € T" such that
Lg(v*) =mnj41, vV, and f(v')=m,
(3) there are j* > j and v* € T" such that
vav*, Lg(v*)=mn; and f(r*)=m.
Hence the set {v € T" : n < v & v € dom(f) & f(v) = m} is infinite. O
REMARK 2.4.11. Note that the proof that Q¥°¢(K2 410, Y2.4.10) adds an un-

bounded real does not use the specific form of (K2.4.10,22.4.10). With not much
changes we may repeat it for any local tree creating pair (K, X) such that
(1) if v € pos(t), t € K and m < nor[t], m € w
then there is s € 3(t) such that nor[s] = m and v € pos(s), and
(2) if nor[t] > 2 then |pos(t)| > 2.

In the last example of this section we try to show the difference between the
use of tree creating pairs and that of creating pairs.

EXAMPLE 2.4.12. Let (n; i < w) Cw, f:wxw —wand H:w — [w]<¥
be such that
(1) f(0,0) =L+1, f(k+1,0) =2°5OT - (f(k,0) + ou(l) +2),
(2) ng = O7 Nis1 Z (nl + 1) . 222-f(i,i)‘<PH(i)2+2 n ng,
(3) H(i) = [[ni, niga)]™ T
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(so f is Hfast).
We construct weak creating pairs (K3 4 15, %9 4 1) and (K3 4 15,33 4 15) for H such
that

(a) (K9, 19,39 4 15) is a 2-big, local and finitary tree creating pair,

(b) (K3 419,%3 412) is a simple, 2-big, finitary and forgetful creating pair
with the Halving Property,

(c) if P is either Qf°(KY, 12,%9 410) or Q3(K3 412,55 412) and W is the
corresponding name for the generic real (see 1.1.13) interpreted as an
infinite subset of w, then

“(Vi € w)(|W N [ng,nip1)| =ni +1) and
(VXE[ [“ N V)(View)(W N [ng,nie1) € X or W N [ng,nie) N X =0).

CONSTRUCTION. We try to define minimal forcing notions adding a set W C
[w]“ with the property stated in the clause (c). The most natural Way is to use
weak creatures giving approximations to W with norms related to dp

Defining (KS , 15, %9 4 15) we may follow the simplest possible pattern presented
already in 2.4.8 and 2.4.10. So a tree—creature t € TCR,[H] is in K3 4, if

e dis[t] = (n, As), where A, C H(lg(n)),
o valli] = {{(n,v) : n Qv & Lg(v) = lg(n) + 1 & v(lg(n)) € Ar},

dPo(At)
2-ou(lg(n))?
The operation X9, 1, is trivial (and so s € 39 , 15(¢) if and only if val[s] C valt]).
One easily checks that (K3, 15,39, 15) is a local 2-big and finitary tree creating
pair. Note that (see the proof of 2.4.3)

e norft] =

dp' (F(i)) > 229%™ 41 and thus dph(EL(i)) > f(i,4) - 2 - ou(i)>.

Consequently, Q"°(K3 , 15,9 4 15) is a non-trivial forcing notion. Checking that
it satisfies the demand (c) is easy if you remember the definition of dp'.

Now we want to define a creating pair (K3, 15,33 415) in a similar way as
(K9 4 19,29 4 12). However, we cannot just copy the previous case (making suitable
adjustments) as we have to get a new quality: the Halving Property. But we use
2.4.3(2) for this. Thus a creature t € CR[H] is taken to Kj , 1, if mf, = mf, +1
and

e dis[t] = (m},, B, r:), where B, C H(m}) and r, is a non-negative real,
e vallt] = {(u,v) € [[ H@G)x [] :u<v&v(ml,) € B},

i<mb i<mb
e nor(t] = max{0, % -1}

The operation X1, |, is defined by:
55.410(t) = {s € K5 415 : mby, =mi, & B € By & vy > 14}

It is not difficult to verify that (K3, 15,33, 15) is a finitary, forgetful, simple and
2-big creating pair (remember 2.4.3(2)). Let half : K1, ;5 — K3 , ;5 be such that
s = half(¢) if and only if m, = mj,, Bs = By and ry = r; + $norf[t].

We claim that the function half witnesses the Halving Property for (K2 4 15, 23 4 12)-
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Clearly half(t) € X(¢) and

norfhalf(t)] = max{0 % —r¢ — inor[t]} =

) T 2o (my,)?
dpq (Bt) _ 1 dpg (Bt) 1 _
max{(), 2"PH("115n)2 Tt 2 2pu(mi,)? + 27"t} =
1 _dpo(By) 1
5 max{0, Tn(mt )2 r¢} = snorlt].

Suppose now that tog € Ki, 5, norfty] > 2 and t € X1, |,(half(tg)) is such that
nor[t] > 0. Then mf, = mzl"n, By C By, and 1y > 14, + %nor[to]. Let s €
1 4 12(to) be such that B; = By and rg = ry,. Clearly val[s] = val[t] and nor[s] =

dpé(BS)

max{0, Fonlmi 7

— 14, }. But we know that

1
0 < norlt] = max{0, 72.2?((,55))2

dpcl)(Bs) dpé(Bs) 1
Ten(my,? "t S Toumyy? ~ to — 31or[to]

)=

and hence {nor(ty] < norf[s].

Moreover, by standard arguments, the forcing notion Q}(K§.4‘12,Z%‘4'12) is not
trivial and satisfies the demand (c).

Let us try to show what may distinguish the two forcing notions. We do not
have a clear property of the extensions, but we will present a technical hint that
they may work differently. Let us start with noting the following property of the
pre-norm dp’.

CLAIM 2.4.12.1. Suppose that Ay, ..., Ax_1 C [w]<Y are finite families of sets

with at least 2 elements, m > @ and dp*(A;) > m for each i < k. Then there
is a set X C w such that for each i < k

both dp'({a € A;:a C X})>m — @

and dp'({a € A;:anX =0}) >m — M
Proof of the claim:  We prove the claim by induction on k.
STEP k=1.
We have Ay C P([mg, m1)) such that dp*(Ag) > m > 2. Take a set X C [mq,m;)
of the smallest possible size such that dp'({a € Ay : a € X}) > m — 1. Pick any
point n € X and let Y = X \ {n}. Then

dp'{a€Ap:aCY})<m—1 and dp'({a€ Ag:aC {n}})=0.

Hence we get dp'({a € A : aN X = 0}) > m — 2 (remember the characterization
of dp* from the proof of 2.4.3(1)). Consequently, the set X is as required.

STEP k+ 1.

Suppose Ay, ..., Ap_1, Ax C P([mg,m1)) are such that dp*(4;) > m > w.

Let Xy C [mg,m1) be such that for each i < k
dpl({aEAzagXo})Zm_k(kT"‘?’) and
dp'({a € A :an Xo = 0}) > m — BEE)

(exists by the inductive hypothesis). Since dp'(Ay) > m, one of the following holds:
dp'{fa € Ap:aC X)) >m—1 or dp'{fa€Ar:anXg=0})>m— 1.

We may assume that the first takes place. Take X; C Xy such that both
dp'{a€ Ap:aC X)) >m—3 and dp'({a € A :a C Xo\ X1}) >m — 3.
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Let Ip = {i < k:dp'({a € A;:a C Xo\ X1}) >m — HEE) 1} I [; = k then
we finish this procedure, otherwise we fix ig € k \ I and we choose a set Xy C X
such that

dp'({a € Ay :a C X5}) >m — 5,

dp'({a € Ay :a C X1\ Xo}) >m —5, and

dp'({a € Ajy :a C X1\ Xo}) >m — k(kTw - 2.

Welet I = {i<k:icIyordp'({a € 4;:aC X;\Xa}) Zm—@—ﬂ. Note

that Iy C I;. We continue in this fashion till we get Iy = k. Note that this has to
happen for some ¢ < k. Look at the set Xy constructed at this stage. It has the
property that

dp'({a € Ay :a C Xp1}) >m — (2k + 1),
dp'({a € Ay :a € Xo\ Xes1}) >m— (2k+1), andfori<k

dp'({a € A;:a C Xo\ Xpp1}) >m— BEE (k4 1) > gy — GELRHA),

So let X = Xo \ X¢41 and check that it is as required for Ay,..., A (and k + 1).

Now we may show an extra property of W which we may get in the case of
Qtree (KO EO )
1 2.4.12) +42.4.12)-

CLAIM 2.4.12.2. The following holds in ARG RRPRS: PRER
there are sequences (i, : k < w), (X; : 4 < w) from V such that
(1) <1 <...<w, Xig[ni,niﬂ), )
(2) for each k € w, for exactly one i € [ig,ir+1) we have W N[n;,ni11) C X,
(3) the set {i e w: W N[ninit1) € X;} isnot in V.
[The last demand is to avoid a triviality like X; € {0, [n;,ni+1)}.]
Proof of the claim:  Let p € Qi°(KY ;15,39 4 15). We may assume that (Vv €
T?)(nor[th] > 4). Let i > Lg(root(p)) and let n € T?, £g(n) = i. Then

dpl(AfZ) > 28"PH(1')2 > @H(Z)(@;I(Z) + 3) .

Since |[{n € T? : Lg(n) = i}| < pul(i), we may use 2.4.12.1 to find a set X; C
[ni, miy1) such that for every n € TP with £g(n) = i we have both

dp'({a € Ay :a C X;}) > dp'(Ap) — w and
dp'({a € Ay s anN X; = 0}) > dp' (Ay) — 2rlenlltd),
Note that ‘ ‘
logQ(dpl(Atf,) - 7“"‘*(”(“”2’{“”3))
2 (i)’
Therefore we may inductively build a condition ¢ € Q{®(KY ;15,39 4 15) and a
sequence (i : k < w) such that
(1) p < g, root(q) = root(p), £g(root(q)) = ip < i1 <iz < ...<w,
(2) for each n € T, if Lg(n) = i then either
At%:{CLEAt% :aﬂXi:V)} or At% :{aEAt% :agXi}

(and so nor[t}] > nor[th] — 1),
(3) for each n € T? with £g(n) = iy there is exactly one i = i(n) € [ix,x11)
such that

> nor[t]] — 1.



Paper Sh:470, version 1998-06-21_10. See https://shelah.logic.at/papers/470/ for possible updates.

52 2. PROPERNESS AND THE READING OF NAMES

ifn<veT? byg(v) =ikt and vy = Vi
then Ayy = {a € Ay :a C Xi},
and for distinct 7 as above the values of i(n) are distinct.
Now check that the condition ¢ forces that (X; : i < w) and (i, : k < w) are as
required.

Finally look at 2.4.12.2 in the context of the forgetful creating pair (K3 4 19, 25 4 12)-
d
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CHAPTER 3

More properties

While the properness is the first property we usually ask for when building a
forcing notion, the next request is preserving some properties of ground model reals.
In this chapter we start investigations in this direction dealing with three properties
of this kind. We formulate conditions on weak creating pairs which imply that the
corresponding forcing notions: do not add unbounded reals, preserve non—null sets
or preserve non—meager sets. Applying the methods developed here we answer
Bartoszyniski’s request (see [Ba94, Problem 5]), building a proper forcing notion P
which

(1) preserves non—meager sets, and

(2) preserves non—null sets, and

(3) is w*-bounding, and

(4) does not have the Sacks property.
A forcing notion with these properties is associated with the cofinality of the null
ideal (see [BaJu95]). The construction is done in 3.5.1, 3.5.2 and it fulfills promise
of [BaJu95, 7.3A].

3.1. Old reals are dominating

Recall that a forcing notion P is w® ~bounding if it does not add unbounded
reals, i.e.
ke (Vz € w¥)(3y € w* NV)(V°n)(z(n) < y(n)).
w

Any countable support iteration of proper w*-bounding forcing notions is w%—
bounding (see [Sh:f, Ch VI, 2.8A-C, 2.3]).

CONCLUSION 3.1.1. Suppose that (K, Y) is a finitary tree-creating pair.
(1) If (K,X) is 2-big then the forcing notion Qt*¢(K,¥) is w*-bounding.
(2) If (K, X) is t-omittory then the forcing notion Qi (K, ) is w*-bounding.

PrOOF. By 2.3.7(2) and 1.3.8(5). O

CONCLUSION 3.1.2. Let (K,X) be a finitary creating pair for H, and let f :
w X w — w be an H-fast function. Suppose that (K,Y) is 2-big, has the Halving

Property and is either simple or gluing. Then the forcing notion Q’JZ (K,X) is w¥-
bounding.
Proor. By 2.2.11. (I

CoONCLUSION 3.1.3. Let (K,X) be a finitary creating pair which captures sin-
gletons. Then the forcing notion Q% (K,Y) is w*-bounding.

Proor. By 2.1.12. O

53
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3.2. Preserving non-meager sets

An important question concerning forcing notions is if “large” sets of reals from
the ground model remain “large” after the forcing. Here we interpret “large” as
“non-meager”. Preserving this property in countable support iteration is relatively
easy. Any countable support iteration of proper w*-bounding forcing notions which
preserve non-meager sets is of the same type (see [BaJu95, 6.3.21, 6.3.22]). If
we omit “w*’-bounding” then we may consider a condition slightly stronger than
“preserving non-meager sets”:

DEFINITION 3.2.1. Let P be a proper forcing notion. We say that P is Cohen—
preserving if
@p & for every countable elementary submodel N of (H(x), €, <}), a condition
p € Pand areal z € 2% such that p,P,... € N and z is a Cohen real over
N, there is an (N, P)—generic condition ¢ € P stronger than p such that

q IFp “x is a Cohen real over N[I'p]”.

In practice, forcing notions preserving non-meagerness of sets from the ground
model are Cohen—preserving. Now, to deal with iterations we may use [Sh:f, Ch
XVIII, 3.10] (considering (R, S, g) as there with g, being a Cohen real over a).

THEOREM 3.2.2. Suppose that |J H(i) is countable and (K, %) is a t-omittory

S
tree—creating pair. Then the forcing notion Qf°°(K,X) is Cohen—preserving.

PROOF. Suppose that N < (H(x), €, <) is countable, H, K,>,p,... € N,
p e Qyee(K,%) and z€2¥ is a Cohen real over N. Let (7, : n < w), (k1 i < w):
n<w), (6 :i <w):n <w)list all Qf°(K,X)names from N for ordinals and

K3
sequences of integers and sequences of finite functions, respectively, such that for

each n < w:
(a) IFguree (5 “the sequence (kP : i < w) is strictly increasing”,
(b) Irqguree (i) “(Vi < w) (67« [k ki) — 2)".

Thus each (kP, 61 : i < w) is essentially a name for a canonical co-meager set

o
{y €29 - (3®0)(yl[k} kity) = 67}
Of course, the enumerations are not in N, but their initial segments are there.

CraM 3.2.2.1. Suppose that ¢ € QF°(K,X) NN, v € T?, n € w. Then there
exists a condition ¢} € QFF°°(K,X) NN such that
(1) ¢ <} ap,
(2) nor[t%] > n,
(3) ¢ decides the values of T, for m < n,
(4) for every m < n:

qr Ik Fio < ... <in <w) (B kM) =0l & L & o[k kM) = ol).
Proof of the claim: First, using 2.3.7(2), choose a condition ¢* € Qf*°(K,X) N N
such that ¢/} < ¢*, ¢* decides the values of 7,,, for m < n and for some fronts F. 7

of T4 (for j < w) we have
(@) (Vi €w)(Vno € Fjy1)(Tm € F})(m <o),
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(B) for each m <n, j €w, n € F} and i < j, the condition (") decides the

values of k], oI,

(1) (7 j<w)eN

(remember that N is an elementary submodel of (H(x),€,<})). Now take an
infinite branch p € N Nlim(7T9") through the quasi tree 79 . Take an increasing
sequence ({; : j < w) € N of integers such that p[¢; € F}'. Then, by (5), we have
two sequences (k" :m <n,j <w) and (o]" : m <n,j < w) both in N, such that
form<mn,j<w:

(@)1 Ik quee 5y “BT" = K" & 7 =0

Look at the set
{y €2¥: (Ym < n) 35 (I}, k4,) = of")}.

It is a dense I19-set (coded) in N and therefore x belongs to it. Hence we find
7% < w such that

(Vm <n)({7 <J*: @[k k1) = o'} > n).

Now take 77* € 76" such that nor[t%j] > n + 1. Since (K,X) is t-omittory
we find a condition ¢ € Q§*°(K,X) N N such that

g <8 g7, pos(t¥) Cpos(tl.), mor[t¥]>n, and

tng = t%* for all n € T9 , v <1 i (compare 2.3.5). Now one easily checks that ¢" is
as required in the claim.

We inductively build a sequence (g, : n < w), a condition q € Qf*°(K,X) and
an enumeration (v, : n < w) of T such that for all m,n € w:

1) v <V = n<m,

(2) (Vp:n<w)CTP,

(3) ¢n € Qiee(K,%) N N, plnl <9 ¢, and if v,, < v, (so m < n) and
Vo € pos(ttn) then (g) ) <G g,

4) nor(tir] > n,

5) the condition ¢, decides the values of 7,,, for m < n,

6) for every m <mn:

I_

nlF (Fig < ... <ip <w)(2l[k k0 ) =0T & ... & al [k kL) =0,
(7> th, =t

Vn
The construction is actually described by the conditions above: with a suitable
bookkeeping we build sequences (v, : n € w) and (A, : n < w) C P(w). Arriving at
the stage n of the construction we know v,,, for m < n and ¢, for m < n. Applying
3.2.2.1 we find ¢, € Qf°°(K,X) N N such that the requirements (3)—(6) above are

satisfied. Next we choose A, C w\ |J An of size |pos(ti")| and we assign numbers
m<n
from A, to elements of pos(t{") in such a way that pos(tq”) ={v,: k€ A,}, the
set w\ U A is infinite and min(w\ U An) €
m<n m<n
The ¢ constructed above is a condition in Qf°(K,X) due to (4), and it is stronger

than p by (3) and (7). Clearly ¢ is not in N, but as every finite step of the
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construction takes place in N, the condition ¢ is (N, Q§®(K, X))-generic (by (5)).
Moreover, by (6),

q IFqpree (x,x) (Vm < w)(3%) (z [Tk}, ﬁa) =d;"),
what implies that
q lFquree (i 32y “ is a Cohen real over N[I‘Qaree(Kvg)]”.

This finishes the proof. [

The definition 3.2.3 below was inspired by 3.2.2 and its proof. We distinguish
here the two cases: “(K,Y) is a creating pair” and “(K,Y) is a tree—creating pair”,
but in both of them the flavor of being of the NMP—type is the same: it generalizes
somehow the notion of t-omittory tree—creating pairs. (Note that if (K,X) is a t-
omittory tree—creating pair then it is of the NMP—type.) One could formulate
a uniform condition here, but that would result in unnecessary complications in
formulation.

DEFINITION 3.2.3. (1) A finitary creating pair (K,X) is of the NMP -
type if the following condition is satisfied:
(®)NnMP Suppose that (w,to,t1,...) € Qj(K, %) is such that

(Vk € w)(nor[ty] > e (m))

and let ng < ny; < ng < ... < w. Further, assume that

g: U pos(w, tg, ..., tn,—1) — U pos(w, to, ... tn, 1)

1Ew €W

is such that g(v) € pos(v,ty,,...,tn, ) for v € pos(w,to,. .., tn,—1)
(so v < g(v)). Then there are 0 < ¢ < w and a creature s €
S(tngy -+ stn,—1) such that

(o) nor[s] > min{nor[t,,] — pu(mi?) : ng <m < n;},

(B) for each v € pos(w, tg,...,tn,—1,$) there is j < i such that

tn.q— tn. —
w = g(lmag )

(2) A tree—creating pair (K, Y) is of the NMP —type if the following condition
is satisfied:
(®)X¥rp Suppose that (t, :n € T) € Q**(K,X) (see 1.3.5(4)) is such that

(Vn € T')(norlt,] > 1)

vlm

and let Fy, F1, Fy, ... be fronts of the quasi tree T" such that for i < w:
(Vv € Fi1) (3 € F)(V <v).

Assume that a function g : |J F; — |J Fiy1 issuch that v < g(v) €
€W 1EW
F;+1 provided v € F;. Then there are 0 < © < w and a tree—creature
s € X(t, : (v € F;)(n < v)) such that
(a)®¢® nor[s] > inf{nort,] —1:n e T},
(B)tree for each v € pos(s) there are j < i and k < £g(v) such that

vike F; and g(vlk) Qv
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THEOREM 3.2.4. Assume (K,Y) is a finitary, gluing and 2-big creating pair.
Suppose that (K,X) is of the NMP—type and has the Halving Property. Let f :
w X w — w be an H-fast function. Then the forcing notion Q?(K, ¥) is Cohen—
PresServing.

PROOF. By 3.1.2 we know that the forcing notion Q%(K,X) is w¥-bounding.
Consequently it is enough to show that if A C 2% is a non-meager set then

“_Q’;(KL) “A is not meager”
(see [BaJu95, 6.3.21]). So suppose that A C 2% is not meager but some condition

in Q}(K, X) forces that this set is meager. Thus we find a condition py € Q} (K, %)
and Q} (K, ¥)-names ki, such that

Do II—Q}(KE) “ho<ki<...<w ’and. O : [I%n,kn+1) — 2 (forn <w) and
(Va € A)Y(V°n)(x|[kn, knt1) # 00)".
As Q}(K, ¥) is w¥-bounding, we find a condition p; > pg, a sequence 0 = ko <
k1 < ke < ... < w and names p,, such that
D1 II—Q}(K,E) “On : [kny kny1) — 2 (for n < w) and
(Vo € A)(V>°n)(z[[kn, knt1) # pn)”-
Further, applying 2.2.11 we find ps > p; such that ps essentially decides all the
names p,. Clearly we may assume that nor[tP2] > f(2, mfﬁf) for all n < w (and thus
nor|tk2] > cpH(mfff)) Choose 0 =ng <m; <...<wand {p </l <l <...<w
such that
(Vm € w)(r(ma) < bur1 — bn)
and for each m < w and every sequence w € pos(wP2,t5*, ... ,tffmﬂfl) the condition
(w, tP2 P2 ...) decides all the names p; for j € [, {1 41) (remember the

S M1 N1+ 10

choice of p3). Let

g: U pos(wP?, 16, ..., th? 1) — U pos(w?, t6%, ..., 62 | )

mew mew
be such that v < g(v) € pos(w??, t5*,..., ;2 ) for v € pos(wP?,tf?, ..., 172 _,).
Next, for each v € pos(w?,t(?,...,t7° ), m < w fix £(v) € [l lmy1) and p(v)
such that
e there are no repetitions in (£(v): v € pos(w??,t%,... 12 1)),

o p(v): [kg(v), k)g(v)Jrl) — 2 is such that
(g(v), 02 oto st ) Faus) © bew) = p(v) 7

Now we apply successively 3.2.3(1) to the condition (wP2,t5?,¢?,...), the sequence

(n; : i < w) and the mapping g. As a result we construct an increasing sequence

0 =1y <i1 <iz <...<w of integers and creatures s; € L(tF? , ... ¢} +171) such
J ‘J

that for all j < w:

th2 tizi, -1
(1) nor[s;] > min{nor[tﬁfj]fgoH(mdn] )y enns nor[tﬁthJ —pu(mg,”™ )}
(2) for each v € pos(wP?,t(?,..., 0> . s;) there is i* € [ij,4i;41) such that
J
P2 P2

vlmg T = g(olmgi”).
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It should be clear that (w2, so,s1,...) € Q}(K,¥) (note that if nor[th2] > f(k +

1,mfﬁf) for all n € [n;;,n;,,,) then nor[s;] > f(k,my))). Look at the set

Ax e {z €2¥: for infinitely many j € w, for every i* € [i;,,41)
(VU € pos(wm, t827 s 7tﬁi*—1))(1’”k€(v)v ké(v)-ﬁ-l) = p(v))}

It is a dense II-subset of 2% and hence A* N A # (). Take z € A* N A. Note

that the choice of the s;’s (see clause 2. above) implies that for each j < w and
th2

v € pos(wP?, so,...,s;) there is i* € [ij,ij41) such that letting v = vimy," we

have

(v, 8541, 8542, - - ) Py (i) © Pecry = p(V)

Hence (wP2, sq, 81, - . .) II—@}(KE) “(3°n € w)(@lkn, kn+1) = pn) 7, a contradiction.
O

THEOREM 3.2.5. Assume that (K,X) is a finitary 2-big tree—creating pair of
the NMP —type. Then the forcing notion Q{*°(K, ) is Cohen—preserving.

PRroOF. Like 3.2.4 but using 3.1.1, 2.3.7(2), 2.3.12, and 3.2.3(2): we choose py,
I%,L, On, P1, kn, and p,, as there. Further we inductively build an increasing sequence
(y, : m € w) of integers, a condition p; > p; and fronts F,, of TP2 (for m < w)
such that |F,,| < 41 — £ and for every n € Fp, 41

n<LveT? = nor[th’]>m+1 and p[;] decides all p; for j € [lm, lm+1),)

and the front F,,11 is above Fy,,. For v € F,, we define g(v) € Fp41, {(v) €
Uy lms1) and p(v) : [kewys Key+1) — 2 in a manner parallel to that in the proof
of 3.2.4. Next we build a condition ¢ > py and an increasing sequence (m; : i € w)
such that each Fj,,, N7 is a front of 79 and

if n € Fy, NTY, 7 € w then pos(t]) € U{Fm : mi <m < miga}

and for every v € pos(t]) there are j and k < lg(v) such that

vik € Fj and g(v[k) < v.

Finally we let

5 def 00 -
A= {z e 2¥: (3% € w)(Ym € [mi, mit1)) (Vv € Fn)(@!ke), kewys) = p(v))}
and we finish as in 3.2.4. O

THEOREM 3.2.6. Suppose that (K, X)) is a finitary creating pair which captures
singletons. Then the forcing notion Q. (K,X) is Cohen—preserving.

PRrROOF. Like 3.2.4, but using 3.1.3, 2.1.12 and 2.1.10. Note that the last implies
that the pair (K,Y) has the following property:

(®) If (to,...,tn) € PFC(K,Y), pua(ml) < k, 0 =ng < n; < ... <

ng < N and u € pos(u[mfjon,t07...7t1v) then there are sg,...,sy € K

such that pos(ulmil, so,...,s0) = {u}, m3% = ml, mit = miN and

(toy ... tN) < (s0,...,580). Consequently, choosing an enumeration
by

{wj : j < er(mi)} of basis(t) and letting u; = w; " u[[mf2, muy ™ ")

we will have (remember (K, Y) is forgetful)

(a) u; € pos(wy,to, ... tn; 1),

(6) (tov"'atN) < (30,~-~,5£),
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() foreachw € b;tlsis(so) and v € pos(w, Sg, . . ., 8¢) there is j < (M)
such that v[mﬁy*rl = uj.
Thus we may repeat the proof of 3.2.4 with not many changes. (]

Let us note that it is not an accident that we have the results on preserving of
non-meager sets only for forcing notions which are very much like the ones coming
from t-omittory tree—creating pairs. If we look at the opposite pole: local weak
creating pairs, then we notice that they easily produce forcing notions making the
ground reals meager.

DEFINITION 3.2.7. Let H be of countable character. We say that a weak
creating pair (K, ) for H is trivially meagering if for every t € K with nor[t] > 1
and each u € basis(t) and v € pos(u,t) there is s € X(t) such that nor[s] >
nor(t] — 1 and v ¢ pos(u, s).

PROPOSITION 3.2.8. (1) If(K,X) is a local trivially meagering tree—creating
pair for H, H s of countable character and e = 1,3 then

IFquree (i) © W NV is meager 7.

(2) If (K,X) is a simple finitary and trivially meagering creating pair for H
and f:w X w — w is H-fast then
II—Q}(K;) “w¥ NV is meager ”.
PROOF. In the first case remember that if p € Qi'*¢(K,X), e = 1,3 then for
some v € TP we have (Vn € TP)(v 97 = nor[th] > 2). Hence, as (K,¥) is local
and trivially meagering we easily get

IFquree(k,x) ¢ (V& € H H(m) NV)(V°m € w)(W(m) # z(m)) .
mew
For the second case suppose that p € Q3 (K, X). Since f(n+1,£) > pu(l) + f(n,£)
using the assumptions that (K, X) is simple and trivially meagering we immediately

see that
. ¢P P ¢ LN
plhg; ez * (Vo€ ] Him) 0 V)(von € w)(Wiimfh,mib) # ollmtf, m)) ”,
mew
finishing the proof. [l

Later, in 4.1.3, we will see that the forcing notions QX (K, Y) may make the
ground model reals meager too. This suggests that if one wants to build a forcing
notion preserving non-meagerness then the most natural approach is Q' for e =

0,2 or Q.
3.3. Preserving non-null sets

In this section we introduce a property of tree—creating pairs which implies that
forcing notions Q'r*¢( K, 3) preserve non-null sets. Though preserving non-null sets
alone is not enough to use the preservation theorem of [Sh:f, Ch. XVIII, §3], one
may apply the methods of [Sh 630], [Sh 669] when dealing with countable support
iterations of forcing notions of the type presented here.

DEFINITION 3.3.1. We say that a weak creating pair (K, X) is of the NNP—type
if the following condition is satisfied:
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(®)NNP there are increasing sequences a = {(a, : n < w) C (0,1) and

k = (k, :n € w) Cw such that lim a, <1 and:
n—oo
ift € K, nor[t] > 2, v € basis(t), Lg(v) > k,, N < w and a function
g : pos(v,t) — P(N)
is such that (Yu € pos(v,t))(ant1 < Lj\?)\) then the set
{n < N : thereis s € £(t) such that nor[s] > nor[t] — 1 and
basis(t) C basis(s) and (Vu € pos(v,s))(n € g(u))}
has not less than N - a,, elements.
(The sequences @, k from (®)nnp are said to witness NNP.)

DEFINITION 3.3.2. We say that a tree—creating pair (K,X) for H is gluing
(respectively: weakly gluing) if for each well founded quasi tree T C |J ][ H(¢)

n<wi<n

and a system (s, : v € T) C K such that
(Vv € T)(s, € TCR,[H] & pos(s,) = sucer(v))
there is s € X(s, : v € T) such that
nor[s] > sup{nor[s,] —1:v e T}
(nor[s] > inf{nor[s,] — 1 : v € T}, respectively).

REMARK 3.3.3. The above definition, though different from 2.1.7(2) (for creat-
ing pairs), has actually the same meaning: we may glue together creatures without
loosing too much on norms.

DEFINITION 3.3.4. We say that a weak creating pair (K, X) is strongly finitary
if K is finitary (see 1.1.3(2)) and X(S) is finite for each S C K. If ~x (see 1.1.4(3))
is an equivalence relation on K and ¥ depends on ~y—equivalence classes only, then
what we actually require is that X(S)/~y is finite.

THEOREM 3.3.5. Suppose (K,X) is a strongly finitary tree—creating pair of the
NNP -type. Further suppose that:
either (K,X) is t-omittory and e =0
or (K, %) is 2-big and weakly gluing and e = 1.
If A C 2% is a non-null set then IFquree (1,2) “A 15 not null”.

PRrROOF. In both cases (i.e. e = 0 and e = 1) the proof is actually the same
so let us deal with the case e = 1 only (and thus we assume that (K,X) is 2-big
and weakly gluing). Suppose that A C 2% is a set which is not null but for some
po € QiF°(K. %)

Po IFquree(x,x) “A is null”.
We may assume that A is of outer measure 1 — just consider the set
{z€2¥: (Fy € A)(v*n)(z(n) = y(n))}.

Let @ = {(a, : n < w), k = (k, : n < w) witness that (K,Y) is of the NNP-type.
Let 7 be a Qi*°¢(K, ¥)-name for a subtree of 2<% such that

po lbgpee(iesy “n([T]) > lim a, & [T1NA=0.
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By 2.3.7(2) we find a condition p; > po and fronts F,, of TPt such that for each
n < w:

(Vn € F,)(the condition p[f’] decides 7'M 2"™).
Clearly we may assume that
Fy = {root(p1)} and (Vnew)(VveF,+1)(FV e€F,)V <v & k1 < Llg(v))

and (Vn € w)(Vv € F,,)(Vn € TP*)(v <n = nor[th] > 4 +n) (remember 2.3.12).
As (K, Y) is weakly gluing and finitary we find a condition ps > p; such that

TP = U F, and (Vn€T??)(nor[th?] > 3).

new

For n € F,, n < w let g, : pos(th?) — P(2" + 1) be a function such that

(Vv € pos(t22))(ph! koo sy T2V F 1 = g, ().

Clearly, if n € Fj,, n < w and v € pos(th?) then a,41 < ‘%Z(fl)‘. Let (for n € F,,
n < w)

Xy Cigeamt 1l thereisse ¥(th2) such that
nor[s] > nor[th?] — 1, and (Vv € pos(s))(c € g,(v))}.

Due to (®)nnp we know that 2°+" - a, <|X)'| (for all n € F,, n € w). Fix n < w.
By downward induction on m < n we define sets Xj' for n € F,:
if n € F,, m < n then

X} ={o €2 thereis s € ¥(tF?) such that
nor[s] > nor[t}?] — 1 and (Vv € pos(th?))(oc € X}}))}.

Now we may apply the choice of @,k (remembering that £g(n) > k,, for each
1 € Fy,) to conclude (by the downward induction on m < n) that

(Ym < n)(Vn € Fp)(1X)] > 2" a,).

n

Hence, in particular, 2"t - aq < | X7

(m)\ for each n < w. So look at the set

FY e 2% @n)@l(n+1) € Xaupp)}-

Necessarily p(F) > ap > 0 and thus we may take z € F'N A. For each n < w such

that z[(n+1) € Xﬁ)ot(pz) we may choose a well founded quasi tree S, and a system

(s?:v € 8,) of creatures from K such that:

S, C U F,,, max(S,) C F,41, root(S,) = root(pz) and for all v € S, we have
m<n
pos(sy) = succg, (v), s, € B(tP?), nor[s)] > nor[t??] —1 and z[(n+1) € X,

and if v € S,NF,, v* € pos(s}) then 2[(n+1) € g, (v*). Note that if one constructs
a condition ¢, such that
Sp CT™ C U Fn,
m<w
(Ym<n)(WweTrNFE,)(vesS, & ti» =s") and
(Ym >n)(Yv € T N F,,) (4 = tP2)

then g, IFquree (g 5y z[(n+ 1) € T. Hence, in particular,
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(®) if nis such that z[(n+1) € X m<n+landvesS,NF,

then p[;] - zlm e T.

n
root(pz)’

Applying the Koénig Lemma (remember that (K, X) is strongly finitary!) we find a
quasi tree S C |J F,, and a system (s, : v € S) such that

new
(1) max(S) =0,
(2) forallv e S:

succg(v) = pos(s,) and mnor[s,] > nor[t’?] —1 and s, € X(t?),
(3) for some increasing sequence 0 < ng < ny < ng < ... < w we have:
(Vi e w)(zl(n; +1) e X

root(pQ)) and
(View) (Vv e SNE)(Vj>i)(ve S, &s,=s,").

The quasi tree S determines a condition ¢ € Q{***(K,Y) stronger than ps. We
claim that g lFquee (g x) (Vi <w)(zli € T). Why? Let i € w and v € SN F;. Then
sy=sp,andv e S, NF;, i <n;and z[(n; +1) € X

v root(p2)”

But now we may use (®) to conclude that for each such v
p[QV] H_Qiree(K,Z) x[z S T,
and hence g I z[7 € T. Consequently ¢ IF z € [T], contradicting ¢ > po. (]

We may get a variant of 3.3.5 for tree creating pairs which are not gluing (e.g.
for local (K,X), see 1.4.3). Then, however, we have to require more from the
witnesses for the NNP—type.

THEOREM 3.3.6. Suppose that (K,X) is a strongly finitary 2-big tree creating
pair of the NNP—type with witnesses a, k such that k, =n. Then

113 N ”
IFquree (r,s) “ A is non-null
whenever A C 2% is a set of positive outer measure.

PROOF. Tt is similar to 3.3.5. We start exactly like there choosing A, T, p1,
fronts F), of TP' and functions g, : F,, — P(2") such that p[ln] T N2 = g,(n)
for each n € w and n € F,,. Next we define g, (v) for v € TP* below F,, by downward
induction, in such a way that:

if v € TPt and there is g € F, such that v <1 19 and g,,(n) has been
defined already for all € pos(tbt) and (Vi € pos(th!))(aggm) <

|g?é-(,z7) | ) then

gn(v) ={c €2™: there is s € X(t&') such that
nor[s| > nor[t?*] — 1, and (Vn € pos(s))(c € gn(n))}-

We continue as in 3.3.5 getting suitable .S,, for n € w and applying the Konig lemma
we get S C TP with the corresponding properties.

Note that the main difference is that, in the above construction, we may keep the
demand ‘g’éﬂ > ayg(v) (and this is the replacement for “weakly gluing”). [

n
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3.4. (No) Sacks Property

Recall that a forcing notion P has the Sacks property is for every P-name & for

a real in w¥ we have

ke (3F € [T W™ T L V) (vn € w)(@(n) € F(n)).
new
The Sacks property is equivalent to preserving the basis of the null ideal: every
Lebesgue null set in the extension may be covered by a null set (coded) in the
ground model. Here we are interested in refusing this property, i.e. getting forcing
notions which do not preserve the basis of the null ideal.

DEFINITION 3.4.1. We say that a weak—creating pair (K,X) strongly violates
the Sacks property if
(®)s.4.1 for some nondecreasing unbounded function f € w*¥ we have
if te K, nor[t] >1
then for each u € basis(t) there is n > £g(u) such that

f(n) < {w(n) : w € pos(u,t) & n < Lg(w)}|.

THEOREM 3.4.2. Let H be of countable character and let (K,X) be a weak
creating pair for H which strongly violates the Sacks property. Assume that
either (K,X) is a creating pair and P is one of QX (K,%), Q (K,X),
oo (K %), Q5 (K, )
or (K,X) is a tree—creating pair and then P is one of QU*¢(K,X) (e < 5).
Then the forcing notion P fails the Sacks property.

Proor. For simplicity we may assume that H(i) = w (for all ¢ € w). Take an
increasing sequence (ny : k < w) of positive integers such that k + 1 < f(ny) for
all k € w. Let W be the P-name for the generic real (see 1.1.13) and let & be the
P-name for an element of w* such that

bp (VE € w)(i(k) = (W ]ng)).
— w is the canonical bijection. Now we claim that

e (F € [T 1) T 1 nv)(@=n)(@(n) ¢ F(n)).

Why? Suppose that p € P, F € [] [w]", N € w. By 3.4.1, in all relevant cases,

new
we find £ > N and n € [ng,ngy1) such that p “allows” more than f(n) values for

W(n). But k42 < f(nz) < f(n) and thus the condition p “allows” more than
k + 1 values for @(k + 1). O

where 7 : w<W

3.5. Examples

EXAMPLE 3.5.1. We build a tree—creating pair (K3.5.1, X3.5.1) which is: strongly
finitary, 2-big, t-omittory, gluing, of the NINP—type, and which strongly violates
the Sacks property.

CONSTRUCTION. Before we define (K35.1,23.5.1) let us note some basic prop-
erties of the nice pre-norm dp} defined in 2.4.2(1),(4).

CLAamM 3.5.1.1. Let M < w, k < w.
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(1) If AC M then either dpQ(A) > dpy(M) — logy_ 1, (2)
or dp)(M \ 4) > dpl(M) — logy.,(2).

(2) Suppose that a € (0,1), N < w and a function g : M — P(N) is such
that

AL < o).

Then a-N < |{n < N :dpj({m < M :n € g(m)}) > dpy(M) — 1}|.

(Ym < M)(N -

Proof of the claim: 2) Let u(n) ={m < M :n € g(m)} and
X = {n < N :dpj(u(n)) > dpp(M) — 1}.

Look at the set ¥ < {(m,n) € M x N :n € g(m)} and note that

alk+1)+1
Y| = >N. ——— —— . M.
Y= Y Jgtm)z N 2EED
m<M
On the other hand, noticing that ne X <&  |u(n)| > %, we have:
M M
Y= )] <D Ju@) + ) ra SIXMA N |X]) e

n<N nex ng¢X

Consequently a(kk+7+12)+1 ‘N <|X|+ N,;‘;(' and hence a- N < | X|, proving the claim.

Let H(n) = (n+ 2)™.
Let K351 be the collection of all tree—creatures t for H such that
(1) dis[t] is a pair (do(t),d;(t)) such that do(t) € |J ][] H(m) is a finite

ncw m<n
tree, |do(t)| > 2 and dy(t) < root(do(t)),

(2) mor(t] = min{dpj (succq, () (n)) : 1 € split(do(t)) & Lg(n) = k},
(3) val[t] = {{d1(t),v) : v € max(dy(t))}.

For a well founded quasi tree T and a system (s, : v € T) of tree—creatures from
K3 5.1 such that the requirement (a) of 1.3.3 is satisfied we let

Sas1(s, v eT)={se€ Kss1:di(s) =root(T) & rng(val[s]) C max(T)}.

It should be clear that X351 is a tree-composition on K351. Now, the tree—
creating pair (K35.1,23.5.1) is strongly finitary, t-omittory and gluing. For the last
two properties we apply the procedure similar to the one below.

Note that if t € K551 and v € dy(t) is a splitting point of do(¢) then choosing
np, € max(do(t)) (for p € succyy(v)) such that p < 1, we may build a tree
creature s € X35.1(t) such that pos(s) = {n, : p € succy,)(v)}. Then we will
have nor[s] > nor[t]. If additionally v € dy(t) is a splitting point such that
nor(t] = dpgg(l,)(succdo(t)(u)) then nor[s] = norlt] (see the definition of K551). In
this case, let us call the respective tree—creature s(t) (here we just fix one such).

Considering suitable s(¢)’s and using 3.5.1.1(1) one can easily show that the
creating pair (K35.1,X3.5.1) is 2-big.

Let k, = 2"t* — 2, a9 = %, (ny1 = % :aanﬁfﬁJrﬁ. We are
going to show that the sequences k = (k, : n < w), @ = {(a, : n < w) witness that
(K3_5.1, 23_51) is of the NNPftype
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First note that @,k are strictly increasing, @ € (0,1) and lim a, < 2. Now
n—oo
suppose that t € K351, k, <m/,, N <w and g : pos(t) — P(N) is such that

9]

(Vv € pos(t))(ant1 < =).

Take s(t) (defined above) and look at h = g[pos(s(t)). We may think that actually
h : succq, (s()) (¥) — P(NV), where v is the unique splitting point of s() (note that

Lg(v) > mz(rf) > ky). Applying claim 3.5.1.1(2) we get
an - N <|{n < N: dpgn({m :n € h(m)}) > dpgn (succgy(s()) (v)) — 1}
For each n < N from the set on the right hand side of the inequality above choose
Sn € X3.5.1(s(t)) such that pos(s,) = {n € pos(s(t)) : n € h(n(lg(v)))}. By the
definition of dp}, dp}(wo) > dpy(w;) — 1 implies that dpgﬂ(wo) > dp2+1(w1) —
1, and therefore dpgn({m :n € h(m)}) > dpgn (succg,(s())(v)) — 1 implies that
nor(s,] > nor[s(t)] — 1. Now we may conclude that the set
{n < N: thereis s € £35.1(t) such that nor[s] > nor[t] — 1 and
(Vv € pos(s))(n € g(v))}-
has not less than a,, - N elements.

Finally note that (K55.1,%3.5.1) satisfies the condition (®3.4.1) for f(n) = n
(so it strongly violates the Sacks property). O

CONCLUSION 3.5.2. The forcing notions QU°®(K3 5.1, X3.5.1) for e<5 are equiv-
alent. They are proper, preserve the outer measure, preserve non-meager sets, are
w”-bounding, but do not have the Sacks property.

ExAMPLE 3.5.3. We construct a finitary, 2-big and local tree—creating pair
(K3.5.3, ¥3.5.3) which is trivially meagering and of the NNP—type with the sequence
k= (n:n < w) witnessing it.

CONSTRUCTION. This is similar to 3.5.1. We define k*, k and a letting k} =
2 — 2k, =n, a0 = 3, apy1 = % Let H(n) = 2(n+4)°,
The family K3 5.3 consists of these t € TCR[H] that:
e dis[t] = (n, A;), where 7 is such that t € TCR,[H] and A; € H({g(n)),
o valli] = {{(n,v) : n Qv & Lg(v) = lg(n) +1 & v(lg(n)) € As},
e nor[t] =dp). (A).

29(n)
The operation 35 3 is trivial and s € X35 .3(¢) if and only if val[s] C val]t].
Plainly, (K35.3,%55.3) is a 2-big local and trivially meagering tree—creating
pair. Checking that it is of the NNP-type (with witnesses @ and k) is exactly like
in 3.5.1 (just apply 3.5.1.1). O

CONCLUSION 3.5.4. Q"°®(K35.3,Y35.3) is a proper w*—bounding forcing no-
tion which preserves outer measure but makes the ground model reals meager.

ExXAMPLE 3.5.5. We define functions H, f and a creating pair (K355, X3.5.5)
such that
(1) H is finitary, f: w X w — w is H-fast,
(2) (K3.5.5,%35.5) is gluing, forgetful, 2-big, has the Halving Property and is
of the NMP-type,
(3) the forcing notion Q}(Kg_&g,, Y3.5.5) is not trivial.
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CONSTRUCTION. Define inductively H and f such that for all n, k, ¢ € w:
(i) H(0)=8, H(n)= oen(n)+f(nn)
(i) £(0,0) =041, f(k+1,0) =250 (£(k )+ pr(f) +2)
(compare with 2.4.6; note that the above conditions uniquely determine H and f).
By their definition H is finitary and f is H—fast.
A creature t € CRy,, m, [H] belongs to K35 5 if:
o dis[t] = (mo,my, Xy, Hy, (AF, HF u¥ - k € X;)), where X; C [mg, my),
H, is a nice pre-norm on P(X;), and for each k € Xj:
AF C H(k), HF is a nice pre-norm on P(A¥) and u¥ € II H(i),
i€[mo,m1)\{k}
e vallt] = {(u,v) € T[] HG)x [[ HG) : v < v & (Fk € Xy)(uF C

i<mg i<mi
v & u(k) € AD)},
e nor[t] = min{H,(X;), HF (AF) : k € X,;}.

Now we describe the operation X3 55. Suppose that tg,...,t, € K355 are such
that mf;'p = mtdi;l for i < n. Let ¥355(to,--.,tn) consist of all creatures s € K3 5.5
such that m3, = m[,, mg, = miy, and for some i <n

() Xs CX,,, (VBCX,)(Hs(B)<H,(B)) and for every k € X,:
(8) AL C AE and (YA C A¥)(H(A) < HE(A)),  and
(v) uf C u¥ and for every j € (n+ 1)\ {i} for some ¢ € X;, we have
ufj Cuf and wF(0) € Afj.
It should be clear that (K355, %X35.5) is a gluing and forgetful creating pair for H.
It is 2-big as for each t € K355 both Hy and HF (for k € X;) are nice pre-norms.
We may use similar arguments as in 3.2.6 to show that (K355,%555) is of the
NMP-type. Now define function half : K355 — K355 by
half(t) = s if and only if
mfin = mén’ mflp = mflp’ XS = Xta AISC = A,’f for k € XS and
H, = (Hy)2orM, gF = mf)ymerll for ke X,
(see 2.4.3(2)).
It is not difficult to check that the function half witnesses that (K355, X3.5.5) has
the Halving Property.
Note that (K355, X3.5.5) resembles an omittory creating pair. O
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CHAPTER 4

Omittory with Halving

In 2.2.11, 3.1.2 we saw how the Halving Property and the bigness apply to
forcing notions Q}(K ,2). In this chapter we will look at another combination:
omittory creating pairs with the weak Halving Property. Since an omittory creating
pair cannot be big, it is natural that we consider in this context the (soco) norm
condition. The first example of a forcing notion of the type Q¥ (K,X) for an
omittory creating pair (K, X)) with the weak Halving Property appeared in [Sh 207]
(but in the real application there a different norm condition was used). A direct
application of a forcing notion of this type was presented in [RoSh 501]. In the
last part of this chapter we will develop the example from that paper. Before, in
the first section, we show that the forcing notions Q7 (K, X) with (K, X) omittory
tend to add Cohen reals and make ground reals meager. Next we introduce some
general operations on creating pairs and, in the third section, we explain how the
weak Halving Property may prevent them from adding dominating reals.

4.1. What omittory may easily do

Natural examples of omittory creating pairs with the weak Halving Property
are meagering and anti-big (see 4.1.2 below). We will show how these properties
cause that forcing notions QX (K,%) do some harm to the old reals. Examples
and applications are presented in the last part of this chapter.

First note the following easy observation.

ProrosiTION 4.1.1. If (K, X)) is an omittory creating pair such that for each
t € K, u € basis(t)
nor[t] >0 = |pos(u,t)] > 2
then lkqx_(x,x) “there is an unbounded real over V7.
DEFINITION 4.1.2. Let (K, X) be a creating pair.
(1) We say that (K, X) is meagering if for every (to,...,tn—1) € PFC(K,X),
t € X(to,...,tn—1) and (k; : ¢ < n) such that for each i < n:
nor(t;] >2 and mf <k <ml, and mor[t]>?2
there is s € X(t) satistying

nor(s] > nor[t] — 1 and
(Vu € basis(tg))(Fv € pos(u, s))(Tk € [€g(u),Lg(v)))(v(k) # 0) and
(Vu € basis(tg)) (Vv € pos(u, s))(Vi < n)(v(k;) = 0).

(2) The creating pair (K,X) is called anti-big if there are colourings
e U pos(u,t) — 3 forte K
uEbasis(t)

67
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such that: if (to,...,tn—1) € PFC(K,X), nor[t;] > 1 (for ¢ < n) and
t € X(to,...,tn—1), norft] > 1 then for each u € basis(ty) there are
vg, 1 € pos(u,t) and £ < n satisfying
volmi, =viml., e, (vo Imi,) =0, ¢ (v1lmls,) =1, and
(Vi € n\ {€})(cr, (volmug,) = e, (v1Imiy) = 2).

THEOREM 4.1.3. Let (K, X)) be a growing creating pair.

(1) If (K,X) is meagering then
:ww

oz (k) NV is meager”.

(2) If (K,X) is anti-big then
IFo:_(x:) “there is a Cohen real over V7.

PrOOF. 1) Let p = (wP,th,t],...) € Qi (K,X) and for n € w let f(n) =
P([mi‘],mﬁ)). The space [] f(n) equipped with the product topology (of the
necw

discrete f(n)’s) is a perfect Polish space. Thus it is enough to show that
plFo: (k) © H f(n) NV is a meager subset of H f(n) ™.

new new
Note that if X € [] f(n) is such that (3%°n € w)(X(n) # 0) then the set
new
(v e [[ f(n): (v°n € w)(Y(n) =0 or Y(n) # X(n))}
new
is meager in [ f(n). Let X be a QF (K, %) name for an element of [] f(n)

new new

such that

plrgs_(rexy (Vn € w)(X(n) = {k € [mis, mip) : W (k) # 0}),

where W is the Q* (K, X) name for the generic real (see 1.1.13). It follows from
the remarks above that it is enough to show that

(@) plrg:_(kx) (3n € w)(X(n) #0) and .
(B) plrgs_(kx) (VY € nl;lwf(n) NV)(V°n e w)(Y(n) =0 or Y(n) # X(n)).

To this end suppose that p < ¢ = (w?,tg,t{,...) € Qf (K, X) is such that Lg(w?) >
1 and nor[t!] > mfjin +2foric€wandlet Y € [[ f(n). For each n € w choose

new
kn € [mﬁ,mf};‘,) such that Y(n) 20 = k, €Y (n). Let 0<ng<ny <na <...<
w be such that w? € pos(w?, 1y, ...t ;) and t{ € B(th ..., t) ) for i € w.

tP
Note that necessarily my;° > 2 and thus nor[t2] > 2 for each n > ny. Applying
4.1.2(1) we find s; € X(t?) such that for each i € w:

(*); mor[s;] > nor[t]] —1 > mf;qm and

()2 (?u € pos(w?, tg, ..., th _1))(3v € pos(u, s;))(3k € [bg(u),lg(v)))(v(k) #
O )

(%) (Vu € pos(wP,th, ..., t2 _))(Vv € pos(u, s;))(Vn € [ni, nit1))(v(k,) = 0).

)V —1

Look at r & (w1, sg, $1, 82,...). Clearly r € Qi (K,X) is a condition stronger
than q. Moreover, by the choice of the s;’s we have

ks (k,x) (Y > no)(W(k,) = 0)
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and therefore, by the choice of the k,,’s, we get
rlrgs (km) (Fn2n0)(Y(n) #0 = Y(n)# X(n)).
Further note that if v € pos(w?, s¢) is given by ()3 above for w? then

(v, 51, 52,...) IF (3n € [ng,n1)) (X (n) # 0).
We finish by density arguments.

2) Let p = (wP,th, %, ...) € Q: (K,X) and let Z be a Qf,_(K,X) name for a
subset of w such that

. . P
plro: (k) Z={ne€w: ctg(W[mf{f)) < 2}.

Note that p IFZ is infinite”. Why? Suppose p < ¢ € Qi (K, %), Lg(w?) > 1.
Let ng < n1 < w be such that w? € pos(w?, tf,...,t, 1), tg € B(th ..., th ).
Necessarily nor[t?] > 1 for i € [ng,n1) and nor[td] > 1. So we find ¢ € [ng,nq) and
v, v1 € pos(w?, tl) as in 4.1.2(2). Now look at the condition r = (vo,t],t3,...) €
* (K, %). It is stronger than ¢ and forces that £ € Z.
Now let ¢ be a Q% (K, ¥)-name for a real in 2% such that

plrg:_(xx) “if k € w and n is the k™ member of Z then ¢(k) = cp (W[mfl%) 7.

We claim that p IF “¢ is a Cohen real over V”. So suppose that p < g € Q! (K, %),
Lg(w?) > 1 and U C 2% is an open dense set. Let 0 < ng < nj < ... < w be such
that

w? € pos(w?, ty,....th ) and ¢} e N(th ...t} ) fori€ w.

»'nog—1 s —1

Let m = [{n < ng : ¢ (w9 [mff";)) < 2}| and let v € 2" be such that v(k) =
e (w [mﬁff)) if k < m and n < ng is the k™ member of the set {n < ng :
e (w1 [mtuf’f)) < 2}. Choose € 2<% such that v <1 5 and

(Ve e2¥Yn<x = zcld).

Let j = £g(n) —m. Use 4.1.2(2) to define inductively u € pos(w?, ,...,t7 ;) such
that for each ¢ < j, for some ¢ € [n;,n;y1) we have

p

cp(ulmip) =n() and  (Vk € [nmi) \ {63) (e (ulmidy) = 2).

Look at the condition r = (u,t%,t7,,,...) € Qi (K,¥): it is stronger than ¢ and
it forces that n < ¢. We finish by density argument. (|

4.2. More operations on weak creatures

Below we define some operations on creatures and tree—creatures which provide
for (some) systems of weak creatures a new weak creature (of the same type). These
operations may be used to define sub—composition operations.

DEFINITION 4.2.1. Suppose 0 < m < w and for ¢ < m we have t; € CR[H]

such that mf;'p < mz{: t. Then we define the sum of the creatures t; as a creature

t = X5 (¢; 1 4 < m) such that (if well defined then):
(a) miy, =md,, mi, = mp ",

(b) valt] is the set of all pairs (h1, ha) such that:
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ég(hl) mf:lrw Eg(hQ) up’ hl < h27

and (hg {mdn,hg[ i) € vallt;] for i <m,

and ho[[m¥,, m(f;rl) is identically zero for i < m — 1,
(¢) nor[t] = min{nor[t;] : i < m},
(d) dis[t] = (0)(dis[t;] : i < m).

If for all i < m — 1 we have mfj, = md”r1 then we call the sum tight.

REMARK 4.2.2. Note that the sum Esum( i 1 1 < m) is defined only for these
sequences (t; : 1 < m) C CR[H] for which m, < mt”rl and part (b) of the definition
gives a nonempty value of vallt].

DEFINITION 4.2.3. If m < w, u C m, d € H(x) is a function such that dom(d) D
(R>O) and rng(d) € R2% and for i < m creatures t; € CR[H] are such that
< der1 then we define the (d,u)-sum t = X300 (¢ 1 i <m) of the t;’s by:

— t tm 1
(a) mdn - mdn7 mup Mup

(b) wval[t] is the set of pairs (hy, h2) such that:
lg(hy) = ml,, Kg(hg) mh,, h1 < hy and
(haImy,, haImliy) € vallt;] for i € u,
hal[mf,,mt) is identically zero for i ¢ u and

ho [[mi,, mtd’;’l) is identically zero for i < m — 1.
(c) nor[t] = d((nor[t;] : i € u)),
(d) dis[t] = (1,d,u)(dis[t;] : i < m).

[Note: the (d, u)-sum is defined only if clause (b) gives a nonempty value for val[t].]

DEFINITION 4.2.4. (1) For a pre-norm H on w (see 2.4.1) let Dy be the
family of all functions d such that for some finite set ug C w, H(ug) > 0
and

d: (RZO)Ud R0 (r; 10 € ug) — min{H (uq),r : i € ug}.

(2) We say that a creating pair (K, X)) is saturated with respect to a pre-norm
H on w if for each d € Dy and (¢; : mg < i < my) € PFC(K,X) such
that uq C [mg, m1) and nor[t;] > 0 for ¢ € uy:

sum

oy (ti 2 mo <4 < my) is well defined and belongs to X(¢; : mg < i < my),

and if t € B(EFUE (i : mo < @ < my)), nor[t] > 0 then for some d* € Dy
and s; € X(t;) (for mg <4 < my) we have

sum

uge Cug, val[XSgh (si:mo <i<mq)] Cvallt], and nor[s;] >0 for i € ug-.

We say that (K, ) is saturated with respect to (nice) pre—norms if for each
(nice) pre-norm H on w, (K, X) is saturated with respect to H. Similarly
for other classes of pre—norms.

REMARK 4.2.5. Note that in practical realizations of 4.2.4(2) the additional
parameter dis may play a crucial role. Looking at a creature t we may immediately
recognize if it comes from the operation X3 and we do not have to worry that the
last demand gives a contradiction. It may happen that for distinct d’s from Dy we
get (as a result of 331 ) creatures with the same values of val, nor, however they
are distinguished by dis. Moreover, the same effect appears for distinct pre—norms
H: we can read from dis the function d and consequently the function H restricted
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to subsets of u4. In applications we may redefine dis[¥3'" (t; : @ < m)], but we
should keep this coding property.

DEFINITION 4.2.6. Let T C |J [] H(¢) be a well founded quasi tree and let

n<wi<n

(s, : v eT) C TCR[H] be a system of tree creatures such that for each v € 7"
dom(val[s,]) = {vr} and pos(s,) = succr(v).

(1) The tree-sum t = %" (s, : v € T) of tree creatures s, (for v € T) is

defined by:

() valft] = {{root(T),n) : n € max(T)},

(8) nor[t] = inf{nor[s,] : v € T & nor[s,| > 1}, if nor[s,] < 1 for all
v € T then we let nor[t] = 0,

() dist] = (2) (s, : v € T).

(2) For a function g € w¥, the special tree-sum t = X" (s, : v € T) of tree
creatures s, (for v € T) with respect to g is defined in a similar manner
as LU but the conditions (3), () introducing the norm and dis are
replaced by
(8); mor[t] = max{k < w : (Vn € max(T))(|{€ < Lg(n): nlt € T and

norlsyd = KH = o)},
(’y)z disft] = (3,¢9) (dis[s,] : v € T).

4.3. Old reals are unbounded

Recall that a forcing notion P is almost w* ~bounding if for every P-name f for
an element of w* and any p € P we have

(39 € W) (VA € [w]*)(3g > p)(g I “(3%n € A)(f(n) < g(n))").
Almost w*’~bounding forcing notions do not add dominating reals (i.e. they force

that “(Vz € w¥)(Jy € w* NV)(I*n)(z(n) < y(n))”). If Q is a forcing notion not
adding dominating reals and

kg “P is almost w¥—bounding”

then the composition Q x> does not add a dominating real (see [Sh:f, Ch VI, 3.6]).
Thus the notion of “being almost w*’~bounding” is very useful from the point of
view of iterations: in a countable support iteration of proper forcing notions no
dominating reals are added at limit stages (see [Sh:f, Ch VI, 3.17]). (Note that
“not adding dominating reals” is not preserved by compositions.)

In the definition 4.3.1(1) below one can think about the following situation
(explaining the name “decision function”). Suppose that (K,Y) is a creating pair,
7 is a Qf (K, ¥)—name for an ordinal and p € Q% (K,X), Ng < w are such that p
approximates 7 at each n > Ny (see 1.2.9, remember 2.1.4). Let us define a function

z i pos(w?,tg, ...t ;) x PC(K, %) — U pos(w?, tf, ..., th_;)
k>N
such that for every v € pos(w?, ¢, ..., 5, ;) and (t,t},...) € PC(K, X) satisfying
(thyr thgs1r ) < (to 1, )
(1) If (v, 85, ), .. .) € Qi (K, X) then z(v, (¢, ], . ..)) is the first (in a fixed or-
deringof |J [[ H(m)) of the shortest v* such that v* € pos(v, tj, ..., t}_;)

n<wm<n
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(for some k < w) and (v*,th,,t? . ...) decides the value of 7 (m is just

suitable: mffg = mi’; 1).
(2) It (v to, th,...) ¢ Qi (K,X) then we take the first k£ such that nor[t}] <

md and we ask if there is (ty,t/,...) € PC(K,X) such that
(0, s g1 - ) < (0510, 1, .) € Qi (K, %),  and for some £ < k

z(v, (t5,t],...)) € pos(v,ty, ... ty_y) and  {ty,...,tp_1) = (t0, .-, t7_1).

If the answer is “yes” then we choose such a sequence (tj,t/,...) and we

let

z(v, (th, 81, )) = z(v, {tg, £, ... )
(note that this does not depend on the choice of the particular (¢, t7,...);
see the previous case). If the answer is “no” then z(v, (tj,t],...)) is the
first element of pos(v, ty, ..., t}).

This z is a canonical example of a decision function for p, Ny, (K,X); we will call
it z(p, No, 7) (assuming that (K, X)) is understood).
DEFINITION 4.3.1. Let (K, X) be a creating pair.
(1) Let p € Qj(K,X), No € w. We say that a function
z:pos(wP,tg, ...t ;) x PC(K, %) — U pos(w?, tf, ..., th_;)
k> No
is a decision function for p, Ny, (K,X) if:
(¥)as.1 for every v € pos(wP,tg,... ¢}, _;) and (tj,t,...) € PC(K,X) such
that (t}, 1R, 11,---) < (g, 1}, ..), there is k € w such that:
Z(’U, <t63t/13 c >) € pos(v,té, ce at;c—l)
and if (¢}, ,th 41, -) < (5,11, ...) € PC(K, X) is such that t] ~x t]
for all ¢ < k, then
z(v, (tg, ], .. ) = z(v, {t), 1], . ..)).
(2) We say that (K,X) is of the AB-type whenever the following two condi-
tions are satisfied:
(®)%gs if (tos... tn—1) € PFC(K,X), k < n then there is t € X(to,...,tn—1)
such that
nor(t] > min{nor[t,] : { < n}
and if (w,tg,...,tn—1) € FC(K,X), t' € X(¢), nor[t'] > 0, then there
is t" € ¥(t1) such that nor[t”] > 0 and
(F € pos(w, to, ..., tk—1))(Vu" € pos(u,t”))(Fv € pos(w,t'))(u” < v);
(®)ap ifp € Qj(K,X), No € w, nort!] > 2 for i > Ny and
z i pos(w?,tg, ..., th, 1) x PC(K,%) — U pos(w?, t, ...t ;)
k>No

is a decision function for p, Ny, (K, X)
then there are Ny > Ny and t* € X(t5, ..., ty, ;) such that

1
nor[t*] > 3 min{nor[t}y ],...,nor[ty; ]} and
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for each v € pos(w?, tf, ...ty ;) and t € X(t*) with nor[t] > 0
there is (t, 7, ...) € PC(K, ¥) such that (¢}, ¢ 1. ..) < (to,t,-..)
and
(a) if ) € Bt 4pr - s g sige) (KL< w)
then nor(t;] > § min{nor[ty, ,I,..., nor[t}, ., ]}, and
(B) (3w € pos(v,t))(2(v, (o, t1, 15, .. .)) Jw).
(3) We say that (K,X) is condensed if for every (w,tg,...,t,—1) € FC(K,X)
with nor[t;] > 0 for i < n, and t € X(to,...,tn—1), nor[t] > 0, there exist
k < n, a creature s € X(t;) and v € pos(w, tg,. .., tx—1) such that
nor[s] >0 and (Yu € pos(v,s))(3u™ € pos(w,t))(u I u*).

REMARK 4.3.2. Note that the condition (®)% g is easy to satisfy: e.g. if (K,X)
is omittory and has the property that for every ¢t € K:

if mo < my, <ml, <my then (¢ 7 [mo,my)) = {sT [mo,m1) : s € X(t)}

then it satisfies this requirement (the (®)Qg for (fo,...,tn—1), k < n is witnessed
by tx [mffmmﬁ’f,’l) ).

THEOREM 4.3.3. Suppose that (K, X) is a finitary, growing and condensed cre-
ating pair of the AB-type. Then the forcing notion Qf (K,X) is almost w“-
bounding.

PROOF. Let us start with the following claim which will be used later too.

CrAM 4.3.3.1. Let (K,X) be as in the assumptions of 4.3.3. Suppose that 7 is
a Q' (K,X)-name for a function in w*, q € Q% (K,X) and n € w. Then there
are a condition p = (wP,th,t7,...) € Qi (K,X) and a strictly increasing function
g € w¥ such that ¢ <5 p and for every [ € w

(B;) foreachv € pos(wP,t,...,th _1,...,th , ) andt € X(t,_,) with nor[t] >
0 there is w € pos(v,t) such that the condition (w,t, ,. |, th , . ...) de-

cides the value of 7(g(£)) and the decision is smaller than g(¢ + 1).

Proof of the claim: We define inductively conditions py € Q¥ (K, %) and the values
g(£) for £ € w such that g(0) =0, ¢ = po <;7° p1 <35y - S50 Pt Spobpg -+
and pey1, 9(€), g(£ + 1) have the property stated in (Hj). It should be clear that
then the limit condition p = li?lpg (see 1.2.13(3)) is as required in the claim.

Suppose we have defined p¢, g(¢). Using 2.1.3 and 2.1.4 we find a condition
p; € Qi (K, %) such that
Do Snte Dys nor[tiz] >2.mt +2 for all k >n+ ¢ and

p; approximates 7(g(€)) at each tzz for k >n+¢.
Let zp = z(p),n + £,7(g(€))) be the canonical decision function as defined before
4.3.1 (remember the choice of pj). Thus

Ze: pos(wq,tgz;,. .. ,tfbag_l) x PC(K,X) — U pos(wq,tgz, e vt%q)
m>n—+4

is a decision function such that
if wepos(wl, gt ... 1, 1), (w,th,th,...) € Qi (K, %),

(w g ) < (w, .1, )
then zg(w, (tG,th,...)) € pos(w,ty, ¢y, ..., th,_1) (for some m € w)
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is such that the condition (z¢(w, (4,7, .. .)), tfg[, t%_i_l, ...) gives a
o

value to 7(g(¢)), where M is such that mf{;‘l = mffg‘l
Now apply (®)hg to pj, n+£ and 2, to find N > n+/ and t* € E(tffH, . ,tﬁ;_l)
such that
1 * ¥ 24
nor[t*] > 3 min{nor(t}’, ... nor[th_,]} > mg; B
and for each v € pos(wq7tgz7...,tia€_1) and ¢ € X(t*) with nor[t] > 0 there is

w € pos(v,t) for which (w,t%,tfgﬂ, ...) decides 7(g(¢)). For this note that if
(th,t],...) € PC(K,Y) is given by (®)hpg for z4, ¢, v then, as for some k; < ¢; < w

t, € E(tfﬁ”ki,...,tiﬁrﬁm), and ,
. H ’ t
nor(t}] > 1 mln{nor[tiﬂr“ki], ce nor[tZ{MHi]} >my.,

the condition (v, t,t],...) € Qi (K, X) is stronger than (v, ti‘lg, tia-e-s-p ...). Thus
our requirements on z; apply. Finally we define
Do = (W tgh ot ) and

gl+1)=1+g)+
+max{i<w : (Juepos(w?, to*, ... 10", t) (v, 8} thy1,---) IF7(g(0)) = i)}
Clearly they are as required. This finishes the inductive construction and the proof

of the claim.

Now we are going to show that Qf, (K,Y) is almost w“’~bounding. For this
suppose that 7 is a name for a strictly increasing function in w* and ¢ € Q*,_ (K, X).
Applying claim 4.3.3.1 to 7, q and n = 0 we get a condition p > ¢ and an increasing
function g € w* as there (so they satisfy () for £ € w). Note that, as 7 is (forced
to be) increasing, for every £ € w we have

if v € pos(w?, ¢y, ..., t)_ ;) and t € X(¢)) is such that nor[t] > 0
then (w,ty, ,,t) ,,...) IF“7(£) < g(£+1)”, for some w € pos(v,t).
We will be done when we show the following claim.

CrAM 4.3.3.2. For each A € [w]¥ there is p' > p such that

Proof of the claim: Let A € [w]*. Choose 0 = ng < n; < ... < w and creatures

tieX(th ...t ) and k; € A such that

Y Ynip1—1
(1) n; < ki < niq1, norft;) > min{nor[ty] : n; <k <niq},
(2) if w € pos(w?,tg,...,th 1), t' € X(t;), nor[t'] > 0 then there is t” €

¥(t},,) such that nor[t”] > 0 and
(3" € pos(w, th ..., 17 _))(Vu" € pos(u',t"))(3v € pos(w,t’)) (v < v)

(possible by (®)45). Now let p’ = (w?,tg,t1,...). Plainly, p’ € Qi (K,%), p <p'.
We want to show that

P g xz) 3%k € A)(7(k) < g(k +1)).
So assume not. Thus we find a condition p* > p’ and k* € w such that

Pt lrgs_ sy (e Ak <k = (k) > glk+1)).
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Let i € w be such that w? € pos(wP, tg,t1,...,t;—1). As we may pass to an
extension of p* we may assume that k* < k; and £g(w?’ ) > 1. Let j > i be such
that t78+ € X(t;,...,tj—1). Since (K, X) is condensed we find ¢ € [i,5), s € (te)
and v € pos(wp+, tiy...,te—1) such that
nor(s] >0 and (Yu € pos(v,s))(Fu* € pos(wp+7tg+))(u < u¥).
Now look at our choice of t: since v € pos(w?, t(,...,t, _;)and s € X(ty), nor[s] >
0, therefore we find t” € %(t ) and v’ € pos(v,th ...t} _,) such that nor[t"] >0
and
(Vu” € pos(u’,t"))(Fut € pos(v, s)) (v’ < u').

But now look at the choice of p: since u’ € pos(w?, tg, ...t _,), t" € X(t}, ) and
nor(t"] > 0, we find w € pos(u’,t") such that the condition (w,t} ,,,t} ,o,---)
forces that 7(ke) < g(k¢ + 1). But now, going back, we know that there is u™ €

pos(v, s) such that w < u*. Further we find u* € pos(wp+,tg+) such that u™ < u*.
So look at the condition (u*, t'lj+,t’2)+, ...). Tt is stronger than p* and it forces that
7(k¢) < g(ke + 1), contradicting the choice of p* and k* < k; < ky. This finishes
the proof of the claim and the theorem. (I

LEMMA 4.3.4. Suppose that (K,X) is a strongly finitary and omittory creating
pair with the weak Halving Property which is saturated with respect to nice pre—
norms with values in w (see 4.2.4(2)). Further suppose that for each t € K

(®1) (Vs € X(t))(val[s] C vallt]) and

(®2) if mo < mly, <ml, <my, s e L(half(t))

then s [mg,m1) € L(half(t " [mg,m1))).
Assume that p € Qj(K, %), Ny € w, nor[t!] > 2 for i > Ny, m > 1 and
2 pos(wP, tg, ..., 1% 1) x PC(K, %) — U pos(wP, th, ... th )
n>N
is a decision function for p, Ny, (K,X).

Then there are a nice pre-norm H : [w]<% — w (so (K,X) is saturated with
respect to H) and d € Dy (see 4.2.4) such that uq = [No, N1), H([Nog, N1)) > m

and
if t € B(IFe (half(£y, ), ..., half (£}, _,))), v € pos(wP,tg, ..., 1% _,), and
nor(t] >0
then there is (t,t},...) € PC(K,X) such that for each i € w, for some k <
{<w
1 .
t; € Bty 1ps -5ty 4e) & mor[ti] > > min{nor[ty, ,],...,nor[t}. |}

and (3w € pos(v,t))(z(v, (ty, t),...)) Qw).

PROOF. This is essentially [Sh 207, 2.14].
First note that if ig < ... < ik, j < jo < ... < je < w, {lo,.--,ix} C {Jo,---,7¢}
(and k < £ < w), w € pos(wP, tg,...,th ) and s;, € N(t} ) (for n < £) then

ylj—1
< t? i
(w,v) € val[X" (s, I [my,, milé)), Sigye -y 8ip)]
implies
tP P
(w,v70 — ,mi?)> € val[Z™™ (s, P [mg, mu )y Sj1s - - -5 85,)]-
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P
Why? Suppose that (w,v) € val[¥¥"™(s;, [mgjn,mi;’),sil, cey8i )]s I Go = o
: P .
this immediately implies (w,v[myy) € val[s;, I [mffn,miﬁ) )]. Otherwise necessar-
p .
ily jo < ig and v[[mtdjﬁ,miﬁ’) is constantly zero. Now, w € pos(w?,tf, ... ,té-’fl),
so using the assumptions that (K,Y) is omittory and (®;) we get (w,v|my2) €
p -
val[s;, I [mgjn,mig’ )]. Proceeding in this fashion further we get the desired con-
clusion.
Note that above we use “val[>2%"™(...)]” and not “pos(w, X5*™(...))” as we do
not claim that ¥%"™(...) is in K.
Let us define the function H : [w]<% — w by:
H(u) > 0: always,
H(u) > 1: if |[u\ No| > 1, u\ No = {do,...,ik—1} (the increasing enumera-
tion), and
if s¢ € B(half(t],)), nor[s,] > 0 (for £ < k) and v € pos(wP, tg, ..., th. )
then there exists (t,t],...) € PC(K,X) such that for each i € w, for some
k<l<w

1.
t; € Bty 1hr - thgge) & morft]] > 3 min{nor[ty, ,1],...,nor[ty, ]}

and for some w

(v,w) € val[X"(sq I [miﬁ“,mf{ﬁ), S1,-- 5 86-1)] & z2(v, (th, 1], th,.. ) Qw,
H(u) > n+1: if for every ' C wu either H(u') > n or H(u\ v') > n (for
n > 0).

Note that this defines correctly a nice pre-norm on [w]<%; for monotonicity use
the remark we started with. Thus (K, Y) is saturated with respect to H.

Now it is enough to find N7 > Ny such that H([No,N1)) > m and then
take d € Dy with ug = [Ny, N1). Why? Suppose that we have such an N;
(and the respective d) and let t € R(XF" (half(ty, ), ..., half(t}, _,))), nor[t] >
0. By 4.2.4(2) (the second demand) we have that there are d* € Dy and s; €
Y(half(¢?)) (for i € [Ny, N1)) such that ug« C ugq and nor[s;] > 0 for i € ug, and
val[¥5  (si : No <4 < Nyp)] C valft]. But now look at the definition of H (and
remember the definitions of X5, X5 - note H(ug+) > 0).

As H is monotonic, it is enough to find a set u € [w \ No|~% with H(u) > m.
We will do this by induction on m for all p, Ny, z.

Case 1: m=1
For t € Yi(half(ty, ,,)) with nor[t] >0, i € w fix s(t) € X(t} ;) such that
1
nor(s(t)] > §nor[t] and (Yw € basis(¢))(pos(w, s(t)) C pos(w,t))
(possible by 2.2.7(2)(b™)). We may additionally require that if ¢ ~x ¢’ then s(t) =
s(t). Let
X € ({1, 1,...) e PC(K,T) : (Vi € w)(t] € S(halt(th, ;) & mor[t]] > 0)}.

As (K,X) is strongly finitary each X(half(t} |;)) is finite (up to ~x-equivalence,
but we may consider representatives only) and thus the space X equipped with the
product topology (of discrete X(half(t}y, ,;))’s) is compact.
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For w € pos(w?,ty,...,th, ;) and (t,t),...) € X let M(w,(ty,t},...)) be the
unique M < w such that

z(w, (s(t), 5(t1), - -)) € pos(w, s(tg), .., s(th_1))-
Note that the function M : pos(w?,tf, ...,y _;) x X — w is continuous. Why?

Look at the definition of decision functions: if (¢j,t!,...) € X is such that ¢ ~x ¢/
for all ¢ < M(w, (t(,1},...)) then

2w, (s(th), 5(81), - ) = 2w, (s(88), st -.).
Hence, by compactness of X, the function M is bounded. Let Nj > 1 be such that
rng(M) C Ny and let Ny = No+Nj. We want to show H([Ng, N1)) > 1. So suppose
that s, € X(half(t}_,,)), nor[s;] > 0 (for £ < Ni) and v € pos(w?, 1, ..., th, ;).
Look at (so,...,sn;—1, half(th ), half(t% . ,),...) € X, and let
§ = (5(s0),---,s(sn-1), s(half (¢} ), s(half (£}, | ), ...) € PC(K, ).
By the choice of N{ we know that for some k < Nj:
z(v,8) € pos(v, s(sg),--.,s(sx)) C pos(v, So, - - -, Sk)
(by the choice of s(t)’s). Take w* € pos(v,so,...,sn;-1) such that z(v,s) < w*.
Applying (®1) we get (v, w*) € val[¥*"™(sq,...,sn7-1)]. To finish this case note
that mor[s(s;)] > jnor[t}, ,,] for £ < Nj and nor[s(half(t}))] > inor[t}] for
k> Ni.
CasE 2: m'=m+1>2
Now suppose that we always can find a finite subset of w of the prenorm H at
least m. Thus we find an increasing sequence Ny = ¢y < {1 < ... < w such that
H([l;,£i+1)) > m for each i. Consider the space of all increasing functions ¢ € w®
such that 1[Ny is the identity and (Vi € w)(¥p(No +14) € [4i, li+1)) - it is a compact
space. For each 1 from the space we may consider a condition

th th th th
P 4D P p 2o Lw(No)y 4p P$(Ng) - Lu(No+1)
(w ,to,...,tNO_l,tw(NU)I" (Mg, Mup )’tw(No—s-l)P [mup ', mup )y -.-)

(and call it py) and the respective pre-norm Hy, defined like H but for py, No, 2
(note that p < p, € Qj(K,X), so z may be interpreted as a decision function for
Py)-
CLAIM 4.3.4.1. For each finite set u C w:
Hy(u) < H{W(k) : k € u}).

Proof of the claim: Suppose Hy(u) > 1. We may assume that u C w\ Ny. Let
s, € E(half(ti(k))), nor(s] > 0 for k € u and v € pos(w?, tf, ...t ;). By the
assumption (®5) we know that

Py
f t,

« de i~ P A Dy
sp = s me  mdy ) € Z(half(tw(k) P mds smdy ) = S(half(6,")).

So, as Hy(u) > 1, we find (t{,t],...) € PC(K,X) such that
(1) t; e B(ty", ... tn!) (for some No < k; <n; < w),
(2) nor[t;] > %min{nor[tij’], ...,nor[th’]}, and
(3) for some w

Py Py

(v,w) € val[S*"™(sj 1 k € u) T [mdz",mi’;“(“))] & z(v, (t,th,...)) Qw.
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124 th
But then also (v, w) € val[S5"™ (s, 1 k € u) I [mg®, mup™")]. As
min{nor[t;’], ..., nor[t; ]} > min{nor[t,, ,.,],...,norft, ]}

and t; € Z(ti(ki_l)ﬂ, . 7tZ(m))’ we may conclude that 1 < H{y(k) : k € u}).
Next we easily proceed by induction, finishing the proof of the claim.

By the induction hypothesis for each suitable function v we find Ny, > Ny such
that Hy([No, Ny)) > m. By the compactness of the space of all these functions
we find one n such that Hy([No, No + n)) > m (for each ). Look at the interval
[No,£,) — we claim that its H-norm is greater or equal than m + 1. Why? By
the choice of ¢;’s we have that H([Nog,¢,)) > m. Suppose that u C [Ny, l,). If
uN [0, lky1) # O for each k < n then we may take a function 9 from our space
such that ¢[[No, No + n)] C u. But Hy([No, No +n)) > m and by 4.3.4.1

m < H({B(k) : No < k < No+n}) < H(u).
If uN [lg, lrr1) = O for some k < n then necessarily
m < H( 1)) < H([Noy o) \ 0)
This finishes the induction and the proof of the lemma. ([l

THEOREM 4.3.5. Assume that (K, X)) is a strongly finitary and omittory creat-
ing pair with the weak Halving Property. Further suppose that (K,X) is saturated
with respect to nice pre—norms with values in w and for each t € K:

(®1) (Vs € X(¢))(vals] C val[t]),

(®2) if mo < mly, <ml, <my, s € N(half(t))

then s [mg,my) € L(half(¢ 1" [mg,m1))),

(@3) B(tT [mo,my)) ={sT [mo,m1): s € X(t)}.

Then the creating pair (K,X) is of the AB—type. Consequently if (K,X) is addi-
tionally condensed then the forcing notion Q. (K,X) is almost w* -bounding.

PROOF. By 4.3.2, 4.3.4 and 4.3.3. O

REMARK 4.3.6. The assumptions of 4.3.5 may look very complicated, but in
the real examples they are relatively easy to check and appear naturally. Sometimes
it is easy to check directly that a creating pair is of the AB—type, but then it may
happen that it is not condensed (this happens e.g. for (K245, X2.4.5); see 4.4.1). To
get that Qf, (K, Y) is almost w*~bounding we do not have to require that (K,3)
is condensed, but then we should strengthen the demands of 4.3.1(2) a little bit.

DEFINITION 4.3.7. We say that a creating pair (K, Y) is of the ABT —type if it
satisfies the demand (®)9 g of 4.3.1 and the following strengthening of (®)}4:
(®+)}&B ifp € Q:OO(K’E)7 Ny € w, and

z i pos(w?, tg, ..., th, ;) x PC(K,%) — U pos(w?, tf, ..., th_;)
k>No

is a decision function for p, Ny, (K,X) then there are Ny > Ny and t* €
E(#])VO? s 7t:§)\[1,1) such that

nor[t*] > 3 min{nor[tf ],...,nor[ty; |}



Paper Sh:470, version 1998-06-21_10. See https://shelah.logic.at/papers/470/ for possible updates.

4.3. OLD REALS ARE UNBOUNDED 79

and for each v € pos(w?, (), ..., thy _;,t*) such that

(Hk € [mdn>mu ))( ( ) 7é O)
there is (to,t7,...) € PCsoo (K, X) such that (th. ,th 1, ) < (th,t],...)
and z(vImb,, (t, t),th,...)) Jw.
THEOREM 4.3.8. Suppose that (K,X) is a finitary and omittory creating pair
of the AB™ —type such that for eacht € K
(®o) if nor[t] > 1 and u € basis(t) then |pos(u,t)| > 2 and
(®3) Z(tT [mg,mq)) ={sT [mo,m1) : s € Z(t)}.
Then the forcing notion Q. (K,X) is almost w* —bounding.

ProOOF. It is fully parallel to 4.3.3. First one proves that

Cram 4.3.8.1. If 7 is a Q% (K, X)—name for an element of w¥, q € Q% (K,X)
and n € w, then there are a condition p € Q% (K,X) and an increasing g € w®
such that ¢ <;>° p and for every £ € w

(B)) if w € pos(wP,th,....th_ | ... 10 4) is such that w[[mtdﬁl” mu’}’,”) #0
then the condition (w,t} , 1, th , o,...) decides the value of 7(g({)) and
the decision is smaller than g(£ + 1).

Proof of the claim: Repeat the proof of 4.3.3.1.

Next, assuming that 7 is a name for a strictly increasing function in w%, n = 0,
and q € Q! (K,Y), we take the condition p >y ¢ and the function g € w* given
by 4.3.8.1. They have the property that for each ¢ € w

P P
if v € pos(wP, 5, ..., t)) is such that (Ik € [mg"ll,mi@p))(v(k) #0)
then (v, 1], 1,t) 4, ...) IF“T(£) < g(£+1)".

To show that for every A € [w]¥ there is p’ > p such that
P ke (k) 3%k € A)(7(k) < g(k+1))

we slightly modify the proof of 4.3.3.2. So suppose A € [w]*. Choose 0 = ng < ny <

/ tho oty
. <wand k; € Asuch that n; < k; <ngyyandlett] =1t} © [mg,my*"). Look
at the condition p’ = (wP,t§ .t} ,...). Assume that p* > p/, k* € w, lg(wP’) > 1
and k; > k*, where i is such that wh' € pos(wP, th ... tf ). Take j > i such
+ /
that ¢ € S(t¥ ,...,tf 1). Choose v € pos(wp+,tg+) such that v(€) # 0 for some
pt pt p’ p’
e [mffn ,mffp ) (exists by (690)/). Let i* € [z Jj) be such that £ € [mff;,mffg) By
P
smoothness we know that v[mﬁg € pos(v [mtdn, t¥.), and therefore, by (®3) and the

choice of tf; we get

tp p tp
vlmy Epos(wp,tg,...,tii*) and mdr'f* << myy”.
tP
Hence (v[muy” i1t yos - ) IF T(ki) < g(ki- + 1), so we are done. O

Let us finish this section by proving a parallel of 4.3.5 for the tree-like forcing
notions.



Paper Sh:470, version 1998-06-21_10. See https://shelah.logic.at/papers/470/ for possible updates.

80 4. OMITTORY WITH HALVING

THEOREM 4.3.9. Suppose that |J H(i) is countable and (K,X) is a t-omittory
PEW
tree creating pair for H. Then the forcing notion Q§®(K, X)) is almost w*’ -bounding.
PROOF. Let p € Qye¢(K, ) and let f be a Q*°(K, ¥)-name for a function
in w®. For simplicity we may assume that for every ¢t € T? we have |pos(t)] = w
or at least that above each v € TP we find may an infinite front of " (compare
3.1.1(2)).
Like in 2.3.6(2) we may construct a condition ¢ € Q§°®(K, ) stronger than p
and fronts F}, of T such that for all n € w:
(1) F, = {v* : s e ™t 1} (just a fixed enumeration), and for each s €

wn+1

(2) if m € w then v* < v* (M), _
(3) {v* ™ :m € w}is a front of 74" and nor(tl.] > n+1,

(4) the condition ¢!’ decides the value of fl(n+1+ 3 s(k)).
k<n

For m € w let g(m) be
l+max{{ <w:(3se w§m+1)( Z s(k)y <4m & ¢TI« fim)=1¢ ")}
k<flg(s)
Let A € [w]¥. For s € w<% choose m(s) € A such that £g(s) + > s(k) < m(s)
k<flg(s)
and let ¢(s) = s7(m(s)). Note that VI f(m(s)) < g(m(s)). Now build
inductively a condition p’ € QfFe¢(K, ¥) such that ¢ <Q p/, Fo C T and for each
n e w:
if s € w2nt 1, VS € Fy, NTP then

th, e E(tﬁ :(3n € Fop) (¥’ <pd 77))7 pos(th.) C pos(tgc(s)) and

nor[tﬁ/s] >2n+1
(possible as (K, Y) is t-omittory and by the third requirement on F,’s). We claim
that )
P Irguee (i 3y (3%°m € A)(f(m) < g(m)).
To see this suppose that p” > p/, N € w. Choose s € w2N +1 guch that v* €

FonNdel(T?"). Then necessarily pos(tf:; YNdel(T?") # () so we may choose i € TP"

q

VC(S>) (see the construction

such that some initial segment of 7 is in pos(tﬁl) C pos(t
of p’). But now we conclude

(") Igyree 1.3y f(m(s)) < g(m(s))
what finishes the proof as N < m(s) € A. O

4.4. Examples

Let us start with noting that the Blass—Shelah forcing notion Q¥ (K3 4 5,25 4 5)
is a good application of the notions introduced in this section.

PROPOSITION 4.4.1. The creating pair (K3 ,5,%5 45) (see the end of the con-
struction for 2.4.5) is meagering, of the AB™ ~type and satisfies the demands (@),
(®3) of 4.53.8. Consequently, the forcing notion QX (K5 45,55 45):

() makes ground model reals meager,
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(8) adds an unbounded real,
() is almost W —bounding,
(0) does not add Cohen reals.

PRrOOF. To show that (K3 4 5,25, 5) is meagering assume that (fg,...,tn—1) €
PFC(K35 45,55 45), t € 25 4 5(to, ..., tn—1) and (k; : ¢ < n) are such that nor[t;] >
2, mf, < ki < mb, (for i < n) and nor[t] > 2. Fixu € [] H(i). By the

i<m??
definition of K3, 5 (see clause () there) we know that 2 < mor[t] < dpj(AL).
Moreover, by the definition of X3 , - we know that no element of A is included in

{ki :i < n} (by clause (@) of 2.4.5; remember a N [mf,,mt,) € A" = {0}

uu(aﬁmtin
for all a € A!). Consequently, if A5 = {a € AL, :an{k; : i < n} = (EZ)}, then
dp'(A43) > dp'(Af) — 1 and dpg(A?) > nor[t] — 1. This determines a condition
s € X5, 5(t) which is as required in 4.1.2(1).

It should be clear that (K3, 5,5, 5) satisfies the conditions (®g), (P3) of
4.3.8 (actually, (®3) is satisfied if interpreted “modulo ~x; 7, but this makes no
problems). The proof that (K3, 5, %5, 5) is of the AB*—type follows exactly the
lines of [BsSh 242, 2.6] (see [BaJu95, 7.4.20] too) and is left to the reader.

Consequently, the assertion («) follows from 4.1.3(1), clause (8) is a conse-
quence of 4.1.1 and (v) follows from 4.3.8. To show (J) one uses 2.2.6, or see
6.3.8.

Note, that if W is interpreted as a name for an infinite subset of w, then

e k3, 055.0 VX €WYNV)(IWNX|<w or [W\X]|<w).
Thus forcing with Q7 (K3 45,25 4 5) makes ground model reals null too. O

Now we will present an application of forcing notions determined by omittory
creating pairs with the weak Halving Properties to questions coming from localizing
subsets of w. These problems were studied in [RoSh 501] and our example is
built in a manner similar to that of the forcing notion constructed in [RoSh 501,
2.4]. Moreover, all these examples are relatives of the forcing notion presented in
[Sh 207]. The creating pair constructed there can be build like (K, 5, %%, ,) for

P =1

EXAMPLE 4.4.2. Let ¢ € w¥ be a non-decreasing function, 1(0) > 0. We
construct a creating pair (KZ4.27 214_2) which:
() is strongly finitary, forgetful and omittory,
) has the weak Halving Property,
) is saturated with respect to nice pre-norms with values in w,
) is condensed and satisfies the demands (®1), (®2) and (®3) of 4.3.5
[thus, by 4.3.5, (K¥, ,, %%, ,) is of the AB~type],
(¢) is anti-big and meagering.

CONSTRUCTION. Let H(m) = 2 for m € w. First we describe which creatures
t € CR[H] are taken to be in KV, ,. So, t = (nor[t], vallt], dis[t]) € KV, , if:
e dis[t] = (T'[t], L[t], R[t], D[t], NOR[t], m},,m},), where, letting T' = T[t],
L=L[t], R=R[t], D= D[t] and NOR = NOR[t]:
(a) T is a finite tree, D C {v € T : sucer(v) # 0} and
(i) (Vv € T\ D)(succr(v) =0 or |sucer(v)| = v(L(v))),
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(ii) if v € T\ D and 7 € succr(v) then either n € D or succr(n) =
0,
(b) L,R:T — [m},, m},) are such that for each v € T
() L) < RO,
(ii) if » € sucer(v) then L(v) < L(n) < R(n) < R(v),
(iii) if sucer(v) = 0 then L(v) = R(v),
(iv) if no,m € sucer(v), no # m1 then

[L(n0), B(10)] OV [L(m), R(m)] =0,

(¢) NOR is a function on D such that for each v € D, NOR(v) is a nice
pre-norm on succy(v) with values in w,
e if () ¢ D and (v € sucer(()))(sucer(v) =0), or D = () then nor(t] = 0,
otherwise nor[t] = min{NOR(v)(succr(v)) : v € D},
o val[t] = {(u,v) € M x 2mflp cu Qw & {i € [mhy,,my,) s u(i) =1} C
{L(v):v €T & sucer(v) = 0}}.

For t € KZ&.Q we define

nor®[f] = { gnin{NOR[t](V)(succT[t](1/)) :v € D[t]} gt}?e[fivie?,

Note that nor[t] < nor®[t] and in most cases they agree. One could use nor[t] as
the norm of ¢ and get the same forcing notion. We take nor|t] for technical reasons
only. Now we are going to describe a composition operation 214.2 on Kff_m by
giving basic operations which may be applied to creatures from K}f 49
(1) For a creature t € K445 let half(t) € K¥, , be such that

e if nor[t] < 2 then half(t) = ¢,

e if nor[t] > 2 then vallhalf(¢)] = val[t], T'[half(¢)] = T[t], L[half(¢)] = L[¢],

Rhalf(t)] = R[t], Dlhalf(t)] = D[t] and
if v € Dlhalf(t)], A C succrmaiz(s)(v) then
nor|t]

NOR/half(¢)](v)(A) = max{0, NORJ[t](v)(A4) — | 5 1}

[Thus mgilf(t) =m},, musli®) my, and nor[half(t)] = nor[t] — |

nor(t] > 2.]
(2) Forte K!,, mo<mb,, m > My let s = Sy m, (1) € K, , be a creature
such that dis[s] = (T'[t], L[t], R[t], D[t], NOR]t], mg, m1), nor[s] = nor[t] and

nor|[t]

5 ] when

val[s] = {(u,v) € 20 x 2™ s u Qv & v|[mg,mfy,) =0 & v[[ml,,mi) =0 &

& (vlmi,, olmby) € vallf]}.

Thus, essentially, Sy, .m, (t) =t [mg, m1), the small difference in the definition of
dis is immaterial.
(3) Forte Kyuslet X5, ,(t) consist of all s € K¥, , such that

(i) mf, = mby,, m, =mby,, T[s] C T[t], D[s] = D[t]NT][s],

(ii) (Vv € T[s])(succppg(v) =0 < succppy(v) = 0) (thus if v € T[s] \ DIs]
then succrq(v) = sucerpy (v)),

(i) L[s] = L[t]|T[s] and R[s] = R[t]T[s],

(iv) if v € D[s], A C succr(s(v) then NOR[s](v)(A4) = NOR[t](v)(A).
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(4) Suppose that to, ..., ts—1 € K}, are such that k = 9 (L[to](())), m%, < my
(for i <k —1) and
(Vi < k)(() € D[t;] or succry,(()) =0).
Let s = S*(to,...,tx_1) € KV, , be a creature such that

(i) m3, =mY, my, = mis " and TJ[s] is a tree such that lsucerps ()] =k

and for every v € succyq(()) there is a unique i = i(v) < k such that
{neTlsl:van}={v"n":n" € Tlt:]} & Ls](v) = L[t:](() & R[s](v) = R[t:](()),

(ii) D[s] ={v"n" : v € suceriy)({)) & n* € Dt;)]},
(iii) L[s](()) = Llto]({)), R[s]((}) = R[te—1]({)) and for all v € succry(())
(V0™ € Tltio)(LIs)(v™0") = Lltiw)](n") & Rls](v"0%) = Rlti)](n7)),
(iv) if v € sucers)(()), n* € Dlti] and A C sucery,,,1(n*) then
NOR[s](v"n")({v™n' : ' € A}) = NOR[t;(,)](n") (A).

(5) Suppose that H : P(m) — w is a nice pre-norm and tg,...,tym_1 € KZJA_Q
are such that mf, < mffn“ for i <m—1. Let s = S5 (to,...,tm_1) € K, , be a

creature such that
S tmfl

(i) m5, =m&, ms, =mup " and T's] is a tree such that [succrp) (()| = m
and for every v € succypg(()) there is a unique j = j(v) < m such that

{neTls]:v Qn} ={v"n":n" € Tlt;]} & Lis|(v) = LIt;1(O) & Rsl(v) = R[t;](());
(i) D[s] ={(0}U{v™n* v esuccr(()) & n* € Dlt;u)l},
(iii) L{s](()) = L{tol (), Rls](()) = R[tm-1](()) and for every v € succriq(())
(V0" € T[tjo)])(LIs](v™n") = Ltjw)l(n*) & R[s](v™n") = R[t;)](n")),
(iv) if A Csuccrpg(()) then NOR[s](())(A) = H({j(v) : v € A}),
(v) if v €sucery((), n* € Dltju)] and A C sucepy,,,)(n*) then

NOR[s|(v"n")({v™n" : 0" € A}) = NOR[t;()] (") (A).

Note that, under the respective assumptions, the procedures described in (1)—(5)
above determine creatures in K, ,, though (in cases (4) and (5)) not uniquely:
there is some freedom in defining succypy(()). However, this freedom becomes
irrelevant when we identify creatures that look the same. The last operation (X3 ,
below) is a way to describe which creatures are identified.

(6) Fort € KV, ,, let X%% ,(t) consist of all creatures s € K, , such that
mg, = mh,, mi, = ml, and there is an (order) isomorphism 7 : T[s| — T'[t]
which preserves L, R, D and NOR.

Finally, if to,...,tm_1 € K}, , are such that mb, = mi+t (for i < m — 1)
then ¥, 5(to, ..., tm_1) consists of all creatures s € K, , such that m5, = mi,
my, = mf{{i’l and s may be obtained from ¢y, ...,t,—1 by use of the operations
half, Sypmys S*, S5, X440 and 3% o (with suitable parameters).

Let us check that (KY,,, %Y, ,) has the required properties. It should be
clear that (KY, ,,%Y,,) is a finitary, forgetful and omittory creating pair. The
relation ~yy (see 1.1.4(3)) is an equivalence relation on K}, , and ©} , , depends
on sz_&;equivalence classes only (remember the definition of X}* 5; note that
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Y, o(te) = XY, ,(t1) implies that to,#; are the same up to the isomorphism of
the trees T[to], T[t1]). Thus the value of £%, ,(to,...,tm_1) does not depend
on the particular representation of the trees T[t;] (for ¢ < m). Hence, if t €
3Y  o(to, ..., tm_1) then we may think that T[f] is a tree built of T'[to], ..., T[tm_1]
in the following sense. There are s; € X% 4 5(t;) (for i < m), a front F of T'[t] and
a one-to-one mapping ¢ : ' — m such that for v € F

neTitl:vany={ ™ 0 €Tlspwl}

and the L[t], R[t], D[t] above v in T't], v € F, look like L[s,,)]; R[Sp)]s D[spw)]
(but the norms given by NOR may be substantially different, still their values
may be only smaller). Now it should be clear that (KY,,,¥%,,) is strongly
finitary. The pair (KY,,,%%,,) has the weak Halving Property as witnessed
by the function half defined in (1) above. [Why? Note that if to € Ky, .,
norfty] > 2, t € ¥, ,(half(ty)), nor[f] > 0 (so nor[f] > 1) then ¢ is obtained
from ¢y by alternate applications of half and shrinking (i.e. X% ;). Look at the
tree T'[t] with L[t], R[t], D[t]: necessarily the last three objects are the restrictions
of L[to], R[to], D[to] to T[t]. Let s € X} 4 5(to) be such that T'[s] = T[t] (it should be
clear clear that there is one; actually the s is uniquely determined by the tree T7s]).
Since in the process of building ¢ the norms were decreased only, and we started with
half(to), we may conclude that nor[s] > nor[t] + |inor(ty]] > inor[t]. Clearly
val[s] = val[t].]

Suppose that Hp : P(w) — w is a nice pre-norm, d € Dy, (see 4.2.4). Note
that 330" (¢ 1 no < i < mq) (for (¢ 1 ng < i < my) € PFC(KY, ., %% ),
ug C [ng,n1)) corresponds to a creature ¢ obtained from t,,,...,t,,—1 by suit-
able applications of Sy, m, and S} (the last for the pre-norm H = Hy[P(uq),
the first is to omit creatures t; for i € [ng,n1) \ ug). The difference is in dis, but
this causes no real problem as we may read Hy|P(uq) from the resulting creature
(and it is essentially the NORJ[t]({))). We could have changed the definition of
(K Zf 4.9 Ezf 1.2) to make this correspondence more literal, but that would result in
unnecessary complications in the definition. Now note that

if t € Y, (I3 (tg, ..., tm_1)), nor[t] > 0 and d* € Dy, is such

d,ugq
that ug- ~ succpp(()) and s; € ¥ 4 5(t;) for i < m are such that

vesucery(() = {v 00 €Tlsjuml}={neTlt]:vIn},

then vallt] = val[¥3",  (so,...,8m-1)]. Moreover, if nor[t;] > 0

for ¢ < m then nor[s;] > 0 for ¢ € ug~.

This shows that (KY, ,,%%,,) is saturated with respect to nice pre-norms with
values in w.

Suppose that t € Y, 5(to, . .., tn_1), nor[t] > 0, nor[t;] > 0 (for i < n). Then
for some i < n and v € T[t] we find s € £} , 5(¢;) such that

{neTit]:v<n}={vn 9 eT[s]}

and L[t], R[t] and DIt] above v are like L[s], R[s], D[s], but remember that NOR][¢]
may have nothing in common with NOR[s]: the operation half may be involved.
However, by the definition of nor[t], we know that if n” € D[s] then

NOR[H) (v )(sucerg (v)) > 0,
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and this is enough to conclude that NOR[s](n’)(succrs)(n')) > 0. Moreover D[s] #
0 as nor[t;] > 0. Consequently nor[s] > 0. Since

ol[mf,m5,) =0 & (v,u) € valls] = (Ju*)((v,u”) € vallt] & u < u*)

we conclude that (K, ,,$%, ) is condensed.

One easily checks that the demands (®1), (®2) and (B3) of 4.3.5 are satisfied
(remember that t I [mg, my) is, basically, Sy .m, ().

Finally, let us check that (K), ,, %Y, ,) is meagering and anti-big. For the first
note that if t € K., ,, nor[t] > 2 and v € T[t] is a maximal node of T[] then
there is s € X} 4 5(¢) such that v ¢ T'[s] and nor[s] > nor[t] — 1. [Why? Take the
shortest 7 < v such that n € D[t] — there must be one as nor[t] > 0 — and choose
s € %], o s0that T[s] ={peT[t]:n<p = —(v*dp)}, where v* € succrp(n)
is such that v* < v. Since NORJt](n) is a nice pre-norm we have

NOR[t](n)(succr(s(n)) = NOR[E](n)(sucerp (7)) — 1

and hence s is as required.] Now suppose that (f,...,tn_1) € PEC(KY, 5, 2%, ),
nort;] > 2, k; € [mg"'n,mﬁip) and t € X%, 5(to, ..., tn_1), nor[t] > 2. Then there is
a front F' of T[t] such that for every v € F, for a unique i = i(v) < n and some
s € X 40(t):
{neTl]:vdn;={vn" 0" €Tsi]}
and D[t], L[t], R[t] above v look like D[s;], L[s;], R[s;] (but NOR[t] might be different
than that of s;: the values may be smaller). Now apply the previous remark to
choose s7 € ¥}, 5(s;) such that nor[sf] > nor[s;] — 1 and k; ¢ {L[s}](n) : n €
T[sf] & succrpe:)(n) = 0}. Finally let s € X} 4 5(t) be such that F' C T'[s] and for
each v e F
{neTls]:vant={vn":n" €Tls,}
It is easy to check that this determines a creature s as required in 4.1.2(1) for
<ki,ti 1< Tl>, t.
To verify that (KY, 5, %%, ,) is anti-big define colourings
o U pos(u,t) — 3
uEbasis(t)
fort e Kff4.2 by:
if [{k € [mb,,ml,):v(k) =1} is even >0,
if [{k € [mh,,mb,):v(k) =1} isodd,
if vl[ml,, mip) = Opmt me y-

up

c(v) =

N = O

Suppose (o, ..., tn_1) € PRC(KY, 5,55, 5), t € %, 5(to, ... tn_1), nor[t;] > 1
and nor[t] > 1. Clearly for some i < n

{LE () : Lt](() < Llt(n) < Rt:]1(() and sucerp(n) = 0} > 2.
Let u € basis(tg) = ][] 2. Take vo,v1 € [] 2 such that for £=0,1

: t 7 t
i<mb 1<myp,

u<v, {k € [mhy,,mb,) s ve(k) =1} =€ +1, and
{k € [mh,, mi,) s ve(k) =1} is contained in

{L{t](n) : LIE)(O) < Lltl(n) < R[E1(O) & n € Tt] & sucerpy(n) = 0},
Now check that the vg, vy are as required in 4.1.2(2) for (¢; : i < n), t. O
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COROLLARY 4.4.3. QX _(KY, .. %Y, ) is a proper almost w® ~bounding forcing
notion which makes ground reals meager and adds a Cohen real.

PrOOF. By 4.4.2, 4.3.5 and 4.1.3. (]
DEFINITION 4.4.4. (1) For an infinite set X € [w]¥ let ux : w — X be
the increasing enumeration of X.
(2) Let ¢ € w¥ be non-decreasing. We define relations Y, S, C [w]¥ x [w)¥
by
(X,Y) e Sw if and only if
(3F*n e w)(vz < Gy (1)) Ly (0 + 8), iy (n + i+ 1)) N X| > 2),
(X,Y) e if and only if
(En'e W)(Vl < Ppy (n+1))(llpy (n+14), py (n+1+1)) N X[ = 2).

If 4 is a constant function, say ¥ = k, then SY may be called Sj.

REMARK 4.4.5. We will consider the notions of Sg’nf and Sff’pflocalizations as
given by 0.2.2 for these relations as well as the corresponding dominating numbers
9(8Y,) and d(SY, ). Note that for a non—decreasing ¥ € w¥, S¥ ~localization implies
S;pnflocalization (and O(S’g’n) < (SY)). If (Vn € w)(¥(n) < ¢(n)) then S¥-
localization implies 5% localization and for eventually constant v, Sw —localization

is the same as Sébnflocahzatlon.

PROPOSITION 4.4.6. Suppose @, € w¥ are non-decreasing functions such that
(V°n € w)(1 < ¥(n) < @(n)). Then the forcing notion Q. (K, ., 2%, ) does
not have the S¥,~localization property.

PRroOOF. This is parallel to [RoSh 501, 2.4.3]. The main step is done by the
following claim, which is essentially a repetition of [RoSh 501, 2.4.2].

CLAIM 4.4.6.1. Suppose thatt € K, o is such that nor®[t] > 11. Let Y € [w]¥
Then there is s € 5 4 5(t) such that nor’[s] > nor’[t] — 10 and for every n € w
there is i < ¢¥(uy (n+1)) such that

{L(s)(v) : v € T[s] & succppg)(v) =0} N [py (n + i), py (n+i+41)) = 0.

Proof of the claim: The proof is by induction on the height of the tree T'[t].
One could try just to apply the inductive hypothesis to creatures determined by
{n € T[t] : v < n} for each v € sucerp(()). However, this would not be enough.
What we need to do is to shrink ¢ to separate the sets

{L[tl(n) : v < & n € T[t] & sucerpy(n) = 0}

for distinct v € succyy(()) by intervals [y (m), py (m+1)). This will prevent “bad
events” occurring above distinct v € succr(()) from accumulating. The shrinking
procedure depends on the character of () in T[t], so the arguments brake into two
cases.

CASE 1: () € DIt].

Let
Ao = {v € succrp(() : (3m € w)(uy (2m) <
Ay = {v € sucerp(() : (Im € w)(py (

g (v) < ;%m(u) < py (2m + 1))},
Ay = v € sucery () : (L), RA@)NY #

< R[t](v) < py (2m))},
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Note that Ay U Ay U Ay = sucerp(()) and NOR[](())(sucerp () > nor®[t]. As
NORJt]({)) is a nice pre-norm, at least one of the following holds:
(0) NOR[t](())(Ao) > mor?[t] — 2,
(1) NOR[](())(A1) > nor’[] — 2,
(2) NORJ[H(())(Az2) > nor?[t] — 2.
Suppose that (0) holds. Let s € ¥} 4 5(¢) be a creature such that
Tis]={neTlt]:(Fvedy)(n<v orv<an)}
[Tt should be clear that this uniquely defines the creature s and nor®[s] > nor®[t] —

2.] Note that by the definition of the set Ay, if v1,12 € Ay are distinct and
R[t](v1) < L[t](v2) then there are m; < mz < w such that

py (2my) < L[s|(11) < R[s}(v1) < py (2m1 +1) < py (2m2) <

L[s](12) < R[s](v2) < py (2ma + 1).
Hence we may conclude that for every n € w there is i < 2 such that

{Ls](n) : n € Tls] & suceris)(n) = 0} N [wy (n+ ), py (n+i+1)) =0,
and thus s is as required in the assertion of the claim.
If (1) holds then we may proceed in the same manner (considering the set A;).
So suppose that (2) holds true. Divide the set A into three sets A3, A}, A3 such
that for each i < 3 and vy,1v9 € A} with R[t](11) < L[t](v2), there is m € w such
that
R[t](11) < py (m) < py (m+1) < L[t](v2)

[e.g. each A} contains every third element of Ay counting according to the values
of L[t](v)]. For some i < 3 we have

NOR[#](())(43) = NOR[)(()(4z) — 2 = nor’[t] — 4.
Fix v € A} for amoment andlet T}, = {n € T[t] : v < porn Jv}. U T,ND[t] = {()}

then necessarily T, does not contain sequences of length > 2 (remember clause
(a)(ii) of the definition of K, ,) and

{n € T, : sucery(n) = 0} € {1, (L[t](»))}.
Let n* € w be maximal such that py (n*) < L[t](v) (if there is no such n* the we
let n* = —1). Then, for every n > n*, ¥ (uy(n+1)) > ¥ (uy (n* +1)) > (L[t](v))
(as v is non-decreasing). Hence, letting 75 = T, we have that for each n € w there
is i <Y (uy(n+ 1)) such that

{L[t](n) : n € T, & succrp(n) =0} N [py (n +1i), py (n+i+1)) = 0.

If T, N D[t] # {()} then we may look at a creature t* € K., , such that T[t*] =
{n' : vy’ € T[t]} and L[t*], R[t*], D[t*], NOR[t*] are copied in a suitable manner
from ¢ (so they are restrictions of the corresponding objects to T,) and m%, = m},
mt, =ml,. Clearly nor’[t*] > nor’[t] and the height of T'[t*] is smaller than that
of T[t]. Thus we may apply the inductive hypothesis and we find s* € X} , 5(¢*)
such that nor’[s*] > nor[t*] — 10 > nor’[t] — 10 and for all n € w there is

i < ¢¥(py(n+ 1)) such that
{LIs")(0) : n € Ts*] & succ(uey(n) = B 0 oy (n + ), ay (n 4+ + 1))
Let Tp = {v™ : 0 € T[s*]}.

Look at the tree T* = |J T,. It determines a creature s € X} 4, ,(¢) (i.e. s is such
veA}

0.
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that T'[s] = T*, D[s] = D[t]NT* etc). Clearly nor’[s] > nor[t] — 10 and it is easy
to check that s is as required (remember the choice of the A% and the T:’s).
CASE 2: () ¢ DIt].
Since T'[t] # {()} (as nor®[t] > 0) we have |succrp(()| = (L[t](())). Moreover,
for each v € succrp(())

either v € D[t] or succpp(v) =10

(remember the demand (a)(ii) of the definition of K¥,,). Note that necessarily
D[t] nsucerp () # 0 (as nor®[t] > 0). Fix v € D[t] Nsucery(()).
Choose a set A, C succrpy)(v) such that NOR[t](v)(A4,) > nor®[t] — 5 and one of
the following holds:
o (Im e w)(Vn e A)(uy (m) < L[t)(n) < R[t](n) < py (m +1)),
e there are mg < myp < mg < m3 < w such that
(v € Ay)(py (m1) < L[t](n) < R[t](n) < py(mz)) and
(3n € sucery () (L[] (n) < py(mo))  and
(3 € suceryy (W) (RI() > gy (ms)).
Why is the choice of A, possible? For m € w let
By = {n € sucery(v) : py (m) < L[t](n) < R[t)(n) < py (m+1)}.
If there is m such that NORJ[t]({))(Bg") > nor[t] — 5 then we may take the respec-
tive Bj* as A,. So suppose that
(Ym € w)(NOR[t](())(BF") < nor’[t] — 5).
Let Bo = |J Bp* and suppose that NORJ[t](v)(Bp) > nor®[t] — 1. Let ko, k1 be the

mew
two smallest elements of {m : By* # ()} and let ka, k3 be the two largest elements

of this set (note that [{m : By* # 0} > 6; remember that NOR[t](v) is a nice
pre-norm). We let

Ay = A{n € sucery (v) : py (b +1) < L[t](n) < R[t)(n) < py (k2)},
and mg = ko + 1, m1 = k1 + 1, mg = ko, mg = k. Easily NORJ[t](v)(4,) >
NORJ[t](v)(By) — 4 > nor’[t] — 5 and since Bg® # 0, BY* # 0 we see that A, is as

required. So we are left with the possibility that NOR[t](v)(Bo) < nor®[t] — 1. In
this case we have

NOR[t](v)({n € suceriy(v) : (L[)(n), R ()] NY # 0}) = nor’[t] — 1.
Let 10,m1, 72,13 € succyp(v) \ Bo be such that L[t](no) < L[t](n:) are the first two
members of {L[t](n) : n € succyry(v) \ Bo} and L[t](n2) < L[t](n3) are the last two
members of this set. Let m; be such that py (m;) € (L[t](n:), R[t](n:)] (for i < 4)
and let

Ay = {n € sucery(v) \ Bo : py (m1) < L[t](n) < R[t](n) < py (m2)}.
Since
NOR([t](v)(sucerpy (v) \ Bo \ {no,m1,n2,m3}) > mor’[t] — 5,
one easily checks that A, is as required.
Let TV = {n*: v n* € Tt] & (In € A,)(n <v™n* or v™n* < n)}. We would
like to apply the inductive hypothesis to the creature determined by T" (with

L,R,D and NOR copied in a suitable way from ¢). However, this creature may
have too small norm: it may happen that NOR[t](v)(A,) < 11. But we may repeat
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the procedure of CASE 1, noticing that the inductive hypothesis was applied there
above some elements of succ(()). Here, this corresponds to applying the inductive
hypothesis to creatures determined by {n* : n™n* € T[t]} for some n € A,, and
these creatures have norms not smaller than nor®[t]. Consequently we will get a
tree
Ty C{n' :v<an & (@EneA)ndn)}

corresponding to a creature s, with nor[s,] > nor’[t] — 10 and such that for each
n € w, for some i < ¢(uy (n + 1)) we have

{L[t](n') : " € TV & succry(n') =0} N [py (n+1i), py(n+i+1)) =0.

[Note that the procedure of CASE 1 may involve further shrinking of A, and drop-
ping the norm by 4. Still, 5+4 < 10 so the norm of s, is above nor[t] —10.] Next
let

T = | J{TY : v € sucerp () N DI} Usucery () U {0},
and let s be the restriction of the creature ¢ to T*. Check that s € X} , 5(¢) is as
required. This finishes the proof of the claim.

Now we may prove the proposition. We are going to show that, in the model
Voo (KLa250a2) | the set {m € w:W(m) = 1} witnesses that the S§,~localization
fails. So suppose that p = (w,t,t1,t2...) € Qi (KY, 5. 5%,,) and Y € [w]¥.
Since (K4 4,24, 5) is omittory we may assume that ¢ (k) < o(k) for k > fg(w)
and for each ¢ € w

(@) nor[t;] > 11 +i+ml , () € D[t;] and

(B8) I(R[E)(O), Litial(0)) VY] > 2, [(€g(w), Lto]) N Y| > 2.
Apply 4.4.6.1 to get s; € X} 4 5(t;) such that nor®[s;] > nor?[t;] — 10 and for every
n € w there is j < ¥ (uy (n+ 1)) such that

{L[si](v) :v € T[s;] & succys,(v) =0}N[uy(n+j),py(n+j+1)) =0.
Note that by («) and the definition of ¥} , , and nor® we have
nor’[t;] = nor[t;], nor’[s;] = nor[s;).

Hence, letting ¢ = (w, 50, 51, 52, ...) we will have p < ¢ € Q% (K}, 5, %%, ,) and
for every n > £g(w)

¢ (35 < @lpy (n+ 1))y (n +5), py (n+j +1)) N {m € w: W(m) =1} = 0);
remember that ¢ forces that {m € w : W (m) = 1} is a subset of

{m <m@ rw(m) =1} U{L[si](v) : i <w & v € T[s;] & succyys,)(v) = 0}
This finishes the proof. O

PROPOSITION 4.4.7. Let p,1 € w¥ be non-decreasing, ¢(0),%(0) > 0 and
li_>m ¢(n) < lim (n). Suppose that N < (H(x),€,<3) is countable, p € N N
n oo n— oo

Qi (KY 40,54 40), ¢ €N and Y € [w]¥ is such that
(VX € [w] N N) (30 € w)(¥i < p(py (n)))(luy (0 +14), py (n +i+1)) N X[ > 2).
Then there is an (N, Q% (K, 5, 2%, ,))~generic condition q stronger than p and

such that
“@ w
qlF “for every X € [w]¥ N N[FQ;‘OC(Kh,z,EfA,z)]’

(3%n € w)(¥i < oy (n)([[py (n+14), py (n +i+1)) N X[ > 2)”.
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Consequently, if ¢ is unbounded then the forcing notion Q. (KY, 5, %Y, ,) has
the S7 ~localization property for every non-decreasing ¢. If ¢ is bounded, say

lim (n) =k, then Q% (KY, 5, %% 1 5) has the Sy-localization property.

n—oo

ProoF. This is like [RoSh 501, 2.4.5]. We will deal with the case lim (n) =

n— oo
oo (if ¢ is bounded then the arguments are similar).

Suppose that ¢,1, N,p, Y are as in the assumptions. Let (5, : n < w) enu-
merate all Q*, (KY, 5, %, ,) names from N for ordinals and let (X, : n < w) list
all names for infinite subsets of w. Further, for n € w, let 7,, € N be a name for a
function in w* such that

I+ Vm € w) (Vi < n)(|[m, 7 (m)) N X;| > 2).

Q0 (KF 00
We inductively construct sequences (p,,ps :n < w), (gn 1 n < w) and (i, : 1 < w)
such that for each n € w:

(a) pn.pj € Qi (K 44 2,2}& 2)ﬁN 9n € wYNN is strictly increasing, i,, € w,
(b) p <07 P SO < _n+1 Pn+1 Sppa Pn+17 i <ln41,
(¢) pn approxnnates oy, at each t? o forlew,
(d) for each £ € w and v € pos(w?, 5", ..., t0" , ),
ift ey, (t b ¢), nor[t] > 0 then there is w € pos(v,t) such that
(W, t0 st prg ) IE “Tn(gn(€)) < gn(£41)7,

0(gn(€)) < V(L[t",](())) for every £ € w,
() € D[tPr] for all m € w,

)
)
(8) in is such that (Vi < @(py (in))) ([uy (in+1), py (in+i+1))Nrng(gn)| = 2),
) the =tb» for m < n,

) for i < p(py (in)) let j" (i) = min{j € w : gn(j) € [py (in + 1), py (in + i +
1))} and for i € [p(py (in)), (LI s (o)) () Tet 57 (0) = 5" (o (in)) —
1) + 4
then th" = Smo’ml(S’*(tf;lJ iyt <UL 0 )](())) (see clauses (2),
(4) of the deﬁmtlon of (K4 1, 5Y ) in 4.4.2, remember (£) above), where

¢Bn
mo = mup y my = mup v k=n+7" (w(L[tilJn(o)](O)) - 1),
() tﬁ+1+m a1y for every m € w (where k is as in (i) above).

The construction is quite straightforward and essentially described by the require-
ments (a)—(j) above. Having defined p; we first choose a condition p;,,, € N
such that it approximates &, at each m > n + 1 and p;, <37 p),,1 (by 2.1.4).
Then we use 4.3.3.1 inside N to find a condition pp41 >p41 p;H, Pnt1 € N and
a function g,4+1 € N such that the demands (a), (d)—(f) are satisfied. Note here,
that the creatures t} constructed in the proof of 4.3.3.1 came from the application
of ®hp of 4.3.1. This condition, in turn, is exemplified in our case by the use of
the operation S% (see item (5) of the definition of (K, 5, X%, ,), see 4.3.4, 4.3.9).
Consequently we may ensure that (f) holds. As far as (e) is concerned, note that
in the inductive construction of the condition p in 4.3.3.1, when choosing pj, we

may require additionally that ¢(g(¢)) < w(L[tIZZ](())) (remember (Kff4_2, ZZ’AQ) is
omittory, ¢ is unbounded). Thus we have defined p,1,g,+1 satisfying (a)—(f).
By the assumptions on Y we know

(3%m € w)(¥i < @y (M) (llny (m + 8), py (m + i + 1)) N mg(gas)] > 2)

See https://shelah.logic.at/papers/470/ for possible updates.
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(remember tng(gn+1) € [w]* N N). Hence we may choose i,41 > i, as required in
(g). Clauses (h)—(j), (b) fully describe the condition

Py = (WP th L e P Pl ) > D
Note here that
e(py (int1)) < 9(gn1 ("1 (0))) <YLY jnra )] ()

(by (e); remember ¢ is non-decreasing), so there are no problems with the definition

of tﬁ’ff in clause (i). Moreover, t)" ! € 234_2(152’_‘:11 cee, ) where k =n+1+
. . : ey
FEUGEIES v o)(0)) — 1, and nor[t741] > mfit . Clearly p,,, € N.

Now let ¢ = limp, = limp}, € Q (KL, 4, 54, 5) (see 1.2.13). We claim that

q is as required in the assertion of the proposition. Clearly it is stronger than p (by
(b)) and is (N, Q% (K, 5, %Y, ,))-generic (by (c) and 1.2.10). The proof will be
finished if we show that for each k € w

g - (3°m € w)(¥i < p(uy (m)))(|lpy (m + i), py (m +i + 1)) N Xp,| > 2).

To this end suppose that k, £ € w, ¢’ € Q% (KL 44,544 5), ¢ < ¢'. Passing to an ex-
tension of ¢ we may assume that for some n > k we have w? € pos(w, td, ..., tl_,)

and ¢ < i, (remember (b)). Let m > n be such that tg/ exy, ,(te,... 1), Since

nor[tg/] > mi > 0 we find ng € [n,m] and s € T, (8,
and

{Lls)(n): m € T[s] & suceryq(n) = 0} S (L[] )(n): n € Tt & sucey,, () = 0}

) such that nor[s] > 0

(compare the proof that (KY, ,, %%, ) is condensed). Look at the creature td, - it

¢

o . Png
was obtained from ¢, ..., ;)

(for i < w(L[tZleno(o)](<)))) by applying the operation S* and S, m,. Since

s € 2142(15%0) we have

Isucers) ()] = (L[, jno 0] (()) = w(LIs)(()))
and for each v € succyyy(()) for unique i = i(v) < zD(L[thZij,LO(O)}(<>)), the tree
T[s] above v and L[s], R[s] and D]s] look exactly like T[s;], L[s;], R[s;] and D]s;]

for some s; € ZZA‘Q(thZ(_’%jnU (i)) with nor[s;] > 0. Now, applying successively clause

(d) to each tiﬁijno(i), s; (for i < ¥(L[s]({)))) we find w € pos(wq/,tg,) such that

for every v € succppy (())

(w0, 870 % ) g v s ) g (g (7 (((9)))) < g (57 (i(9)) +1) 7,

is tf{go. So look at the clause (i): the creature tZ;

Png 7
where j is such that mj, = mffp. By the definition of the name 7, and the fact
that k& < n < ng we get that for each v € succppq(())

(w0, 870 4779 ) I [lgng 7 (2))), g (7 (G (0)) + 1) 0 X > 27,
By the choice of iy, 77 (i) we know that
1y (ing +9) < gng (37 (1)) < gno (57 (1) +1) < py (ing +1 4+ 1)
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for each i < (py (in,)) < #(gny (17°(0))) < P(L[s])(()). Therefore
(w, 8570 5755, ) I (Vi <@y (ing))) (ly (i +7), 10y (ing + 1+ 1) 1 Xpe| > 2)7.

We finish noticing that (w, tp”O , tffrol, ) < (w, t’{ ,tg s and £ < iy <g,. O

COROLLARY 4.4.8. The following is consistent with ZFC:
0 =cov(M) =non(M) =R, +
Jfor every non-decreasing unbounded 1) € w¥, d(S¥,) =Ry +
for every non-decreasing ¢ € w¥, 9(S7.) = V.
PROOF. Start with a model for CH and build a countable support iteration

Py, Qn:a< wo) and a sequence (wa : & < wy) such that

(a) 14 is a P,—name for a non-decreasing unbounded function in w®,

(b) ke, “ Qo = Qo (K55, 5452) 7,
(c) for each P,,,—name 1) for a non-decreasing unbounded function in w*, for

wo many o < wa, lkp, “ 1 =1 7"

By 4.4.3 we have

IFp
and by 4.4.6 we get
Fp,,,
To show that

“coviM)=non(M) =Ny =¢ & b= "

w2
“9 = Ny + for each non-decreasing unbounded v € w*, D(Sffp) =Ny 7.

IFp,, “0(Sg,) = N1 for every non-decreasing ¢ € W@

we use 4.4.7 and [Sh:f, Ch XVIII, 3.6] and we show that the property described in
4.4.7 is preserved in countable support iterations.

So suppose that ¢ € w® is non-decreasing and define a context (R¥,S¥, g?)
(see [Sh:f, Ch XVIII, 3.1]) as follows. First, for n € w* let X,, € [w]* be such that
px,(n) = > (n(i) +1). Next we let (in the ground model V):

i<n
e 5% is the collection of all N NH(XN;) for N a countable elementary sub-
model of (H(x), €, <3}),
e for each a € S¥, d[a] = c[a] = w = d'[a] = [a],
e o =1,
e R? = RY is the relation determined by the S¥ —localization:
n R? g if and only if (1,9 € w* and)
(@%n € w)(¥i < plux, (n))([ux, (0 + 1), fx, (0 + i+ 1)) 0 X,| > 2)
(remember that a* =1 so we have R§ only),
o g¥ = (g, :aec S CwYissuch that for every a € S¥, for each n € aNw®
we have n R® g, (exists as each a is countable, e.g. one may take as g,
any real dominating a).

By the choice of (R¥,S%,g¥) we know that it covers in V (see [Sh:f, Ch XVIII,
3.2]).

CLAIM 4.4.8.1. Let P be a proper forcing notion such that
p “(R¥,5%,8%) covers”.

Then:



Paper Sh:470, version 1998-06-21_10. See https://shelah.logic.at/papers/470/ for possible updates.

4.4. EXAMPLES 93

(1) IFp“ (R¥,S%,g%) strongly covers by Possibility B” (see [Sh:f, Ch XVIII,
3.3]), .
(2) for every P-name 1) for a non-decreasing unbounded function in w®,

g “ the forcing notion Q% (KY, 5, 5%, ,) is (R?, 59, g?)-preserving”.

Proof of the claim: 1) As o =1 it is enough to show that the second player
has an absolute (for extensions by proper forcing notions) winning strategy in the
following game G, (for each a € S¥).

The play lasts w moves.

Player I, in his n*® move chooses functions f7,..., f* € w% such

that

filbp—1 = fen_1 [bp—1 for £ <nand f;' R? g, for each ¢ <n.

Player II answers choosing a finite set b, C w, b,_1 C by,.
At the end the second player wins if and only if for each £ € w
U £21bn R ga.
n>{
But it should be clear that Player IT has a (nice) winning strategy in this game. In
his n** move he chooses as b,, a sufficiently long initial segment of w to provide new
“witnesses” for the quantifier (3°°n € w) in the definition of R¥ (for all f§, ..., f™).

2) Since a* = 1 what we have to prove is exactly the statement of 4.4.7 (see [Sh:f,
Ch XVIII, 3.4A]), so we are done with the claim.

Now we may use [Sh:f, Ch XVIII, 3.5, 3.6] (and 4.4.8.1) to conclude that IFp,,
“(R¥,S%,g?) covers” and hence immediately

Ik, 9(S5,) = N1

w

As every function from w® N VFe2 appears in w¥ N VP« for some a < wy we finish
the proof. 0O
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CHAPTER 5

Around not adding Cohen reals

The starting point for this chapter was the following request of Bartoszynski
(see [Ba94, Problem 4]): construct a proper forcing notion P such that:
(1) P is w*-bounding,
(2) PP preserves non-meager sets,
(3) P makes ground reals to have measure zero,
(4) P has the Laver property,
(5) countable support iterations of P with Laver forcing, random real forcing
and Miller’s rational perfect set forcing do not add Cohen reals.

A forcing notion with these properties would correspond to the invariant non(\)
(the minimal size of a non-null set; see [BaJu95, 7.3C]). Forcing notions with prop-
erties (1)—(4) were known. The fourth property is a kind of technical assumption
and might be replaced by

4=. Pis (f, g)-bounding for some f,g € w* (with g(n) < f(n), of course).

At least we believe that that was the intension (see an example presented in
[BaJu95, 7.3C], see 5.4.3 here too). However it was not clear how one should
take care of the last required property. The problem comes from the fact that we
do not have any good (meaning: iterable and sufficiently weak) condition for “not
adding Cohen reals”. The difficulty starts already at the level of compositions of
forcing notions: adding first a dominating real and then “infinitely often equal real
below it” one produces a Cohen real. Various iterable properties implying “no Co-
hen reals” are in use, but the point is to find one capturing as many of them as
possible. The first section deals with (f, g)-bounding property. We generalize this
property in the following section (a special case of the methods developed there is
presented in [BaJu95, 7.2E], however not fully). The “(¢, F)-bounding” property
seems to be still not weak enough to capture the measure algebra. So we weaken
this further and we present a good candidate for a property “responsible” for not
adding Cohen reals in the third part of this chapter (see 5.4.2 too). The tools
developed in this section are very general and will be used later too.

5.1. (f,g)-bounding

Let us recall that a proper forcing notion P is (f, g)-bounding (for some in-
creasing f,g € w%) if

e (v € [T £()(3S € VA [[lw]<9)(¥i € w)(IS(i)] < g(i) & (i) € S(i)).
€W 1Ew
It is almost obvious that (f, g)-bounding forcing notions add neither Cohen reals

nor random reals (see e.g. [BaJu95, 7.2.15]). For the treatment of this property in
countable support iterations see [Sh 326, A2.5] or [Sh:f, Ch VI, 2.11A-C].

94
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DEFINITION 5.1.1. Let f € w*. We say that a weak creating pair (K,Y) for
H is essentially f-big if

(®£'1_1) for every weak creature ¢t € K and u € basis(t) such that 0 < ¢g(u) and
nor[t] > f(0) and each function h : pos(u,t) — f(€g(u)) there is s € 3(t)
£(0)
IRZION
REMARK 5.1.2. Definition 5.1.1 may be thought of as a kind of strengthening
of 2.2.1 and 2.3.2.

such that u € basis(s), h[pos(u, s) is constant and nor[s] > nor|t]

LEMMA 5.1.3. Let f € w% be increasing. Suppose that (K,X) is a finitary
essentially f-big tree-creating pair, p € Q¥ (K, Y) and 7 is a QF(K,X)-name
such that

plbqueek,x) T € w® is such that (Vn € w)(7(n) < f(n))”.

Then there is a condition q € Q{"*°(K,X) stronger than p and such that for every
p € T9 the condition qlP! forces a value to 7[(£g(p) + 1).

PROOF. First note that the essential f-bigness of (K, ) implies that if t € K,
nor[t] > f(0) and Lg(root(t)) > f(0) + 1 then the tree creature ¢ is 2-big. This is
more than enough to carry out the proofs of 2.3.6(2) and 2.3.7(2) and thus we find
a condition qo > p, £g(root(qo)) > f(0) + 1, and fronts Fy, Fy, Fa, ... of T% such
that

(Vn € w)(¥n € F,)(fg(n) >n and ¢" decides #(n))
and (Vn € T%)(nor[t¥] > 2. f(0) + 1). For each n € w we have a function
hy : F,, — f(n) such that

(v € Fu)(ag" rgpeecic.s) 7(n) = ().
Suppose that v € T is such that pos(t2?) C F,, and £g(v) > n (note that there are
v € T such that pos(t%) C F,, as F, is finite). Then we may apply (®£_1.1) and
we find s € $(t%) such that h,[pos(s) is constant and nor[s] > nor[t] — L)

Lg(v)”
Repeating this process downward and for all n € w we find a quasi tree T* C T'%

and s, € X(t®) for v € T* such that
(a) root(T™*) = root(qo),
norls,] > nor[t%] — (fg(v) + 1) - £g% > nor[t2] — (f(0) + 1),

) 8710
(7) pos(sy) = sucer-(v),
0) if vymo,m1 € T*, n < Lg(v), v < mo, v < M1, Mo, € Fy, then hy,(no) =
o (m1)-
This defines a condition ¢* € Q{**¢(K,X). Clearly it is stronger than gy and, by (4)
above, it has the required property. O
REMARK 5.1.4. If (K, X)) is a local tree-creating pair (see 1.4.3), p € Q'*°(K, X)

then
(Vv € del(T?))(root(p) <v = veTP).

CONCLUSION 5.1.5. Suppose that f € w” is increasing, (K,Y) is essentially
f-big finitary and local tree creating pair. Then the condition ¢ € Q{*¢(K,X)
provided by the assertion of 5.1.3, gives at most |72 N [[ H(m)| possible values

m<n
to 7[(n + 1) (for each n). Hence, if g(n) = [] |H(m)| then Q{**¢(K,X) is (f,g)-
m<n
bounding.
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DEFINITION 5.1.6. A weak creating pair is reducible if for each t € K with
nor[t] > 3 there is s € X(t) such that %r[t] < nor[s] < norlt] — 1.

DEFINITION 5.1.7. Let h : w X w — w. We say that a weak creating pair
(K, X) is h-limited whenever
if t € K, u € basis(t), £g(u) < mg and nor[t] < my then |pos(u,t)| < h(mg, m1).
If the function h does not depend on the first coordinate (i.e. h(mg, m1) = ho(m1))
then we say that (K,X) is h—norm-limited. We may say then that (K,X) is ho—
norm-limited or just hg-limited.

THEOREM 5.1.8. Suppose that f,g € W are increasing, h: w x w — w and

(v*n € w)([] rim,m) < g(n) < f(n).
m<n
Assume that (K,X) is a reducible finitary tree creating pair which is h-limited and
essentially f-big. Then the forcing notion Qi¢(K,X) is (f, g)-bounding.

PRrROOF. Let N be such that (Yn > N)( [[ h(m,m) < g(n) < f(n)). Suppose

m<n
that p IFguee sy 7 € [ f(n). By 5.1.3 we find ¢ > p such that for every n € T

nw
the condition ¢l decides 7[(£g(n) +1). As (K,¥) is reducible we may assume that
(¥ € T9)(nor[t]] < £g(n)) and Lg(root(q)) > N. For n € w let

Fr Y eTt tgtn)>n and (weTHw<an = Lg(v) <n)}

Clearly each F is a front of 79 and if n € F* then ¢/" decides the value of 7(n).
Now note that |Ff| =1 for n < fg(root(q)) and |F¥| < [[ h(m,m) < g(n) for all

m<n

other n. This allows us to finish the proof. O

THEOREM 5.1.9. Assume that (K,X) is a finitary and reducible creating pair
which is h-limited for some function h. Further suppose that (K,X) is either grow-
ing and big or omittory and omittory-big. Then the forcing notion QI (K,X) is
(f,g)-bounding for any strictly increasing functions f,g € w*.

PROOF. Suppose that 7 is a Qf (K, X)-name for a function in [ f(n) and

new
p € Qi (K,X). Applying repeatedly 2.2.3 (or 2.2.6 in the second case) we may
construct inductively an increasing sequence ng < n; < ... < w and a condition

q=(wi,td,t,...) € Q¢ (K,X) such that p <§° ¢ (so w? = wP) and for all k € w:
(©0) g(nx) > TT h(migy,2 - mg, +1),

i<k
q
@) norltl] < 2.m* + 1, and
k dn
(®2) if w € pos(w9, tf,...,t{_,) then the condition (w,t{,t{ ,...) decides the

value of 7[(ng + 1).
This is straightforward; to get (®1) we use the assumption that (K, X) is reducible.
Now we note that for each k:

q q t? td
[pos(w?, t,...,t))| < H h(mg,,2-mg, +1)
i<k

and so the condition ¢ allows less than g(ny) candidates for values of 7 on the
interval (ng, ng41]- O
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THEOREM 5.1.10. Let (K, X)) be a reducible and finitary creating pair. Suppose
that increasing functions f,g € w* and a function h : w X w — w are such that
(1) (K,X) is h-limited,
(2) (K,X) is essentially f-big,
(3) (v>n)( [T h(m,m) < g(n) < f(n)).

m<n

Lastly assume that (K,Y) captures singletons. Then the forcing notion Q% (K, )
is (f, g)-bounding.

PROOF. Take N € w such that [[ h(m,m) < g(n) < f(n) for all n > N.
m<n
Let 7 be a Q¥ (K, X)—name for a function in [[ f(n), and let p € Q% (K, X).

new
First note that, as (K, X) captures singletons, for each ¢t € K we may find s € X(¢)
such that for some u € basis(s) (equivalently: for each u, remember (K,X) is
forgetful) we have |pos(u, s)| = 1. Using this remark and 2.1.12 we find a condition
(WP, 80, 81, 82,...) € Q. (K,X) and a sequence 0 < £y < {1 < {2 < ... < w such
that:

(OL) IlOI‘[SgO] > 2f(0) +23 nor[5£i+1] > 2f(0) : |pos(wp, S0y 527)‘ +2(Z+1)7
(8) ifn € w\{fo, 1,02, ...} then for some u € basis(s,,) we have |pos(u, s,)| =

L
(7) N+4<mzﬁ’, pg(’u}p,SQ,Sl,SQ,...),
(6) for each i € w, u € pos(w?, sg,...,s,) the condition (u, Sg, 41, Se;+2,-- )

decides 7| (magi +1).
Next we slightly correct creatures sy, to ensure that the value of %[(mfﬁf +1)is
decided by any u € pos(wP, s, ..., ss,—1). For this we use the procedure similar to
that in the proof of 5.1.1 (and based on the assumption that (K,X) is essentially
f-Dbig). Thus we get creatures ty, € 3(sy,) such that (for i € w):

(Vu € pos(w?, so, ..., 86,-1)) (W e, 86,41, 0,42, ---) decides 7[(m3 +1)) and
s, 0
nor(t,,] > nor[sy,] — (my: +1) - Tj;(sg - [pos(w?, so, ..., Se,—1)|-
dn
Note that |pos(w?,sg,...,S¢,-1)] = 1 and hence nor[ts,] > 1. Moreover, for
each i € w, |pos(w?, so,...,ss,)| = [pos(w?, so,...,5¢,,...,5¢,,~1)| and therefore

norfty,,,] > 2(i + 1). Finally, as (K,X) is reducible, we may choose t; € X(ts,)
(for i € w) such that %52 < nor[t; ] < miﬁ’;. Now we let
g p p _J sm ifmew\ {l ...},
wh=ws tm{t}‘i ifm=4¢;, i €w.
This defines a condition ¢ € Q. (K,%) stronger than p and such that for each
1€ w:
tq
(a) (Vu € pos(w?,td,... ’tgi—l))((u’tgﬂqtzi—&-l’q' ..) decides 7[(my; + 1)),
(
i<i

)
q 14 q CR i,
b) [pos(w, &g, ..., 17, )| < [T h(mgy . myy) < g(mg, + 1),
(c) Ipos(w,tg,...,t5 _)| = 1.

Now we easily finish. O
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DEFINITION 5.1.11. Let H be finitary, /' € w“ be increasing. A function
fiwXw— wis called (H, F')—fast if it is H-fast (see 1.1.12) and additionally

(Vn,l e w)(f(n+1,£) > f(n,0) + F0) - pu(¥) - 0).

THEOREM 5.1.12. Suppose that (K,X) is a finitary local and 2-big creating
pair for H which has the (weak) Halving Property. Let F € w* be increasing and
fiwxw— wbe (H,F)-fast. Then the forcing notion Q}(K, ) is (F,ou)-
bounding.

PROOF. Suppose that 7 is a Q} (K, X)-name for an element of [[ F(m) and
m<w

p € Q}(K,X). By 2.2.11 we find a condition ¢ > p which essentially decides all

the values 7(m) (for m € w). We may assume that (Vi € w)(nor[t!] > f(2,m§n)).

Applying, in a standard by now way, the bigness (like in 2.2.3 or 5.1.1) we build
a condition 7 >¢ ¢ such that ¢/ € 3(t!), nor[t!] > nor[t]] — F(mf{ ) - @H(mffn) .

n

mil and for each i € w and u € pos(w?, ty,...,t;_;) the condition (u,},tj ,...)
decides the value of 7[(¢g(u) + 1). Now we easily finish (remembering that (K, X)
is local). O

5.2. (f, F)-bounding

Here we introduce and deal with a property which, in our context, is a natural
generalization of the notion of (f, g)-bounding forcing notions. This is a first step
toward handling “not adding Cohen reals” and, in some sense, it will be developed
in the next parts of this chapter. After we formulate and prove some basic results
we show how one may treat this property in countable support iterations.

A particular case of this machinery was presented in [BaJu95, 7.2E].

DEFINITION 5.2.1. Let (K, %) be a creating pair, ¢ = (t, : n € w) € PC(K,X).
(1) For a function h € w* we define Uy (%) as the set
{§=(sp:necw)ePC(K,X):t <5 & (Vnew)(nor[s,] < h(mi:))}.
For n € w and h € w¥ we let
Vi () = {s € X(tn) : mor[s] < h(mg,)}.
(2) Let hy,ho € w¥. We say that a forcing notion P is (£, h1, h2)-bounding if
Ikp (V5 € Uy, (1))(35" € Up, (t) N V)(5" < 3).

REMARK 5.2.2. (1) We will be interested in the notions introduced in
5.2.1 only for t € PC (K, %) (i.e. nl;rrgo nor(t,] = o) and (V*°n)(h1(n) <
ha(n)), lim hi(n) = lim ho(n) = oco.

(2) Note that if (K,X) is nice and simple (see 2.1.7) then

Un(t) = H Vi (1)

new

DEFINITION 5.2.3. For a creating pair (K,X) on H we say that:
(1) (K,%) is monotonic if for each t € K, s € 3(t) we have val[s] C valt].
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(2) (K,X) is strictly monotonic if it is monotonic and for alln € w, tg, ..., t, €
K and s € X(to, ..., t,) such that nor[s] < max{nor[t;] —1:¢ <n} we

have:
(Vu € basis(to)) (pos(u, s) G pos(u, to, ..., tn)).

(3) (K,X) is spread if for each ¢t € K, u € basis(t) and v € pos(u,t) there is
s € 3(t) such that

1
nor[s] < §nor[t] and v € pos(u, s).

PROPOSITION 5.2.4. Let (K,X) € H(Ry) be a strictly monotonic and spread
creating pair for H. Suppose that t = (t, : n € w) € PCoo(K,X) and hy,hy € w¥
are such that

(Vn)(0 < hi(mf) < ha(mi) < morlt,]) and (¥V°°n)(he(my,) < nor[t,] — 1).
Then every (t, hi, ho)-bounding forcing notion does not add Cohen reals.
PROOF. Let w € basis(tp) be such that
(Vn € w)(pos(w, to, . .., tn—1) C basis(t,)).
Look at the space
X={ze H H(m) : (Vn € w)(z[my, € pos(w,to, ... tn))}
mew

equipped with the natural (product) topology. It is a perfect Polish space (note that
as (K,X) is strictly monotonic and spread, by lim nor[t,] = oo, for sufficiently
n—oo

large n, for each u € basis(t,) we find two distinct vy, v1 € pos(u,ty)). Thus, if
a forcing notion P adds a Cohen real then it adds a Cohen real ¢ € X. In V][,
choose (e.g. inductively) a sequence § = (s, : n € w) € Uy, (f) such that

(Vn € w)(sn € B(t,) & clmiy, € pos(w, s, . .., 5,—1) C basis(s,))

(possible by 5.2.3(3), remember that (K,X) is nice). We claim that there is no
5% € Up,(t) NV with §* < 5. Why? Suppose that §* € Uy, () "' V. Working in V,
consider the set

O {r € X : (3n € w)(alm, ¢ pos(w, s, 55-1))}

This set is open dense in X (for the density use strict monotonicity of (K,X);

remember that for sufficiently large n € w, nor[s}] < hg(mfi:r;) < norfty] — 1,

where m is such that m/" = mfi;n) Consequently, in V[¢],c€ O and §* £5. O

DEFINITION 5.2.5. Let (K, X) be a weak creating pair.

(1) Wesay that a weak creature t € K is (n, m)-additiveif for all to, ..., tp_1 €
X (¢) such that nor[t;] < m (for i < n) there is s € 3(¢) such that

to,...,tn—1 € X(s) and mnor[s] < max{norfty]: ¢ <n}+ 1.
(2) m—additivity of a weak creature t € K is defined as
add,, (t) = sup{k < w : t is (k, m)-additive}.
[Note that each ¢ is at least (1, m)-additive.]
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(3) We say that (K,X) is (g, h)-additive (for g,h € w®) if addj,(m,, 1)) (t) >
g(man(t)) for all t € K.
Similarly, if (K,Y) is a creating pair and ¢ € PC(K, ) then we say that
t is (g, h)—additive if (Vn € w)(addh(m:ﬂ)(tn) > g(min)).
(4) If the function g is constant, say g = n, then instead of “(g, h)—additive”
we may say “(n,h)-additive” etc.
[Note that for creatures we have man(t) = m}, ]

REMARK 5.2.6. The notion of additivity of a weak creature is very close to that
of bigness: in most applications they coincide. One can easily formulate conditions
under which (k, m)-additivity is equivalent to k—bigness.

Let us recall that a forcing notion P has the Laver property if it is (f, g*)—
bounding for every increasing function f € w®, where g*(n) = 2" (¢* may be
replaced by any other fixed increasing function in w®).

PROPOSITION 5.2.7. Assume that (K,X) is a strongly finitary (see 3.53.4) and
simple (see 2.1.7) creating pair, t = (t, : n < w) € PC(K,X) and hy,hs € W% are
such that

(Vn € w)(hi(md,) < ha(mgy))  and — (Vn)(hi(mg,) + 1 < ha(mg)).

(1) If f € w¥ is such that (Vn € w)([V" (£)] < f(m&)), g € w® s strictly in-
creasing and t is (g, h1)—additive then every (f, g)—bounding forcing notion
is (€, h1, ho)-bounding.

(2) Ift is (g%, h1)-additive (where g*(n) = 2™ ) then every forcing notion with
Laver property is (t, hi, he)-bounding.

PROOF. 1) Suppose that ($, : n € w) is a P-name for an element of Uy, (),
p € P. Since (K, ¥) is simple we know that p IF §, € X(¢,,). Consequently, we may
apply the assumption that P is (f, g)-bounding (remember the property of f) and
we get a condition py > p and a sequence <57tz 0 < gt (mi), n <w) such that

(Vn <w) (Ve < g(mfi’;l))(sig evp (f)) and
po ke (Vn € w)(3n € {55, £ < g™ (mg;)}),
where g7 € w® is such that for each n € w:
gty = £ 90mG) i M) +1 < ha(m(g,),
n 1 otherwise.
Since t is (g, h1)-additive we find (s¥ : n € w) € Uy, (¢) such that for each n € w
(V2 < g* () (57, € S(57)).
Clearly, po IF (s :n < w) < (8, :n < w).
2) Similarly. O
DEFINITION 5.2.8. Let (K,X) be a creating pair and ¢ = (¢, : n € w) €
PC. (K, ).
(1) We say that a partial ordering F = (F, <)) on F C w® is t-good if:

(a) F is a dense partial order with no maximal and minimal elements,
(b) for each h € F

(Vnew)(l< h(mg’;) < norft,]) and lim [nor[t,] — h(mfl"n)] = o0,

n—oo
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(C) if h17h2 S ]:, h1 <;_— ho then

(Vn € w)(hi(mi) < he(mf)) and  lim [ho(mi) — hi(m)] = cc.

n—oo

(2) Let F be a t-good partial order (on F C w®). We say that a forcing
notion P is (¢, F)-bounding if P is (, h1, he)-bounding for all hy, hy € F
such that hy <’ ha.

It should be clear that if F is #-good, ¢ € PCy (K, ) then the composition of
(t, F)-bounding forcing notions is (£, F)-bounding. To deal with the limit stages
(in countable support iterations) we have to apply the technique of [Sh:f, Ch VI,
§1]. Theorem 5.2.9 below fulfills the promise of [BaJu95, 7.2.29).

THEOREM 5.2.9. Let (K,X) € H(Ry) be a simple and reducible creating pair
and let t = (t, : n < w) € PCo(K,X), norlt,] > 2. Suppose that F = (F,<%)
is a t-good partial order such that t is (2, h)-additive for all h € F. Assume that
(P, Qa s < B) is a countable support iteration of proper forcing notions such that
for each a < B:

s, “Qa is (, F)-bounding”.
Then P is (t, F)-bounding.

ProoF. We are going to use [Sh:f, Ch VI, 1.13A] and therefore we will closely
follow the notation and terminology of [Sh:f, Ch VI, §1], checking all necessary
assumptions. First we define a fine covering model (D71, R+, <7-t) (see [Sh:f,
Ch VI, 1.2]).

For h € F and n € w we fix a mapping %" : w onte Vi (t). Next, for h € F
and n € w¥ we let ¥"(n) = (" (n(n)) : n < w). Note that, as (K,Y) is nice,
P(n) € Up(f) (for all n € w¥). Further, for h € F and for 5 = (s, : n <w) >t we
let
Tsp = {v €wSY: (Vn < Lg()) (Y (v(n)) € T(sn))}-

Clearly each Ts 3, is a subtree of w<% and any node in Ts,1, has a proper extension
in T5p, (remember that (K, ) is reducible). We define:

o DFFis H(Ry) = H(R;)Y (we want to underline here that — in the iteration
~ D%t s fixed and consists of elements of the ground universe),
o forz,T € D7 we say that =« RFET  if and only if
x = (h*,h) and T = Tj - for some h*,h € F, h* <% h, 5§ € Up(t) N
D]—',E’
e for (h*,h), (h** ') € dom(R7") we say that (h*, h) <Ff (h** R’} if and
only if h* = h** < h <% I'.

CLAM 5.2.9.1. (D7 R7t) is a weak covering model in V (see [Sh:f, Ch VI,
1.1]).

Proof of the claim: The demand (a) of the definition [Sh:f, Ch VI, 1.1] of weak
covering models holds by the way we defined R”*!. The clause (b) there is satisfied
as for each n € w¥ and x = (h*,h) such that h*,h € F, h* <% h, we have
Y () € Up«(£) C Up(t), x R7 Tyr= gy, pe and 0 € Hm(Tynx ) p)-

Cramm 5.2.9.2. A forcing notion P is (L, F)-bounding if and only if
it is (D7, R7't)—preserving (see [Sh:f, Ch VI, 1.5]).
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Proof of the claim: Suppose P is (f, F)-bounding. Let 7 be a P-name for an
element of w¥ and z = (h*,h) € dom(RF"*) (so h*,h € F and h* <% h). Then
lFp "™ () € Up-(f) and, as by 5.2.8(2) P is (£, h*, h)-bounding,
e (35 € Un(D) N V)(5 < 4" (1)
and hence ) B
ke 3T € D7) (@ RF'T & 1 € im(T))
(so (DT, RTt) covers in VF).

On the other hand suppose that P is (D}:’f, Rf*f)fpreserving. Take h*,h € F
such that h* <% h and let § be a P-name for an element of Uy (). Let 7 be a
P-name for an element of w® such that IFp " (1)) = 5. As, in V¥, (DFf RF)
still covers (and z = (h*, h) € dom(R7")) we have

ke (35 € D7) (5 € Up(F) & 7 € im(Ts - ).
Hence we may conclude that P is (¢, h*, h)-bounding.

CLAM 5.2.9.3. (D}i’f, RFE, <ﬁ’{) is a fine covering model (see [Sh:f, Ch VI,
1.2]).

Proof of the claim: We have to check the requirements of [Sh:f, Ch VI, 1.2(1)].
We will comment on each of them, referring to the enumeration there.
() (D_ff, R7') is a weak covering model (by 5.2.9.1).
(B) <7 is a partial order on dom(R”**) = {(h*,h) € F x F : h* <% h} such
that: o
(i) there is no minimal element in <t
(ii) <" is dense as <% is such,
(111) if 1 <‘7:’t T2 (SO xr1 = <I’L*,h1>7 To = <h*J }}2> and h* <;_— h1 <i;_— hg)
and z1 R7' T then there is T* € D7 such that T C T* and
xo RTET — namely T itself may serve as T, o
(iv) if 1,29 € dom(R}-’t),ixl <Ft gy and 21 RFP Ty, 1 RP 1T,
then there is T € D7t such that
2 RPYT, TV CT, and (Inew)(Wweh)(vineT, = veT).
For (B)(iv) we use the assumption that ¢ is (2, h)-additive for h € F. Let x; =
(h*,h1), o = (h*, ha) (so h* <% hy <% hs) and let §p = (sg,;m : m < w) € Up, (%)
be such that Ty = T5, » (for £ = 1,2). By 5.2.8(1c) we find n < w such that
(¥m = n)(ha(mg,) +1 < ha(mg,))-
For each m > n we choose s, € X(t,,) such that
81,m»S2,m € 2(sm) and  nor[s,] < max{nor[s ,,],norss ]} + 1 < ho(my,)
(remember that t,, is (2,h1(m3§))7additive). For m < n we let s, = s1,m €
Vii(t) € V(). Finally let 5 = (sp, : m < w). As (K,X) is nice, and by the
choice_ of the s,,’s we have 5§ € Uy, (t). Look at T def Ts - € DTt By definitions,
o R7Y T, Ty C T (remember that X(s1,m) C X(spm) for all m € w) and if v € Ty,
vin € Ty then v € T (as X(s2,m) C X(sy,) for m > n and s, = s1,, for m < n).
Now comes the main part: conditions () and (8) of [Sh:f, Ch VI, 1.2(1)]. As
the second one is stronger, we will verify it only. Let us state what we have to
show.
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(6) If V* is a generic extension of V and, in V*, (D7 R%!) is a weak
covering model (i.e. it still covers) then the following two requirements
are satisfied (in V*).

(a) Iz, 2%, 2, € dom(R7!) and T;, € D! are such that for each n € w:

<t <t at <Fts  and anﬁ’t_Tn

then there are T* € DF* and W € [w]* such that = R7* T* and
{n€w: (VieW)(nlmin(W \ (i+1)) € | J T; UTp)} C lim(T™).
i
,Mn, € w” are such that nfn = n,[n for every n € w and = €
b) If n,m, € ¥ h that n| Ny In f d

dom(R”*) then

(3T € DTH3E*n)(x BT T & 1, € lim(T)).

So suppose that V. C V* is a generic extension and V* )z“(Dﬁ 't RT 1) covers”.
We work in V*,

(0)(a) Let h* h,,h*,h € F be such that z,, = (h* h,), v = (h*,h), 2T =

(h*,h*T) and h* <% h,, <) hyp41 <% ht <% h. Choose inductively an increasing
sequence 0 < ng < ny < ... < w such that

(Ym > no)(ho(mlz) +1 < hi(min) < KT (mf7))  and

(Vi € w)(Ym > 1) (hn, (D) + 18 + 2 < hyy 1 (min) < B (mim))

(possible by 5.2.8(1c)). Let 5, = (s,.m: m <w) € Uy, (f) N DT be such that
T,, = Ts, »~. (Note: each §,, h,, isin V but the sequences (5, : n < w), (hy, : 1 < w)
do not have to be there.) Using (2, h™)-additivity of ¢ we choose s;;, € X(¢,,) such
that for all m € w we have nor[s}] < h*(mj7) and

if m < ny then s = s0.m (S0 So.m € B(s}h)),

if nip1 <m < nipo, i < w then Soum, Sng.ms---»Sn;m € B(s;h)
(remember the choice of the n;’s). As (K, ) is nice we have 5% = (s}, : m <w) €
Up+(t). Since ht <% h and V* =4(D7!, R7!) covers” we find 5 € Uy(f) [WﬁDf’t
such that § < 5% (compare the proof of 5.2.9.2). Look at T* def Tsp- € D71 By
the definitions, © R7"* T*. Let W def {n; : i € w}. Suppose that € w* is such
that

(VZ € w)(n[ni+1 € U Tnj UTo)
j<i

This means that for each m € w:

if m < nq then nf(m+ 1) € Ty = T5, 5+ and so

wfn* (n(m)) € X(s0,m) E(s;) C X(sm),

if nip1 <m < miqe, i €wthennf(m+1) € TyUT,, U...UT,,
and so

7/):;1; (n(m)) € X(80,m) UX(Sng,m) U... UX(8n;m) C E(Sjn) C X(sm)-
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Hence (Vm € w)(¢! (n(m)) € X(s,,)) what implies that 1 € lim(Ts 5-) = lim(7T*),
finishing the proof of (J)(a).

(6)(b)  This is somewhat similar to (§)(a). Let h*,h € F be such that x = (h*, h)
(so h* <% h). As F is a dense partial order we may take h* € F such that
h* <% h* <% h. Choose 0 < ng < nj < ... < w such that

(Vi € w)(Ym > n;)(h*(mi) +i+2 < b (mlm)).

< ht(mim) and
)) € X(s;h)), and
U (g (M) €

Now take s;f, € ¥(t,,) such that for m € w we have nor|[s
if m < ng then s, = Y5 (N (m)) (50 P, (N (M
if n; < m < nigq, 4 < w then Y (9, (M), ...,
S(sm)

(possible as t is (2, h*)-additive; remember the choice of the n;’s). Note that, since

nln = n,n for all n € w, we have that

(Vi € w)(Vm € w)(¥p, (1, (m)) € S(s})).

Let 57 = (s}, : m < w). Thus 5% € Uy+(f) and, as (DT, R7 ) covers in V* and
ht <% h, we find § = (s,, : m < w) € Up(f) N D7t such that 5 < 5. Now we have

(Vi € w)(¥m € )W, (1, (m)) € E(sm)),

and therefore (Vi € w)(n,, € Iim(T5p+)). As x RTt Ts p», we finish the proof of
the claim.

]
)

Now, to finish the proof of the theorem we put together 5.2.9.2, 5.2.9.3 and
[Sh:f, Ch VI, 1.13A]. O

5.3. Quasi-generic I' and preserving them

Here we will develop the technique announced in [Sh:f, Ch XVIII, 3.14, 3.15],
putting it in a slightly more general setting, more suitable for our context. We will
get a reasonably weak, but still easily iterable, condition for not adding Cohen reals
— this will be used in 5.4.3, 5.4.4. But the general schema presented here will be
applied in the next chapter too (to preserve some ultrafilters on w).

DEFINITION 5.3.1. Suppose that (K,Y) is a creating pair, t = (t; : k < w) €
PC(K,Y).
(1) A function W : w X w X w® — P(K) is called a t-system for (K,X) if:
(a) if k < ¢ < wand o : [mf,mly) — w then W(my,, ml, o) C
S(tg,...,te), in all other instances W(mg, m1,0) is empty,
(b) if s € E(tk,...,te), kK < £ < w then there is n = ny (s) € [k, £] such

¢
that for each 0,01 : [mgs, mlt) — w
tn ot t

it oollmgy,miy) = o1llme;, mi)
then s € W(m3,,my,,00) < s€W(mgy,my,,01),

(C) if kg < k1 < ... < k;, s; € E(tkj7"'>tkj+1*1) fOI‘j <1 s €
X(s0,...,8-1) and jo < 7 is such that nw(s) € [kj,,kjo+1) (see

(b) above) and o : [mg,,my,) — w then

Sjo € W(m;ii)vmflg)ao—”m;ﬁ]angj)) = sE€ W(mfinvmiwg)a



Paper Sh:470, version 1998-06-21_10. See https://shelah.logic.at/papers/470/ for possible updates.

5.3. QUASI-GENERIC I' AND PRESERVING THEM 105

(d) for some unbounded non-decreasing function G : (1,00) — RZ0
(called sometimes the weight of W), for every s € X(tk,...,te), k <
¢! < w, nor[s] > 1, and each o : [mg,my,) — w there is t €

W (ml:, mit, o) such that

te€X(s) and mnorft] > G(nor[s]).

If the function G might be G(z) = z — 1 then we call the #-system
W regular.
(2) For a norm condition C(nor) we let

* - def _ — _
P nor (F: (K, £)) < {5 € PCe(non (K, 5) : T < 5.

It is equipped with the partial order < inherited from PC¢nor)(K,X).
We introduce another relation =<¢mor) on Pz(nor)(t, (K, X)) letting
50 2¢(nor) 51 if and only if
there is 52 € Py ,,0p) (1, (K, X)) such that 5o < 52 and the
sequence S, is eventually equal to ;.
If the norm condition C(nor) is clear we may omit the index to <.
(3) For a t-system W (for (K, X)) and I' C Pg ., (¢, (K, X)) we say that I
is quasi-W-generic in Pg . (t, (K, X)) if
(a) (I',x) is directed (i.e. (V50,51 € I')(I5 € T')(50 = 5§ & 51 = §)) and
countably closed (i.e. if (5, : n < w) C IT" is <-increasing then there
is § € T such that (Vn € w)(5, = 3)),
(b) for every function n € w* there is § = (s,,, : m < w) € " such that
(V=m)(sm € Wmgy, myg s nl{mg, mig)))-

REMARK 5.3.2. The demand 5.3.1(1d) is to ensure the existence of quasi-W-
generic sets I' (see 5.3.4(2) below). Conditions 5.3.1(1b) and 5.3.1(1c) are to pre-
serve quasi-W-genericity in countable support iterations. As formulated, they will
be crucial in the proof of 5.3.12.2(2).

Natural applications of the notions introduced in 5.3.1 will be when (K, X) is
simple or “simple plus at most omitting”. In both cases it will be easy to check
demands 5.3.1(1b,c). In the first case they are trivial, see 5.3.3 below.

PROPOSITION 5.3.3. Suppose that (K,Y) is a creating pair and t € PC(K,X).
(1) If (K,X) is simple then the condition 5.3.1(1b) is empty (so may be omit-
ted) and the condition 5.3.1(1c) is equivalent to
(c)” ift € W(mlp,mip,0), o [mly,mlp) — w and s € S(t)
then s € W(m/pr,mby, o).
(2) If W is a t-system for (K,X), n € w* and 50 = (sgm : m < W) €
Py (t, (K, %)) (for £ <2) are such that

so Xs1 and  (YOm)(som € W(mgy™, mygm, nllmgy™, mi%™)))
then
(Vm)(s1,m € W (mg™ ,mip™, nl[mg™ , miy™)))-

PROPOSITION 5.3.4. Suppose that (K,X) is a creating pair, C(nor) is one of
the norm conditions introduced in 1.1.10 (i.e. it is one of (s00), (00), (woo) or (f)
for some fast function f) and t € PCe(nor)(K,X).

(1) (]P’Z(nor)(f, (K,X)), 2c(nor)) 15 a countably closed partial ordering.
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(2) Assume CH. Further suppose that if C(nor) € {(so00), (woo)} then (K,X)
is growing. Let W :w X w X w¥ — P(K) be a t-system which is regular
if C(nor) = (f) (for some fast function f). Then there exists a quasi-W -
generic I' in PG o0 (¢, (K, X)).

Proor. We will show this for C(nor) = (c0). In other instances the proof is
similar and requires very small changes only.

1) It should be clear that < is a partial order on P*_(Z, (K, X)). To show that it is
countably closed suppose that 5, = (s,.m : m < w) € P% (¢, (K, X)) are such that
Sp =X Sp41 for all n € w. Choose an increasing sequence mg < m; < ... < w such
that (Vi € w)(3m € w)(m; = m>™) and for each n < i < w:

ifm<w, m < mf{g”" then nor[s,, ] > ¢ and

if m<w, m; <my™ then (3m' <m” < w)(Sim € (Snmrs -« s Snmr—1))-
Now choose § = (s, : m < w) € PC(K, ¥) such that

if mew, m%™ < my then s, = som,

if m e w, mE™™ € [my1, myy2) then sgi1,m, = Sy for some m* € w.
Clearly the choice is possible (and uniquely determined) and, by the niceness, we
are sure that s € PC(K,X). Moreover, by the choice of m;’s, we have that § €

PC(K,X) and so § € P% (¢, (K,X)). Plainly, 5, < s for all n € w.

2) First note that if 5 € P%_ (¢, (K, X)), n € w® then there is s* = (s, : m < w) €
P* (¢, (K, X)) such that 5 < §* and (V°°m)(sk, € W(mfii’,mf}g;n[[mii;mi%))) (by
5.3.1(1d), remember that the weight of W is unbounded and non-decreasing).

Using this remark, (1) above, and the assumption of CH we may build a =-
increasing sequence (5, : @ < wy) C P* (¢, (K, X)) such that

(V1 € W) (3a < w1) (V1) (sa.n € Wy myg ™, nllmay ™ mig™))).

This sequence gives a quasi-W-generic I' = {5, : @ < wy }.

Note that proving (2) for C(nor) € {(sc0), (woo)} we have to assume something
about the creating pair (K,Y). The assumption that it is growing is the most
natural one (in our context). It allows us to obtain the respective version of the
first sentence of the proof of (2) for (co). Similarly, if C(nor) is (f) then we need
too assume something about the weight of the system W. The assumption that W
is regular is much more than really needed. O

REMARK 5.3.5. If W; are t—systems (for ¢ € wy) then we may construct in a
similar way (under CH) I" which is quasi-W;-generic for all ¢ < w;.

DEFINITION 5.3.6. Let (K,X) be a creating pair, t € PC¢nor) (K, %) (where
C(nor) is a norm condition). Suppose that W : w x w x w¥ — P(K) is a t—system
for (K,%), and I' C Pg 0, (t,(K,Y)) is quasi-W-generic. We say that a proper
forcing notion P is (', W)—genericity preserving (or I'—genericity preserving if W is
clear) if IFp “ T is quasi-W-generic”.

REMARK 5.3.7. (1) Note that if P is a proper forcing notion and I' C
PZ (nor) (t,(K,X)) is quasi-W-generic then

IFp “(T, =) is directed and countably closed”.

Which may fail after the forcing is condition 5.3.1(3b), so the real meaning
of 5.3.6 is that this condition is preserved.
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(2) The composition of I'-genericity preserving forcing notions is clearly T'—
genericity preserving. To handle the limit stages in countable support
iterations we use the main result of [Sh:f, Ch XVIII, §3], see 5.3.12 below.

DEFINITION 5.3.8. Let (K, X) be a creating pair, t € PC(K,X). We say that a
t-system W :w x w X w¥ — P(K) is
(1) Cohen—sensitive if for all sufficiently large m’ < m” < w

(VS € X(tms- - 7tm"))(30 : [mgn’mip) — w)(s ¢ W(mdn’ up70))’

[t/ [

(2) directed if for every m’ < m" < w, 0g,...,0m : M, myp") — w

(m < w) there is o : [mtd’g' ) mf{l’;”) — w such that

t
W(mg:  mlp” o) € () W(mgy',mlp" o).

up 1O Myp
<m

PROPOSITION 5.3.9. Suppose that (K, %) is a creating pair, t € PCe(nor) (K, X),
W:wXwxwd — P(K) is a t—system and I’ C P (nor) (t t,(K,X)) is quasi-W -
generic. Let P be a proper forcing notion.

(1) If W is Cohen—sensitive and P is T'—genericity preserving then P does not
add Cohen reals.

(2) If W is directed, (K,X) is simple and P is w*-bounding then P is T'—
genericity preserving.

PROOF. 1) Note that if n € w" is a Cohen real over V, W is Cohen-sensitive
and § = (s, : m <w) € PC(K,X) NV then

(3% m)(sm & W mgy, mig, nllmay, mip))).
2) Suppose that 1) is a P-name for a real in w¥, p € P. As P is w*’~bounding we

find a function 7 € w* and a condition ¢ > p such that ¢ IFp (Vn < w)(n(n) < n(n)).
Since W is directed we can find n* € w* such that for each m < w

W (mge, mlz,n* i, miz)) € (W (miz, mig, o) o € | | )
m Sk<mag

Next, as T' is quasi-W-generic, we find § = (s,, : m < w) € I' such that

(V2om) (sm € Wmgy, mag 0™ lmgi, mig))-

We finish noting that (Ym < w)(sm € X(tm)), as (K, X) is simple. O

DEFINITION 5.3.10. Suppose that (K, Y;) are simple creating pairs and ¢, =
(te,m :m < w) € PC(K,, %) (for £ < 2) are such that (Ym < w)(mgor; = mtdln’”).
et ho, h1 € w¥. We say that t;—systems Wy, W7 : w X w X w¥ — 1
1) Let ho, R W W h Wo, W P(K
or 1,21)) are (g, ho, h1)—coherent if there are functions pg, p1 (calle
for (K1, % ho, h1)—coh f th fi po, 1 (called
(to, ho, h1)—coherence witnesses) such that
(@) po,p1:we — (H{Do(to,m) 1 m <wh},
(b) if o : [mffnm,mffp ) — w, m < w then pi(o) € Eo(tom) and
nor[pe(0)] < he(mis™) (for € =0,1),
(c) for sufficiently large m < w, for every oy : [mglr;m ™) — w, there
is o : [mihm mug™) — w such that

t1,m t ti,m t1,
Wl (mdn ) mull)mL ) 01) g WO (mdn ’ mulpm 9 UO)
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whenever o7 : [mffn,mfﬂp) — w is such that pg(c) € Zo(p1(01));
the sequence oy, as well as po(o7), will be called a pg—cover for oy,
(d) for each s € ¥¢(tom), m < w, if nor[s] < hl(mf;’r;m) then there is
o: [mglr;m,mﬁ};m) — w such that p; (o) = s.
(2) Suppose that F = (F, <%) is a to—good partial order (see 5.2.8). We say
that a family (W} : h € F,k € w) of t;-systems for (K1,%1) is (fo, F)-
coherent if for every k € w and hy € F thereis hy € F such that hy <% hy
and the systems Wffo, W;;H are (g, ho, b1 )—coherent.

THEOREM 5.3.11. Let (Ky,Xg), (K1,%1) be simple creating pairs and let
EO E Pcoo(KO7 2]0)7 El e PCC(!’IOI‘)(K17 21)

be such that (Vm < w)(mfﬁ;’" = mtdln”"). Assume that F = (F,<%) is a to—good
partial order and (W) : h € F,k € w) is a (Lo, F)-coherent family of t,-systems for
(K1,%1). Further suppose that T Q_Pé )(fl, (K1,%1)) is quasi-Wf-generic for
allh € F, k € w. Then every (o, F)—bounding proper forcing notion is (I', W}F)-
genericity preserving for all h € F, k € w.

(nor

PROOF. Let PP be a proper (fy, F)-bounding forcing notion. We have to show
that forallhe F, ke w

IFp “T is quasi-W}-generic”.

For this suppose that 1) is a P-name for a real in w%’, p € P, k € w and hg € F.
Take hy € F such that hy <% h; and the systems W;’fo, W,fl“ are (to, ho, h1)—
coherent and let functions pg, p1 : W& — J{Zo(to,m) : m € w} witness this fact.
Let § = (8, : m < w) be a P-name for an element of Uy, (fy) such that for some
Necw

plkp ¢ (Ym > N) (8, is a pg—cover for ﬁ[[mg;m,mﬁ;m)) K (see 5.3.10(1c))

(remember clause 5.3.10(1b)). Now, as P is (to, F)-bounding and hg <% hqy, we
find a condition ¢ > p and §* = (s}, : m < w) € Uy, (to) such that ¢ IFp §* < 5.
Since (Ko, Xo) is simple this means that ¢ IFp (Vm € w)($m € Xo(sh,)). Let

n € w* be such that for each m € w we have p; (n[[mfﬁ;m, mis™)) = s, (remember

nor[s’ ] < hl(mz;;'l‘); see clause 5.3.10(1d)). We know that T is quasi—W,’ffl—generic,
so there is § = (s,, : m < w) € T such that

(V2m) (sm € Wi (migir, mig 0l [meg, mi)).

But (K71,3) is simple too, so mj = mz:r'l‘, mim = mﬁ:’pﬂ Thus we may apply
5.3.10(1c) and conclude that for sufficiently large m

q ke sm € Wit (my mig 0l [my,mig)) © Wi (m mig il lmgy mi),

so we are done. O

THEOREM 5.3.12. Suppose that (K,%) € H(Ny) is a creating pair and C(nor)
is a norm condition. Assume that
t= <tk k< w> S PCC(nor)(K,E),
W:wxwxwe— P(K) is a t-system and
I P (t,(K,X)) is a quasi-W -generic for (K,X).

(nor)
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Let (P, Qa s < B) be a countable support iteration of proper forcing notions such
that for each a < B:
Fp, “ Qq is I'—genericity preserving ”.
Then Pg is I'-genericity preserving.

Proor. We will use the preservation theorem [Sh:f, Ch XVIII, 3.6] and there-
fore we will follow the notation and terminology of [Sh:f, Ch XVIII, §3], checking
all necessary details. First we have to define our context (RU'W ST-W ol'W) (see
[Sh:f, Ch XVIII, 3.1]).

For each m € {m}, : k € w} we fix a mapping

P w S s e K (k<L <w)(s €Dy, ... b)) & mi =m)}.

Next, for 7 € w* we let ¥(n) = (™ (n(0)),¥™ (n(1)),...), where m%, = mg <

m1 < mg < ... < w are chosen in such a way that ml‘fgk("(k}) = my4+1. Note that
¥(n) € Pj(t, (K, %)), though it does not have to be in P¢ ., (¢, (K, X)) (we do not

control the norms).
Now we choose (RV'W, ST'W ol'W) such that:

e S'W is in the ground model V, the collection of all intersections N N

H(Ry), where N is a countable elementary submodel of (H(x), €, <}); so
StW ([?—[(Nl)v]S NO)V is stationary (we could replace S™'"' by any
stationary subset),
e for each a € SU'W we let d[a] = c[a] = w (so d'[a] = c'[a] = w),
e 0f =w,
o for n < a* and 1,9 € w¥ we let
nR,g if and only if
if (g) = (s9, : m < w) and m € w is such that mﬁg’g > n then

g s9 s9 s9 s9
Sm € W(m({nn 9 mug', n[[m(ﬁa mugb))v
RU'W is a three place relation such that (n,n,g9) € RU'W if and only if
ngeEwY, nc€wandn R, g
(note: this is a definition of a relation, not a fixed object from V),
gV = (g, :a € STW) C w¥ is such that for every a,a’ € ST"W:
(@) ¥(ga) = (g4 m<w) €T,
WY (/o0 " 8w Bhm gl 8l
(B) (vn € anw®)(vm)(gy,, € W(mg,™, mup™, nllmgy™, map™))),
(7) ifa € an STV, 5€anT then ¥(gy) < ¥(g,) and 5 < ¥(g,).
Note that we may choose g, by €-induction for a € ST considering all ' €
anS"W, 5 e anT and n € anw*. So, before we choose g,, we first take
5y = (Spm :m <w) €T for n € aNw® such that
(8) (V>om) (sp,m € W(mgh™, mag™  nl[mgn™  map™)))
(possible by 5.3.1(3b)). Next, as (I',=<) is directed and countably closed (by
5.3.1(3a)) we may find 5o € I" such that

(Vn € anw®)(Va’' € an S"W) (Vs € aNT)(¥(gar) < 30 & 5 < 50 & 5, < 30).

Let g, € w®¥ be such that 1(g,) = 5. It is easy to check that g, is as required (in
(a)—(v) above; for (8) we use 5.3.3(2)).

See https://shelah.logic.at/papers/470/ for possible updates.
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CrLAam 5.3.12.1. (1) (REW,8UW o'W covers in'V (see [Sh:f, Ch X VIII,
3.2]), i.e.:
if x € V then there is a countable elementary submodel N of
(H(x), €, <}) such thata def NNH®R)Y € sSBW (RDW SUW olW)
x €N and (Yn € NNw*)(3n < w)(n Ry, ga)-
(2) Let P be a proper forcing notion. Then the following conditions are equiv-
alent:
(@)1 IFp ARV, STW oUW covers”,
()2 P is T'-genericity preserving,
(®)3 if p € P and N is a countable elementary submodel of (H(x), €,<%)

such that p,P, STV gl'W € N, a NN H(N;) € SUW then there

is an (N,P)—generic condition q € P stronger than p and such that
qlFe {Vn € w’ N N[Tp))(3Fn < w)(n R 8a) 7

Proof of the claim: 1) By the choice of (RT"W,ST"W gl'W) (see condition (3) of
the choice of gl'").

2) Assume (#);. Let 17 be a P-name for a real in w*, p € P. By the assumption

we find ¢ > p, a € S™W and a P-name N for an elementary submodel such that
glFp SNOH®R)Y =a & neN & (Vpew?NN)En<w)(nRngd).

But, as 1¢(g,) € T, this is enough to conclude (®)2 (see the definitions of R,,

RO,

Now, suppose that (©)s holds true. Let N,p be as in the assumptions of (#)s3 (so

a® NN H(Ry) € SUW). Let g € P be any (N, P)-generic condition stronger than

p. Then, by (@), the condition ¢ forces in P that
(V€W NNTE)) (35 : m<w) ETAN)(Vm)(sm, € W(mig,mi’g,n[[mig", myn)))

(note that rng(g"™"') € N is a cofinal subset of T'). But now, using 5.3.3(2) and
clause (7y) of the choice of gm" we conclude

qlFp (Vn € W N N[TB])(3n < w)(n R, ga)-
The implication ®); = (@) is straightforward.
CLAIM 5.3.12.2. Suppose that P is a proper forcing notion such that
IFp “(RF’W, SF’W,gF’W) covers”.
Then:
(1) If@ 18 a P-name for a proper I'-genericity preserving forcing notion then
Fp “Q is (RVW, STW gU'W) preserving (for Possibility A*)”

(see [Sh:f, Ch XVIII, 3.4]).
(2) IFp RVW, SUW ol'sW strongly covers in the sense of Possibility A*” (see
[Sh:f, Ch XVIII, 3.3]).

Proof of the claim: 1) We have to show that the following condition holds true
in VF:
(*) Assume
(i) x1 is large enough, y > 2X1,
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(ii) N is a countable elementary submodel of (H(x), €, <}), a NN

HR)Y € STV and Q,STW gl'W yq.... € N,
) (Vi € w¥ O N)(n < w)(n R 82),

) € Nisa Q—name for a real in w®,

) 15 € W,

(vi) p,pn € QN N are such that p <@ Pn g Pnt1 forall n € w,

) n5(pn i <w) €N,

) (Y € w)(Y>°n)(pn Ik M0(2) = 05 (2)),

) no < w is such that n§ Ry, ga,

) there is a countable elementary submodel Ny of (H(x1), €, <3, ) such
that Q, ST-W, gl'"W € N; € N, and for every open dense subset Z of
Q, T € N, for some n € w we have p, € ZN Ny (ie. (pp :n € w) is a
generic sequence over N7).

Then there is an (N, Q)fgeneric condition g € Q stronger than p and such
that
(a) qlFg“n0 R,y 8" and
(b) qlFg“(¥n € W NN[T))(EFn < w)(n Ry ga)"-
So suppose that x1, x, NV, N1, a, %0, 1§, no, p and p, (for n € w) are as in the assump-
tions of (). Passing to a subsequence (in N) we may assume that p, I-g“rjo[n =
ngIn”. Remember that we work in V.
So, as (RTW, ST-W gl'W) covers and N < (H(x), €, <%), we find a countable
elementary submodel Ny of (H(x1), €, <},) such that

Q,S™W "W pon, (pn in <w),Ni,...€ No €N, az % NynH®R,)Y € STV

and (Vn € W’ N No)(3n < w) (N Ry 8as)-
By the choice of gl'" we know that ¥(g,,) < ¥(g.) (as a2 € a) and hence we find
m* € [ng,w) such that

g#

)
if m < w, muyp™ > m* then for some m’ < m’” < w we have

gff,m € Z(gjfg,m” e 7g:fz,m”)'

Now, working in N, we inductively choose sequences (ng : £ < w), (k¢ : £ < w),
(myg: € <w), (g : £ <w) and (o : { < w), all from N.

STEP {=0. .
The ng is given already. Let mg be the first such that m* < mjff’m” and let
P
* ga5,m
ko =m0, qo = Pny,> 00 = 15 [Map® ™.
STEP {+1.
Suppose we have defined ny, k¢, my, qe, 00. We let ngyq = mﬁf{‘”m“ and we choose

an (N2, Q)-generic condition gey1 > pp,,,, integers kgy1 € [ngy1,w) and myy1 €
»

. : Biy,m
(myg,w), and a finite function opyq : [er1, Mup. ') — w such that:

(@) qeyr Ibg (V0 € W N N2[T])(Fn < w)(n R 8a,)",
(B) o1 b 0 Rigyy 8an”

)
P
8oy, m
() Mgy is the first such that kg <my, >,
)

P
: g4y m
(0) o1 kg “ol[nest, mup” ™) = 004r”
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(possible as, in VF, Q is a proper I’-genericity preserving forcing notion, remember
5.3.12.1(2)). Note that all parameters needed for the construction are in N. After
it we have

1o = ko < m§a2 mo o m§a2 0 oy <y < mga2 mi mga2 oy < ey <
and og : [O,Tll) — W, 0p41 [TL[+17TL£+2) — w. Let n é o9 o1 09 ... € NNw*
By (iii), we find ¢ > 0 such that  R,, g,. We claim that ¢, IFo“n0 By 8a”- 1f

"
not, then we find a condition ¢ > ¢, and m < w such that mg“ ™ > ng and

qlFg “8am ¢ W(mdn mup TIOHmdn mup )"
v
Let n = nw(gY,,) (see 5.3.1(1b)) and let m’ < w be such that mi“ <l <

»

g . . eess
min Y < Mup” " Consider the following three possibilities.

gl
CAsE 1: ma>" > k. )
g ’
By the choice of my and m* (remember ¢ > 0, so mg“ "> mgr™ >k > m*) we
know that for some m” < m'" < w
% P
gg),m € E(gQQ,m/,7 e 7ga2,mm)
and by the choice of k;, we know that
“ W " v g
Ge gy “Gl s € Wmgn2™ g™ ol [mgn® ™ mug® ™))"

By 5.3.1(1c) we conclude that

i 8lm  Bim
ae |F@ ga m € W(mdn s Mp’” 7770Hmdn » Mup’ ))”

(remember the choice of m’/, note m” < m’ < m'”), a contradiction.
"

ag,m’
n

CASE 2: my < ny.

v
Then, by the choice of ny (remember ¢ > 0), we have mi}?"’”/ < ny (and m’ < my).
As qp H—Q Molne = nglne” and 1 R, 8. we immediately get a contradiction
(remember 5.3.1(1b) and the choice of m’). So we are left with the following
possibility.

ag,m’

g
CASE 3: ne < my; < kg (som' < my).
Now the choice of 1, ny and clause (§) of the choice of ¢, work: we know that
» v
g

Myp?’ < mj‘” ™ <m g " =ngy,

qelkg “ ollne nesr) = nf[ne,neﬂ) 7 and 7 Ry, 8a-
Consequently we get a contradiction like in the previous cases.

Now, choosing an (N, Q)-generic condition ¢ > ¢, such that

q ‘F “(vn e ¥ NN[D ])(ﬂn <w)(n Ry 8a)”
(possible by 5.3.12.1(2)) we finish.

2) Work in VF. We know that (R"W, ST"W gl'W) covers. Clearly each R,, (for
n < w) is (a definition of) a closed relation on w*. So what is left are the following
two requirements:
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® if a1,a2 € SV, a1 € as then for every 1 € w* we have
(Gn <w)(n Rn 8a,) = (Fn<w)(n Ry 8ay);
@1 if Q, 7o, p, N, N1, Gy, ng are such that (in VF):

(a) Q is a proper forcing notion,
(b) N < (H(x),€,<y) is countable, a f N NHER,)Y € ST,

(Vn € Y N N)(3n < w)(n Ry ga),

QaSF’WvgnWaXla'-' € N7p€ Qva

(c) o € N is a Q-name for a function in w®,

(d) x1 < x (x1 large enough), N1 € N, N1 < (H(x1),€,<},) is count-
able, Q, p, STV, gl'W. No,... € N;,and G; € N is a Q-generic filter
over Ny, p € Gy,

() 10[G1] Ruy 8as

then for every y € N NH(x1) there are No, Go satisfying the parallel of
clause (d) and such that y € Ny and 19[G2] Rn, Za-

Now, concerning ®, look at our choice of g,’s: by (v) we know that

a1 € az = ﬁ)(gal) = 1/1(&12)'
Thus we may use 5.3.3(2) and the definition of R""W to get ®.
To show @7 we proceed similarly as in the proof of (1) above. So suppose that Q,
M0, , N, N1, G1, ng are as in the assumptions of ®; and y € N NH(x1). We work
in the universe VF. Choose a < increasing sequence (p, : 1 € w) € N, Q-generic
over Ny, such that {p, : n € w} C G and p,, decides the value of 7jg[n. Let Ny € N
be a countable elementary submodel of (H(x1), €, <},) such that Ny,y,... € Na

and then choose a countable N7 < (H(x1),€,<},) such that N € N” € N,

as Ny NHE) € STV and

(VU € N2+ ﬂww)(ﬂn € w)(n R, gaz)

(remember that (RU"W, SUW ol'W) covers in VF). Let m* > ng be such that

g’:lp m
(Vm € w)(mup™ > m* = (3m' <m” <w)(g¥,, € E(g:f;’m,, . ,gi’m,,))).

Next, working in N, construct inductively sequences (ng : { < w), (oy : { < w),
(G*: ¢ < w) (all from N) such that

(@) G*is Q-generic over Ny, p,, € G* € N5 (so 7o [Gf] € N,
(B) 10[G’] Rnyyy 8azs M1 > neg +m* and ngyq = mijﬁ’k for some k € w,

(v) o0 = 00[G ] [ne, negr).-
Finally let n = 19[G1]no 00 01 02... € w¥“ N N and let £ > 0 be such that
N Ry, 8q- As in (1), one shows now that 79[G*] R, Sa-

CLAIM 5.3.12.3. The forcing notion Pg is (REW, SUW gl'W)—preserving and
hence
IFp, “(RF’W, SF’W,gF’W) covers”.

Proof of the claim: Due to 5.3.12.2, we may apply [Sh:f, Ch XVIII, 3.6(1)] to get
the conclusion.

Putting together 5.3.12.3 and 5.3.12.1(2) we finish the proof of the theorem. a
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5.4. Examples

EXAMPLE 5.4.1. Let F € w® be strictly increasing.
There are increasing functions f& = f,¢f" = g 6 w¥, and (K¥,,,2F, ) =
LF O F
(Ks5.41,85.41), (K541.8501) = (Kf40,5840), 7 =8 6] =&, F[ = F
(Fe, <) (for £ < w) and (W;fh h € Fy, k,{ < w) such that for every £ < w:

(1) (Ks.41,%5.4.1), (K&41,%E ) are simple, strongly finitary and forgetful
creating pairs for Hs 41, HE 4 1, respectively;
t € PCoo(K5.4.1,55.41), T € PCoo (K 41,25 41);
Fy¢ is a countable ty—good partial order;
te is (29, h)—additive for each h € Fy;
(th h € Fu, k € w)is a (g, Fy)-coherent sequence of regular £-systems;
each WJ, (for h € Fy, k € w) is Cohen sensitive;
(Wh € Fo) (v>m) (|Vi(B2)| < f(m));
(8) (Ym € w)(g(m +1) = F(f(m))).
Moreover, the sequence (Wéfh :h € Fy, k,f < w) has the following property:

(®)5.41 T CP* (K54.1,%54.1) 18 quasi—Wéfh-generic for every k. < w, h € Fy
and B is a measure algebra (i.e. adding a number of random reals) then
Bis (T, ngfh)fgenericity preserving for all k,¢ < w, h € Fy.

CONSTRUCTION. Let F € w® be a strictly increasing function. We inductively
define f,g € w¥, (n¥, £, ki i <w) Cw and a function 9 : w X w — w such that:

19 Vg

(@) g(0) = F(1), n§ > 2290 satisfies 229(0)+1 < (?02;,0 ,
(B) £ is such that nf < £f and

() kf =ni)™ +nl+1,
- g(z)(z+1) (n *)k*

2
) = ROV . ((, )9O (),
€, 906+ 1) = F(/0),

9200+ 1) (+1)%+1 (niy)"
(nf+1)!
Why is the choice possible? For clauses («), (¢) remember that lim % = oo. For

—00
clause () note that

. (N —n})! N™ Nesoo
N™ . i) — 1
N! N-(N—1)-...-(N —(nf — 1))

Now, we define Hs 4.1, HE , ;. For i € w we let
Hs.4.1(i) =
{e CP((ng, k™) :Ue = (nf, k) & (Yu,u € e)(u# v/ = unu' =0)},
HE () ={(, ) : 5 < (i, 0) & @ = (n], k) — nj}.
A creature t € CR[Hs.4.1] is in K541 if for some m € w, B C P([(n},, ki)™ ny, m):

m’ m
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.Val[t]={< >6HH541()XHH541() u<1w&B§w(m)},

<m i<m
logy (145 2n=t_|B|) log, (14+(¢;,)" —|B)
° l’lOI‘[ﬂ = 10g2(£fn) = 10g2(£:n) ’
° dis[t] = B.
The composition operation X541 on K5 4.1 is given by
Ys5.41(t) = {s € K541 :m5, =mh, & dis[t] C dis[s]} forte Ks41.

Now we define (K¢, ;,%¢ ;) for £ < w. The family K¢, consists of all creatures
t € CR[HY , ;] such that for some m € w and a nonempty set C C Hf , ; (m) such
that (V(j, f), ('f") € C)(j = J" = f = [') we have:

e valt] = {(u,w) € T[] HE, (1) x HH 1() ru<w & w(m) € C},

1<m

e norft] =
e disft] = C.
The composition operation X£ , ; on K£ ,; is such that for t € K, ;:
S5.41(t) = {s € Kg 4y s mi, = mi, & dis[s] — dist]},

where dis[s] < dis[t| means that there is an embedding

. . . 1-1 . . .

1:{j <p(m, 0) - Bx)((j,x) € dis[s])} — {7 <(m,¢) : Bx)((j,z) € dis[t])}
such that (Vj € dom(i))(Vz)((j,z) € dis[s] = (i(y),x) € dis[t]). Later we
may identify elements sg,s1 € E§_4'1(t) such that dis[so] — dis[s1] and dis[s1] <
dis[sg]. Therefore we may think that we have the following inequality:

|25.4.1 (1)] < 2900,

It should be clear that (Ks5.4.1,%5.4.1), (K&, ,,%% ) are strongly finitary, simple
and forgetful creating pairs. Now we have to define %, £,. The first is the minimal
member of PC(K5.4.1,%5.4.1):

t=(ty, :m <w) issuchthat (Ym€w)(mir =m & dis[t,,] = 0).
Next, for each m € w (and ¢ € w), we choose t;, € (K&,,,%%,,) such that

tl m
my," = m and

(V= (ngy,, k) — ) (7 < (m, £) = (j,z) € distem]}| =
Then we let ¢, = (tg,m : m < w). Note that

logy (14 (£5,)"n 1 0
norft,,] = 082 ( (*m) ) —r o0 and norfty,] = M — 00
log,(€7,) ’ g(m
(when m goes to oo, £ is fixed). Moreover, if n is such that

ga(m)(nt1) o _ (M, 0)
()
then the creature t,,,, is (290", n)-additive. Why? Note that if nor[s;] < n, s; €

S, (tem) then Y |dis]s;]| < 29(™ ™+ and it is smaller than — 4™

TR ¥ =1
e (ng)Fm 1

(where m, £ < w)

which is the number of repetitions of each function from (n}, )( oK) in dis[ts ).
For each ¢ € w we choose a countable £,~good partial order F, = (F;, <j) such
that for every h € Fy:
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(1) g(m)(h(m) +1) < logy (D) for all m € w,

(ng )1

(ii) there is h* € F; such that
h<zh* and (Ym e w)(h*(m) < h(m)+m),
(iii) there is a function h € Fy41 such that
BE(m) > glm)(m + 1) +¥(m, €) + loga(p(m, 0))  (for all m € w).

There should be no problems in carrying the construction of the F;. Note that we
may do this inductively, building a linear order (and so it will be isomorphic to
rationals). The clause (iii) is not an obstacle (in the presence of (i)) as ¥(m,-) is
increasing fast enough:

(ny, + 1) logy(ny,) + g(m)(g(m)(m + 1) + ¥ (m, £) + log, (¢ (m, £)!) +2) <
(ny, + D) logy(ny,) + (9(m) + 1)(29(m)(m + 1) + h(m, £) + logy (¢ (m, £)!)) =
log, (%) .
(ny,)fm="m
Note that the clause (i) and the previous remark imply that ¢, is (29, h)-additive
for each h € Fy;. Moreover, by the choice of the function f we have that for every
{<m<wandheF

Vi (Fo)] < [S(tem)| < 21lemll = 90mO < 90 (mm) = f(m).

Finally, we are going to define t-systems Wélfh for k,{ € w and h € F;. First, for
each £ € w, h € F; we fix a function pf : w® — |J V;™(f,) such that for m € w:

mew

pfl [w[mym +1) :w[m,m +1) ontg V().

Next, for m € wand o : [m,m + 1) — w (and £,k € w, h € F;) we let:
if m < k then W@’fh(m, m+1,0) =X541(tm),
if m > k then

Welfh(m,m +1,0) = {s€Us541(tm): for some u € dis[s] we have

. . * dis[p! (o
{(j,z) € dis[p},(0)] : a[u] = 1, }| < grimslealolll -

(in all other instances we let Wéfh(m’, m” o) =0).

CLAM 5.4.1.1. For each k,{ € w and h € F;, the function Welfh is a Cohen—
sensitive reqular t—system.

Proof of the claim: First we have to check that Wé’fh is a t—system. Immediately
by its definition we have that 5.3.1(1a-c) are satisfied (remember (K541, %5.4.1) i8
simple; see 5.3.3(1)). What might be problematic is 5.3.1(1d). So suppose that
k,l,m € w, m > k (otherwise trivial), h € Fy, 0 : [m,m+1) — w, s € X541 (tm),
nor[s] > 1. The last means that

*

K —nt 1
mm = T2 dis[s]| > €7, — 1.
nm
Let N = ¢F -nk,. Choose aset X C (n},, k% ) such that | X| = N and X N|Jdis[s] =
(. Note that for each (j,z) € dis[p}, (o)] we have
{u e [X]"m :afu] = np} o T{OH N X o7 {ng, — 10X

|7 ()

m
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> e N X )t (N =)t (N = i)t (7))
Pt nk, N! NI (nx,)m
Now look at clause (3) of the choice of £#,. It implies that N™m - (N;\;:”)! < 2 and
hence
[{u € X]" s afu] = np}l _, (n7)! 1 1
|[X]n:;1| = T (nk,)"m 922g(m)m2 — 9g(m)(m+1)(k+1)

(the second inequality follows from clause ({) of the choice of n},, remember m > k).
Consequently, applying the Fubini theorem, we find ug € [X ]n;kn such that

£, @) € dispj, ()] : x[uo] = n7u}| _ 1
\dis[p] ()] 29(m) (m A Dk 1)

Thus, choosing s* € ¥541(s) such that dis[s*] = dis[s] U {up} we will have
nor[s*] > nor[s] — 1 and s* € Wéfh(m,m + 1,0). This shows that each ngfh
is a regular t—system.

Finally we show that Wek,h is Cohen-sensitive. Suppose that s € X541 (tm),
m > k. Choose a function z* : (n},, k) — nk, such that (Vu € dis[s])(z*[u] =

m?''m

nk,). Next take o : [m,m + 1) — w such that dis[p} (0)] = {(jo, f*)} for some

m

Jo < ¥(m,£). It should be clear that s ¢ Wf,h(m,m +1,0).

CLAIM 5.4.1.2. For each { € w, the sequence <Wzk,h th € Fy, k €w) is (te, Fo)-
coherent.

Proof of the claim: Let hg € Fy, k € w. By the demand (ii) of the choice of F; we
find h; € Fp such that

ho < hi and (Ym € w)(h1(m) < ho(m) + m).
We want to show that the systems Wek,ho and W[‘k’:ll are (tg, ho, h1)—coherent and
that this is witnessed by the functions pflo, pﬁl. Clearly these functions satisfy the
demands (1a), (1b) and (1d) of 5.3.10, so what we have to check is 5.3.10(1c) only.
Suppose that m > k+1, o¢ : [m, m+1) — w. Look at the creature s = pﬁo (00)-
We know that nor[s] < ho(m) and hence |dis[s]| < 290™"0(m)  Since 29(m)ho(m) <
wimb) (remember clause (i) of the choice of F;) we find a creature s* €

¥t 4 1 (te.m) such that dis[s] < dis[s*], nor[s*] = ho(m) (i.e. |dis[s*]| = 29(™)o(m))
and for each function z* : (n},, k%) — n}, we have

[{U,2) e dis[s] : 2 = a"}| _[{(j,2) € dis[s"] : 2 = 2"}

|dis[s]| - |dis[s*]] '

How? We just “repeat” each (j,x) from dis[s] successively, till we get the required
size. We have enough space for this as the number of the required repetitions for
each function from (n*,, kX)) to n¥, is less than 29(mho(m),
Take of : [m,m + 1) — w such that pfm (o) = s*. We want to show that this
oy is a pf;ofcover for og. So suppose that o1 : [m,m + 1) — w is such that
pf;o (o8) € E§.4_1(pf;l (01)). Let t € Wf,;ll(m7m + 1,01). This means that we can
find u € dis[t] such that

dis[p§ (01)]] 99(m)hi (m)
. s A . o x | Pp, 01
H(,z) € dlS[phl(o'l)] cxfu] =g < 99(m)(m+1)(k+2) = 9g(m)(m+1)(k+2) "
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Hence, remembering that dis[s*] < dis[p}, (01)] and the choice of hy, we get
{0, z) € dis[s"] : z[u] = n;, }| <
99(m)ho(m) omg(m) 1 |dis[s*]|
S QAT 2 (mtD) . 29(m)  2e0m)(mA D (k1)

But we are interested in s. By the choice of s* we have

{(,2) € dis[s]: zfu]=ny,}| _ {(,2) € dis[s"]: 2[u] =n, }| 1
|dis[s]| =2 |dis[s*]] < 29 m I DRD)

and therefore t € ng‘:hg (m,m +1,00). Thus we have proved
Wf):[ll(m,m +1,0q9) C W;fho (m,m+1,00)
whenever pf, (04) € £ 41 (p}, (01)). This finishes the claim.

CrAamM 5.4.1.3. Suppose that T' C P% (K54.1,%5.41) 18 quasi—Wéfh—generic for
all k, 0 € w, h € Fy. Let B be a measure algebra. Then

IFg ‘T is quasi—WZ’fh-generic forallk,l e w, he Fp”.

Proof of the claim: Let u be a o-additive measure on the complete Boolean algebra
B. Let k,/ € w, h € F,. Suppose that 77 is a B-name for a real in w*, b € B+
(i.e. u(b) > 0). To simplify notation let us define, for m € w,

Ko = V" (&), My = 290000 K Ny = g(m, £)!

and let h? € Fy41 be the function given by the clause (iii) of the choice of Fy.
Fix m € w for a moment.
For s € V;™(t,) choose a creature t(s) € 2501 (tgy1.m) such that
e |dis[t(s)]| = Nm,
e for each z* : (nf,, kX)) — nk,

{(,2) e disls] : x = 2"}| _ [{(J,2) € dis[t(s)] : z = 2" }|
|dis[s]| |dis[t(s)]|

(possible be the choice of N,, and the fact that each x* is repeated more than N,,
times in dis[t¢41,m]). Further, we choose integers g(m,s) < M, for s € V;"(t;)

such that
p(lon(ifm,m+1)) = sls-b)  g(m,s), _ 1
= — < —
Z, glm,s) = M,, and | 0 A | < AL
SEVX”(M)

(where [-] stands for the Boolean value). Take a creature t%, € X550} (t41.m) such
that for some sequence (A, : s € V;™(t,)) of disjoint subsets of ¢)(m, £ + 1) we have

b |AS| = g(mvs) * Ny,
o U{As:s e Vi (t)} = {j <¥(m, £+1) : (B)((j, ) € dis[t,])},
e for some bijection 7, : g(m, s) x dis[t(s)] — As we have
(Vk < g(m,s))(V(j,z) € dis[t(s)])((7s(k, (j,2)), z) € dis[t,]).
Why is the choice of the ¢}, possible? Note that our requirements imply that
Yim, 0+ 1)

(njn)kfn —nk, —1

dis[t?,]| = M,, - Ny, = 29 MFD [ ym @) - ap(m, £)! <
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and the last number says how often each function is repeated in dis[t¢41,,]. More-

over B
nor|t: | = g(m)<m+1>+1og2<\vém)mD+10g2(¢(m,e>1)
m g(m
s o UmD)) < BT 0 i)

Thus ¢}, € V, ®(tg+1)

Let n € w* be such that p”l(n[[m,m +1)) =t¥,. Since I' is quasi- Wék:llh®

f
generic, we find § = (s, : m < w) € I" such that for some m* > k + 4

(¥ = ) (s € WERL o (m,m + 1,71, m + 1))

Fix m > m* for a moment. We know that for some u € dis[s,,] we have

, N » |dis[t7,]|
{0, 2) € disfty,] : ofu] = o} < Sorsmor -

For s € V;""(t,) let

st 1{(oz) € disls] : 2fu] = )| [{Gx) € disfi(s)] : 2fu] = n3)]
Ym(s) = [dis[s] - [dise(s)]

and note that ZY (s)-g(m,s) Ny = |{(J,x) € dis[t},] : z[u] = n,}|. Let

. 1
X ={s € V" (te) : Yin(s) > W}

so pt (o) ¢ X, implies s,, € WF, (m,m + 1,0)). Note that
h Lh

g(m,s) M, - Ny,
Z 2g(m )(m+1)(k+1 Z Yon( ) N < 9g(m)(m~+1)(k+2)

SEX, SEXm

g(m,s) 1
and therefore > %= < o Hence
SEXm

¢ Mm,m+1)) =s|g-b m, s ! .
5 a(AGH! ) =sls - b) <> (g() )S 29(m)

+ — _—
m+g(m)—1
SE€EXm p(b) SEXm M Mo o

Let b, = Zsexm [t (71m,m + 1)) = s - b. By the above estimations we have
w(by) < 2%@4 (remember m > m* > k44 > 4). Look at the condition b* =
b— (% . by). Clearly u(b*) > 0 and

b kg (Vm > m*)(pﬁ(nf[m,er 1) ¢ Xm))

and therefore
b* IFg (Ym > m*) (s, € Wi, (m,m+1,591[m,m +1))).
This finishes the proof of the claim and thus checking that the construction is as
required. ([
CONCLUSION 5.4.2. Let F € w" be strictly increasing and f, g, (K5.4.1, Y5.4.1),
(Kt 41,58 40), &, te, Fo = (Fi, <)) (for £ < w) and <W£h h € Fo, k l < w) be

given by 5.4.1 (for F). Suppose that I' C P*_ (K5.4.1,%5.4.1) IS quasl—W&h—generlc
for every k,{ < w, h € Fy (exists e.g. under CH, see 5.3.4(2), 5.3.5).
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(1) Countable support iterations of proper forcing notions which are (T, Wzk, n)—
genericity preserving for all k,¢ € w, h € Fy is (T, Wé’fh)fgenericity pre-
serving (for k,¢ € w, h € F) and hence does not add Cohen reals.

(2) Every (f, g)-bounding proper forcing notion (this includes proper forcing
notions with the Laver property) and random real forcing are (T, Wek,h)*
genericity preserving (for k,¢ € w, h € Fy),

(3) Assume CH. Then any countable support iteration of proper forcing no-
tions of one of the following types:

(f, g)-bounding, Laver property, random forcing
does not add Cohen reals.

PROOF. By 5.4.1, 5.3.9(1), 5.3.11, 5.2.7 and 5.3.12. O

EXAMPLE 5.4.3. We define a strictly increasing function F' € w* and a creating
pair (K3s.4.3,25.4.3) which: captures singletons, is strongly finitary, reducible, for-
getful, simple, essentially f¥-big and h-limited for some function h : w x w — w
such that (V*°n)( [[ h(m,m) < g¥'(n) < f¥(n)), where fI' g¥ are given by

m<n
5.4.1 for F.

CONSTRUCTION. For N < w we define a nice pre-norm Hy on P(P(N)\{N})
by:
Hy(A) =logy(l + max{k <w: (Vx € [N ] )(Fa € A)(z Ca)})

(for AC P(N)\ {N}). Note that if BC C C P(N)\{N}, Hy(C) > 1 then:

(1) max{k‘ <w:(Vxe [N]k)(fla eC)(zCa)}>2

(2) Hn(B) < Hy(C),

(3) max{Hn(B),Hy(C\ B)} > Hy(C) — 1.
For 3) above note that if it fails then we find kg € w such that

1+ max{Hy(B),Hy(C \ B)} <log,(2ko) < Hn(C).
By the first inequality we find zg, 21 € [N ]ko such that
(Va € B)(xo € a) and (Vae€ C\ B)(x1 € a).

But the second inequality implies that there is a € C such that xo U x; C a, what
gives a contradiction.
As clearly Hy({a}) =0 for a € P(N)\ {N}, Hy is really a nice pre-norm.

Let F € w” be defined by F(m) = g(m+1)%:22" (for m € w) and let f¥, g¥" be from
5.4.1 (for F). To simplify notation let M,, = 2f" (™ N, = (n+1)2-2M= (for n € w).
<w ; 2Mn

Let H: w — P([w]~%) be given by H(n) = [N,,] .
Let K5.4.3 consist of creatures t € CR[H] such that, letting m = m/,
(a) dis[t] is a subset of H(m),
(b) valft] = {{w,u) € [] H#) x [] H() : w < u & u(m) € dis]t]},
<m i<m
Hy,, (dis[t])
(m+1)-fF(m)"
The composition operation X5 4.3 is the trivial one: it gives a nonempty result for
singletons only and then Y5 45(t) = {s € K543 : m, = mf, & dis[s] C dis[t]}.
Now, we have to check that (K5.43,%5.4.3) has the required properties. Clearly

(¢c) nor[t] =
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it is a strongly finitary, simple and forgetful creating pair. Plainly, it captures
singletons. Note that if ¢, € K545 (for m € w) is such that dis[t,,] = H(m) then
Hy,, (H(m)) logy (1 4 2M) 2/ " (m) oo
B I T Y By 2 B TR VR 2 R e VR 2 B

Consequently the forcing notions Q% (K5.4.3,25.4.3), Qoo (K5.4.3, X5.4.3) etc will be
non-trivial.

To verify that (K5.4.3,X5.4.3) is reducible use the fact that Hy is a nice pre-norm
on P(P(N)\ {N}): ifae C e P(P(N)\{N}), HN(C) > 1 then Hy(C) -1 <
Hy(C \ {a}). For similar reasons (Kjs.4.3,%5.4.3) is essentially ff'-big, remember
that we divide the respective value of Hy,, by (m +1)- ff(m) (where m = m/,).
Finally, let h(m,k) = 2N for m,k € w. Then |H(m)| = (2%’;) < 2Nm for all
m € w, 80 (K5.4.3,%5.4.3) is h-limited (actually much more). Moreover, for every

m c w:
F _ F (ma1)?22 T (ng1)®aMm Ne _
g (m+1) = F(fF(m)) > 2 =2 > ] 2™ = [ ik, k).
k<m k<m
Thus (K5.4.3,%5.4.3) is as required. O

CONCLUSION 5.4.4. The forcing notion Q% (K5.4.3,X5.4.3):

(1) is proper and w*’~bounding,

(2) preserves non-meager sets,

(3) is (f¥, g¥)-bounding,

(4) makes the ground model reals have measure zero.
Moreover, assuming CH, countable support iterations of QX (K543, X5.4.3) with
Laver’s forcing notion, Miller’s forcing notion and random forcing do not add Cohen
reals.

ProOF. The first required property is a consequence of 2.1.12 and 3.1.3. The
second follows from 3.2.6 and the third property is a consequence of 5.1.10. The
“moreover” part holds true by 5.4.2.

Let X = [] N be equipped with the product measure. Of course, this space

mew
is measure isomorphic to the reals, so what we have to show is the following claim.

CrAam 5.4.4.1. ks (K;45.5545)  VNAX is anull set”.

Proof of the claim: Let W be the Q% o0 (K5.4.3, X5.4.3)—name for the generic real
(see 1.1.13) and let A be a QF, . (K5.4.3, X5.4.3)—name for a subset of X' such that

Fgp (Ko asSsaa) “A= {2 € X (3%n)(x(n) € W(n))}.

Note that - (Vm € w)(W(m) € [Ny]2'™)” and 2;\\,4: = m Consequently,

IF A is a null subset of X”. By the definition of (K5_4,3,Z5_4,3) (remember the
definition of Hy) one easily shows that IF“ VN X C A”, what finishes the proof of
the claim and the conclusion. O

One may consider tree versions of 5.4.3.

EXAMPLE 5.4.5. Let F € w¥, h:w xw — wand H: w — P([w]<¥) be as
defined in 5.4.3. There are finitary tree—creating pairs (K¢, -, %%, ) (for £ < 3)
for H such that
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(a) (K9 45,22, 5) s local, reducible, h-limited and essentially f¥'-big (where
fF is given by 5.4.1),

(b) (K}, 5,38, 5) is t-omittory, reducible and essentially f¥'—big,

(c) (K2,5,%2,5) is reducible, h-limited and essentially f¥'-big,

(d) the forcing notions Qf**(K 45,28 45), Q" (K545, 55.4.5) and
Qiree(K2 , 5,32 , <) are equivalent,

(e) the forcing notion Qi*¢(K?, . %2, ) is proper, w¥-bounding, makes
ground model reals meager and null (even more), is (ff', g*)-bounding,
where gt (n) = [ |H()|,

i<n

(f) the forcing notions Q{*¢(K?2 , -, 3t , ) and Q{**¢(K2, -, %2, ;) are proper,
w¥-bounding, preserve non-meager sets, make ground model reals null
and are (f, gf')-bounding.

CONSTRUCTION. Let F, N,,, M,,,H,h be as in 5.4.3.

A tree creature t € TCR,[H] is in K9, 5 if

o dis[t] € H(lg(n)),

o vallt] = {(n,v) :n Qv & lg(v) = lg(n) + 1 & v(lg(n)) € dis[t]},

e nort] = vy ) (1) .

(Lg(m)+1)-fF (Lg(n))

The tree composition X2, » on K?, - is trivial: %2, (t) = {s € KY, 5 : val[s]
val[t]}.
The family K}, 5 consists of these tree—creatures t € TCR[H] that for some 7 <
n* e |J [l H(:) we have

N

e dis[t] € H(lg(n")),
o vallt] = {(n,v) :n* Qv & lg(v) = Lg(n*) + 1 & v(lg(n*)) € dis]t]},
 nor{f] = - Meste) (@l

(Lg(n)+1)-f ¥ (Lg(n*))
The tree composition ¥} , - is such that
S5ty veT)={te K}, : dom(vallt]) ={root(T)} & rng(vallt]) C max(T)}.
In a similar manner we define (K2, 5,%%,5). A tree creature t € TCR,[H] is in
K2, . if

o dis[t] = (A, (VL 1z € Ay)), where A, C H({g(n)) and v} € |J [] H(i)

n<w i<n
(for z € A;) are such that n < n™(z) < V¢,
e valt] = {(n, V) : x € A},

— Nig(m (At
* nort] = o T

and the tree composition 32 , - is defined like ¥} , 5.
Checking that (K, s, 3¢, ) have the desired properties is straightforward and
similar to 5.4.3 (remember 5.1.5, 5.1.8, 3.2.2, 3.2.8). O

COROLLARY 5.4.6. Let F' € w¥ be an increasing function, f,H be as defined in
2.4.6 (for F') and let F*(n) = F(pu(n)). Then the forcing notion Q% (K2.4.6,32.4.6)

(defined as in 2.4.6 for F) is proper, w*-bounding, (F*, pm)-bounding and makes
ground model reals meager.

PROOF. By 3.1.2, 5.1.12 and 3.2.8(2). 0
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CHAPTER 6

Playing with ultrafilters

This chapter originated in the following question of Matet and Pawlikowski.
Are the cardinals my, ms equal, where
my  is the least cardinality of aset Z C | w¥ such that
ECw

(i) (3F e w)(Vf € Z)(Vn € dom(f))(f(n) < F(n)),

(ii) the family {dom(f) : f € Z} has the finite intersection property, and

(ifi) (Vo e I [w]=")3f € 2)(v>n € dom(f))(f(n) & (n));

new

my is defined in a similar manner, but (iii) is replaced by

(i)~ (Vg € w¥)(3f € Z)(V*°n € dom(f))(f(n) # g(n))?

It was known that my < A < my, where A is the least size of a basis of an ideal on
w which is not a weak ¢-point (see Matet Pawlikowski [MaPa9x]). We answer the
Matet — Pawlikowski question in 6.4.6, showing that it is consistent that A = N
(and so me = Ny) and m; = Ny. On the way to this result we have to deal with
preserving some special ultrafilters on w. The technology developed in the previous
section is very useful for this (both to describe the required properties and to
preserve them at limit stages of countable support iterations).

In the first part of the chapter we present the framework: ultrafilters gener-
ated by quasi-W-generic I'. Then we introduce several properties of ultrafilters and
discuss relations between them. The third section shows how forcing notions con-
structed according to our schema may preserve some special ultrafilters. Finally, in
the last part, we apply all these tools to answer the Matet — Pawlikowski question.

6.1. Generating an ultrafilter

DEFINITION 6.1.1. We say that a creating pair (K,X) generates an ultrafilter
if
(®6.1.1) for every k < w there is k* < w such that
ift € K, nor[t] > k* and c: [m},,m},) — 2,
then for some s € X(t) and i* < 2 we have nor[s] > k and

[u € basis(s) & v € pos(u, s) & mp, <m <ml, &v(m)#0] = c(m)=i*

and if nor[t] > 0, u € basis(t) then there is v € pos(u,t) such that for some
m € [ml,,ml,) we have v(m) # 0.

PROPOSITION 6.1.2. Assume that (K,%) is an omittory and monotonic (see
5.2.8) creating pair which generates an ultrafilter. Then

IFox_(x,x) “{m: W(m) # 0} induces an ultrafilter on the algebra P(w)¥ /Fin”.

123
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PROOF. For k € w, let g(k) be the k* given by (®¢.1.1) (for k). Let Z be a
* (K, ¥)-name such that

s (.3) Z = {m € w: W (m) # 0}.

Clearly IFg- (x x) Z € [w]¥ (by the second requirement of 6.1.1). We have to show
that for each A € [w]¥

IFo:_(k,:) “either ZNAor Z\ Ais finite”.
So suppose that p € QX (K,X), A € [w]¥ are such that
plrg:_ (k.3 “both ZNAand Z\ A are infinite”.

Since (K, ) is omittory we may assume that p = (wP,to,t1,...) where nor[t,] >
g(f+mY,) (see 2.1.3.(2)). Let ¢ : [mffmmffp) — 2 be the characteristic function

of AN [mtdln,mffp). Applying the condition (®g¢.1.1) and the choice of g for each

¢ < w we find s} € X(t,) such that nor[s)] > ¢+ m;, and for some i* < 2 we have

L/
Se

(®*) if u € basis(s}), v € pos(u, ), m};, <m < myb and v(m) # 0
then co(m) =i,
Now choose i* < 2 and an increasing sequence (£}, : k < w) C w such that i = ;*

¢ sy 5% Se
(for k < w) and take so = sj " [my),, My ), k41 = 8p,,, © [Mup’, mup ™). Once

again, since (K,3) is omittory we get ¢ def (wP, so, 81, 82,...) € Qf (K,X¥) and
it is stronger than p. Suppose i* = 0. We claim that in this case ¢ lFq:_(xx)
ZNAC my) (contradicting the choice of p, A). If not then we find k < w,

w € pos(w?, sg, ..., s;) and n € [m3, myk)N A such that w(n) # 0. By smoothness
, st ,
we may additionally demand that, if & > 0 then n € [my}, mik) = (Mg ™", mi@’“ ).

By the smoothness and monotonicity of (K,Y) we have
w € pos(wImik, sp) = {v: (wimi,v) € val[sy]}.

Now, by the choice of s; we may conclude that
wf[milfumder{“) =0 o and thus n € [nge k).
[mynma,")

Moreover {w [mfﬁ“,w) € val[s} | so we may apply (®") (to ¢x) and conclude that
¢, (n) = i* = 0, a contradiction. Similarly one shows ¢ IF Z\ A C m% ifi* =1. O

DEFINITION 6.1.3. Suppose that (K,X) is a creating pair, ¢ € PCenor) (K, X)
and W :w x w X w® — P(K) is a t-system (see 5.3.1). Let ' C PE (nory (I, X) be
quasi-W-generic.

(1) We define D(I") as the family of all sets A C w such that: for some
§5=(sp:n<w) €land N < w, for every w € basis(sg) and u €

pos(w, sg, ..., Sn) we have
(Vm > N)(Yv € pos(u, SN+1,---,5m))({k € [lg(u),lg(v)): v(k) # 0} C A).

(2) We say that T generates a filter (an ultrafilter, respectively) on w if D(T)
is a filter (an ultrafilter, resp.).

REMARK 6.1.4. Note the close relation of 6.1.3 and 6.1.2. Below it becomes
even closer.
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DEFINITION 6.1.5. A creating pair (K,X) is interesting if for each creature
t € K such that nor[t] > 0 and every u € basis(t) we have

[{m € [mb,, mi,) : (v € pos(u,t))(v(m) # 0)}] > 1.

PROPOSITION 6.1.6. Let (K,X) be a forgetful creating pair, t € PCoo(K,X)
and W :w X w x w& — P(K) be a t-system.
(1) IfT CPx_(t, (K, X)) is quasi-W -generic then D(T) is a filter onw contain-
ing all co-finite sets. If, additionally, (K,X) is interesting and condensed
(see 4.3.1(8)) and A C w is such that

(>n)(|A N [mg,, mig,) < 1)

then A ¢ D(T).
(2) IfT is quasi-W-generic in Px (¢, (K, X)) then D(T') is a p-point (see 6.2.1).
(3) Assume CH. Suppose that, additionally, (K,X) is finitary, omittory, mono-
tonic and generates an ultrafilter. Then there exists a quasi-W -generic
I CPi(K,X) such that D(T) is an ultrafilter on w.

PRrROOF. 1), 2) Should be obvious.
3) Modify the proof of 5.3.4(2), noting that if § € PCo (K, X), A C w then there is
5% = (sf :n < w) € PCx(K,X) such that 5§ < s* and either

(Vu€basis(s3)) (Vn <w) (Vo € pos(u, 55, ... s5)) ({k € [€g(u), Lg(v)): v(k) £0} C A)

or a similar requirement with w\ A instead of A holds. (Compare the proof of 6.1.2,
remember (K, Y) is forgetful.) O

CONCLUSION 6.1.7. Suppose that (K, Y) is a forgetful and monotonic creating
pair, t € PCx (K, X) and W is a t-system. Assume that I' C P% (¢, (K, X)) is quasi-
W-generic and D(T) is an ultrafilter. Let ¢ be a limit ordinal and (Py, Q4 : a < &)
be a countable support iteration of proper forcing notions such that for each a < §:

(a) IFp, “T is quasi-W-generic”,

(b) IFp, “D(T") is an ultrafilter”.
Then

(1) IFp, “T is quasi-W-generic”,

(2) IFp, “D(T") is an ultrafilter”.

Proor. 1) It follows from 5.3.12.
2) Since, by 6.1.6(2), D(T') is a p-point we may use [Sh:f, Ch VI, 5.2] (another
presentation of this result might be found in [BaJu95, 6.2]). O

REMARK 6.1.8. (1) Ift = (t,, : n < w) € PCx(K,X), W is a t-system
and T is quasi-W-generic generating a filter then we make think of D(T")
as a filter on {J {i} x (mg, — mY.) (just putting the intervals [my,, mk)

1ew
vertically). This will be our approach in the further part, where we will
consider ultrafilters on J {i} x (i + 1).
S

(2) We may treat D(I") as a canonical filter on w with a property described by
T (or, more accurately, by the t—system W). This is the way we are going
to use 6.1.7 later: it will allow us to claim that the additional property of
an ultrafilter is preserved at limit stages of an iteration.
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6.2. Between Ramsey and p-points

Here we recall some definitions of special properties of ultrafilters on w and we
introduce more of them. Then we comment on relations between these notions.

DEFINITION 6.2.1. Let D be a filter on w. We say that:

(1) D is Ramsey if for each colouring F' : [w]2 — 2 there isaset A € D
homogeneous for F.

(2) D is a p-point if for every partition (A, : n € w) of w into sets from the
dual ideal (i.e. w\ A, € D) we find a set A € D with

(Vn e w)(|An N A| < w).

(3) D is a g-point if for every partition (A,, : n € w) of w into finite sets there
is a set A € D with

(Vn € w)(|4, N A| < 1).

(4) D is a weak g-point if for each set B C w such that w\ B ¢ D and a
partition (A4, : n € w) of B into finite sets there is a set A C B such that

w\A¢D and (Vnew)(|[An N Al < 1).

REMARK 6.2.2. Clearly, if D is an ultrafilter on w which is a weak g-point then
D is a g-point. (So the two notions coincide for ultrafilters).

DEFINITION 6.2.3. (1) For a filter D on w let GF(D) be the game of two
players, I and II, in which Player I in his n'" move plays a set A, € D
and Player II answers choosing a point k, € A,. Thus a result of a play
is a pair of sequences ({(A, : n € w), (k, : n € w)) such that k, € A, € D.
Player I wins the play of the game GT(D) if and only if
the result ((A4,, : n € w), (k, : n € w)) satisfies: {k,:n €w} ¢ D.

(2) Similarly we define the game GP(D) allowing the second player to play
finite sets a,, C A, (instead of points k, € A,).
Player I wins if |J a, ¢ D
new
REMARK 6.2.4. Let us recall that if D is an ultrafilter on w then the following
conditions are equivalent (see [Sh:f, Ch VI, 5.6] or [BaJu95, 4.5]):

(a) D is Ramsey,

(b) D is both a p-point and a ¢-point,

(c) Player I does not have a winning strategy in the game G*(D).
Similarly, an ultrafilter D is a p-point if and only if Player I does not have a winning
strategy in GP(D).

As we are interested in ultrafilters which are not ¢-points (see the discussion of
the Matet — Pawlikowski problem at the beginning of this chapter) it is natural
to fix a partition of w which witnesses this. Thus, after renaming, we may consider
ultrafilters on J {i} x (¢+1) instead (compare with the last remark of the previous

1EW
section).

DEFINITION 6.2.5. Let D be a filter on |J {7} x (i + 1).
i<w
(1) We say that the filter D is interesting if for each function h € [] (i + 1)
1Ew

the set {(4,h(7)) : 4 € w} is not in D.
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(2) Let G*E(D) be the game of two players in which Player I in his n* move
plays a set A,, € D and the second player answers choosing an integer i,
and a set a,, € [An N {in} x (i, + 1)]5™
Finally, Player I wins the play if |J a, ¢ D.

new

(3) The game G%f(D) is a modification of G*f(D) such that now, the first
Player (in his n'" move) chooses a set A,, € D, L,, < w and a function

‘ ‘ <
for JHi x G+ DS ™ — Ly,
i<w
Player II answers playing i, € w and a set a,, € [A, N {in} x (i, + 1)]="
homogeneous for f, (i.e. such that f, F[an]k is constant for k < n).
Player I wins the play if (J a, ¢ D.

new

(4) We say that the filter D is semi—Ramsey if the first player has no winning
strategy in the game G*I(D).
(5) The filter D is almost Ramsey if it is semi-Ramsey and for every colouring

FUR <G+ — L, (nL<w)
i<w
there is a set A € D which is almost homogeneous for f in the following
sense:

(Vi € w)(FI[AN({i} x (i +1))]F is constant for each k < n).
PROPOSITION 6.2.6. Suppose D is a non-principal ultrafilter on |J {i} x (i+1).

<w
(1) If D is interesting then it is not a g-point.
(2) If D is Ramsey then D is almost Ramsey.
(3) If D is semi—Ramsey then it is a p-point.
(4) If D is semi—Ramsey then

D*E{ACw: | J{i} x (i+1) €D}
i€A
is a Ramsey ultrafilter.

PrOOF. Compare the games and definitions. O

THEOREM 6.2.7. Assume CH. There exists an ultrafilter D on |J {i} x (i +1)
i<w
which is semi-Ramsey but not almost Ramsey.
PrOOF. For i € w let k; be the integer part of the square root of ¢+ 1. Choose
partitions (e : m < k;) of {i} x (¢ + 1) such that (Vm < k;)(|el"| > k;). Let
£ Ui} x (i +1)]2 — 2 be such that

1Ew
f((i,fo), (Z,él)) =1 if and OIlly if (Vm < kl)((’L,EO) € 6;”' <~ (’L,gl) € e;n)

Assuming CH, we will construct a semi—-Ramsey ultrafilter containing no almost

homogeneous set for f. To this end we choose an enumeration {¢, : @ < wr} of all

functions from w to [|J {i} x (i + 1)]*. By induction on a < w; define sequences
S

(1% :n < w) and (a2 : n < w) such that for a < f < w;:

n

(a) 1§ <y <i§ <...<w,



Paper Sh:470, version 1998-06-21_10.

128 6. PLAYING WITH ULTRAFILTERS

(b) ag € [{i%} x (i2 + 1)]S ™ (for n € w),
(c) either (Im € w)(Vn € w)(a Npa(m) =0) or (Vn € w)(a%,; C a(i)),
(d) nl;rr;o [{m < kia : efa Nagy # 0} = oo,

lim min{[ay Nefr|:m < kia & ag Neji # 0} = oo,

n— 00
(e) | U an\ U apl <w.
new new

There should be no problems with carrying out the construction. Let A, = |J a2.
necw
Clearly the sequence (A, : a < w;) generates a non-principal ultrafilter D on

U {é} x (i+1) (remember that the constant functions are among the ¢,’s). By the
€W
demand (d), no set A, is almost homogeneous for f, so D is not almost Ramsey.

To show that D is semi-Ramsey suppose that o is a winning strategy for the
first player in the game G*?(D). Then o is a function defined on finite sequences
Z = ((i0,@0),-- -, (in—1,an—1)) such that ip < ... < i,, and

(Ve < n)(ag € [{ie} x (g + 1)]= 6
and with values in D. For j < w put

() =N {J((io,ao), coys(fpm1yan-1)) s o <...<ip—1 <j and
ag € [{ig} x (ig +1)]= £},
Thus ¢ : w — D, so for some a < w; we have ¢ = ¢,. But now look at the

sequence a = ((i§,a§), (iy, a¥), (i3, a3),...). Since A, € D and ¢, (m) € D for all
m € w we necessarily have

(V’I’L € w)(aerl g 900((1%) g U((Z87 ag)7 ey (7’270'2)))
This means that the sequence a is a result of a legal play of the second player
against the strategy o. Hence A, = |J a& ¢ D, a contradiction. O
new

THEOREM 6.2.8. Suppose that D is a semi-Ramsey ultrafilter on |J {i} x (i+1).
i<w
Then the following conditions are equivalent.
(a) D is almost Ramsey,
(b) the first player has no winning strategy in the game G*%(D),
(c) for each m,L € w and a colouring f : \J [{i} x (i + 1)]S™ —s L, the
i<w
first player has no winning strategy in the following modification G;-R(D)
of the game G*B(D): rules are like in G*T'(D) but the sets a,, chosen by
the second player have to be homogeneous for f.

PRrOOF. The implications (b) = (¢) = (a) are immediate by the definitions.

The implication (a) = (b) is easy too: suppose that ¢ is a strategy for the first
player in the game G*%(D). Let o* be a strategy for Player I in G*%(D) such that
if o((ig,a0),- -+, (in=1,an-1)) = (fn, An) then o*((ig,a0),-..,(in_1,an-1)) € D is
an almost f,—homogeneous subset of A,, (exists by the assumption (a)). Now, o*
cannot be the winning strategy for Player I as D is semi—Ramsey. But then the
play witnessing this shows that o is not winning in G*#(D). |

See https://shelah.logic.at/papers/470/ for possible updates.
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THEOREM 6.2.9. Assume that D is a semi—Ramsey ultrafilter on |J {i}x (i+1).
i<w
Suppose that P is a proper w* —bounding forcing notion such that

lFp “D generates an ultrafilter .

Then
lFp “D generates a semi-Ramsey ultrafilter 7.

PROOF. This is very similar to [Sh:f, Ch VI, 5.1]. We know that, in VT,
D generates an ultrafilter. What we have to show is that Player I has no winning
strategy in the game G*%(D) (in VF). So suppose that o € V¥ is a winning strategy
of the first player in G**(D). We may assume that the values of o are elements
of D (so from the ground model). But now, as P is proper and w*’~bounding, we
find a function o* € V such that dom(c*) = dom(c), rng(c®) C [D]< % and
o(a) € o™ (a) for all @ € dom(c). Letting o*(a) = (o™ (a) for a € dom(o) we will
get, in V, a winning strategy for Player I in G*#(D), a contradiction. |

REMARK 6.2.10. One may note that we did not mention anything about the
existence of almost Ramsey ultrafilters. Of course it is done like 6.2.7, under CH.
However we want to have an explicit representation of the ultrafilter as D(T") for
some quasi-generic I". This will give us the preservation of the “colouring” part of
the definition of almost Ramsey ultrafilters at limit stages. As the representation
is very specific we postpone it for a moment and we will present this in Examples
(see 6.4.1, 6.4.2).

6.3. Preserving ultrafilters

In this section we show when forcing notions of the type Q{™° preserve ultra-
filters introduced in the previous part. The key property of a tree—creating pair
needed for this is formulated in the following definition.

DEFINITION 6.3.1. Let D be a filter on w. We say that a tree creating pair
(K,X) is of the UP (D) —type if the following condition is satisfied:
(®)g%@)  Assume that 1 <m < w, p € QF*(K,X), nor[th] > m + 1 for each
v € TP, and Fy, Fy,... are fronts of TP such that

(Vnew)(Vv € F,11)(3n € F,)(n <v).

Further suppose that u,, C F, (for n € w) are sets such that there is no
system (s, : v € T) C K with:
(a) TC{rveT?:(Ine F,)(v<In)}is a (well founded) quasi tree with
max(7T) C u, and root(T) = root(T?),
(b) for each v € T*
root(s,) = v, pos(s,) = sucer(v), nor[s,] > m and
s, €X(th:n € S'V) for some (well founded) quasi tree S, C TP.
Then there is a condition ¢ € Q}*°(K, %) such that
(a) p<gq,
(8) the set

Z Y n e w:u, Ndel(T?) = 0}

is not in the ideal D¢ dual to D,
(v) (Vv € T9)(nor[t]] > min{nor[th] —m:v I n € TP}).
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If we may additionally demand that the condition ¢ € Qj*°(K, X)) above satisfies
(6) root(q) =root(p) and (Vn € Z)(F, NT7 is a front of T7)

then we say that (K,Y) is of the sUP(D)"**~type.
If D is the filter of all co-finite subsets of w then we say that (K, X) is of the UP™®*-
type (sUPY™“—type, respectively) instead of UP(D)"*~type (sUP (D)~ type,
resp.).

THEOREM 6.3.2. Let D be a Ramsey ultrafilter on w. Suppose that (K,X) is a
finitary 2-big tree—creating pair of the UP (D) —type. Then:

»”

IFquree(k,z) “ D generates an ultrafilter on w

»”

Consequently, IFquree (k) “ D generates a Ramsey ultrafilter on w

PROOF. Let X be a Qi*°(K,¥)name for a subset of w, po € QI"°(K,X).
Consider the following strategy for Player I in the game GT(D):
in the n'® move he chooses a condition p,+1 € Q{*¢(K,X) such
that p, <. p,4+1 and pni1 IF k, € X (where k, is the last point

played so far by Player IT). Then he plays the set

B(pns1,n+1) = {k€w: (3g € Q™ (K, ) (a1 <hir g & glrke X))
As D is Ramsey, this strategy cannot be the winning one for Player I and therefore
there is a play (determined by ko, k1, ks, ...) according to this strategy in which
Player I looses. This means that one of the following two possibilities holds:

CASE A In the course of the play all sets B(pp+1,n + 1) are in the ultrafilter D
and {ko,k1,...} € D.

In this situation we look at the sequence (p, : n € w). By 1.3.11 it has the limit
p* = }ligjpn. Clearly p* I {ko, k1,...} € X and we are done.

CASE B In the course of the play it occurs that for some n € w the set B(pp41,n+
1) is not in the ultrafilter.
Take g € Q{"*°(K,X), pny1 <41 ¢ and fronts F*, F}; of T such that the condition

¢ decides the truth value of “k € X” for each € F}, and k € w and
(Vv e F*)(VneT)(vdn = mnor[t]] >n+3),
(Vk € w)(Vv € Fy)(Yn e T") (v In = nor[t]] > 2% +n +3)
(possible by 2.3.7(2) and 2.3.11). Of course we may assume that
(Vk € w)(Yv € Fiy1)(Tn € Fr)(n < v)
and that the fronts F), are “above” F* and F'™* is “above” Fé +1(q). Further let

Uk = {77 € Fy : q[ﬁ] ”_Qircc(K72) ke X}

Look at the set C' = w \ B(pp4+1,n+ 1) € D. If k € C then necessarily for some
p € F* there is no (s, : v € T) C K with:
(1) TC{re 74" (3n € Fr)(v < n)} is a (well founded) quasi tree with
max(7T) C uy and root(T) = p
(2) for each v € T*
root(s,) = v, pos(s,) = succr(v), nor[s,] > n+ 2 and
s, € X(t} :m € S,) for some (well founded) quasi tree S, C T.
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(Otherwise we could build a condition <}, ;-stronger than ¢ (and thus than p,;1)

and forcing that k € X, contradicting k ¢ B(pny1,n+1).) As F* is finite we have

one p € F* for which the above holds for all k£ € Cy for some Cy € D, Cy C C.
But now we may apply the fact that (K,Y) is of the UP(D)"**—type (see

6.3.1, remember the choice of F*): we get ¢* € Q'@ree(K,E) such that ¢l?) < ¢*,

72 ke Cyiupnded(T9) = 0} € D and

nor[t? | > min{nor[t]] — (n+2) : v JIn e T7}.

Now we easily see that in fact ¢* € Qi*¢(K,Y) (by the norm requirement and the
choice of g and Fj’s) and ¢* IFqtree g5y Z N X =0.

For the “consequently” part, note that, by 3.1.1, the forcing notion Qi¢(K,X)
is proper and w%’-bounding. Therefore we may apply [Sh:f, Ch VI, 5.1]. This
finishes the proof of the theorem. O

DEFINITION 6.3.3. We say that a tree creating pair (K, X)) for H is rich if:
for every system (s, : v € T> C K, n € w and u such that
(1) T< U I H(m) is a well founded quasi tree, u C max (7)),

kewm<k
(2) root(s,) = v, pos(s,) = sucer(v), nor[s,] > n + 3,

(3) there is no (s* : v € T*) C K such that

T*CT, max(T*) Cu, root(T*)=root(T), root(ss)=uw,
pos(st) = sucer«(v), mor[si]>n+1, and
sy, € X(sy:neT,) forsome T, C T

there is (s} : v € TT) C K such that

THCT, max(Th) Cmax(T)\u, root(TT) =root(T), root(s))=v,
pos(s;) = succr+(v), mnor[s}] > min{nor[s,|:n €T} — (n+2),
and s} € X(s, :n €T,) for some T, C T.

THEOREM 6.3.4. Assume (K,X) is a finitary 2-big rich tree—creating pair of the
sUP™° type. Let D be an almost Ramsey interesting ultrafilter on |J {i} x (i +1).

1EW

Then

IFquree(,x) “ D generates an interesting ultrafilter on g {i} x (i+1) 7.
A%
PROOF. First note that if we show that, in VQiree(K’Z), D generates an ultra-
filter then the ultrafilter has to be interesting (remember that D is interesting).
Let X be a Qi*¢(K,Y)-name for a subset of |J {i} x (i +1).
1€w

We say that a condition p € Qi"°(K,X) is (X, n)-special if:

there is a set C' € D such that:

for every i € w and a € [CN{i} x (i +1)]= " there are a condition

p' > p and a front F of T?" such that

root(p) = root(p’), (Vv € T )(nor[t!] > n+ 1),

(WweT?)(VneF)(n<dv = th=1t") and p’IFQiree(KL)agX.
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The condition p is n-special if it is either (X, n)-special or (w \ X, n)-special.
Note that the part of the definition of special conditions concerning the exis-
tence of a front F' (of Tp/) is purely technical and usually easy to get (once we have
the rest):
If the condition p is such that (Vv € T?)(nor[tE] > n+ 1) and the
values of X N {i} x (i + 1) are decided on some fronts F; of T?
then if we have a condition p’ >¢ p such that

(Vv € T )(nor[t? ] > n+ 1)

and p’ |- a C X, then we may find one (weaker than p’) which has
this property and a front F' as there. Moreover, in this situation,
if p < p1 and p; is (X, n)-special then p is (X, n)-special.

Note that if n > m and p is (X, n)-special then it is (X, m)— special.

CrLAmM 6.3.4.1. Let n < w. Suppose that p € Qi**¢(K,X) is such that
(Vv € T?)(nor[tE] > (22" + 1)(n + 3))
and there are fronts F; of TP (for i € w) with
(Vi € w)(Vv € F)(p" decides X N {i} x (i + 1)).
Then p is n-special.

Proof of the claim: Let f+,f~: J[{i} x (¢ +1)]"* — 2 be such that
1€w
fT(v) =1 if and only if there are ¢ >¢ p and a front F of T¢
such that ¢ lFgree (g sy v € X and

MveTH(VneF)(n Qv = tL=1t2) & (VweT9)(nortl] >n+1),

and f~ is defined similarly replacing “X” by “w \ X7,
As D is almost Ramsey and interesting we find j7,5~ < 2 and a set C € D
such that for each i € w :
if CN{i}x(@+1)#£0
then |[CN{i} x (i+1)]>2n, fHCN{i}x(GE+1)]" =4 and
e iy x i+ D" =4~
If either j© =1 or j~ = 1 then plainly p is n-special. So suppose that j© =;j= =0
(and we want to get a contradiction).
Take i € w such that |C' N {i} x (i 4+ 1)| > 2n (remember the choice of C) and
fixvelCn{i}x(i+ 1)]2n. For each v; C v let

”u,i = {I/ € Fl Ip[y] |FQ§ree(K,g) v ﬂX = 1}1}.

Since (K,¥) is rich we find vy and (s} : v € Tt) C K such that

Tt CT?, max(T")Cul, ,, root(T")=root(p), pos(s}) = sucer+(v),

root(s)) =v, mnor[sf]>n+1 andste¥(s,:neT,) forsomeT, CTP.

[How? We try successively each v; C v. If we fail with one, we use 6.3.3 to pass to
a subtree with the minimum of norms dropping down by at most n + 2 and we try
next candidate. For some v; C v we have to succeed.]

Now look at this v; (and suitable (si : v € TF)). Since 5T = 0 we necessarily have
lv1] < m: if not then we may take va € [v1]" and then fT(ve) = 1 as witnessed
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by the condition g starting with (s} : v € Tﬂ. Similarly, by 7= = 0, we have
|v\ v1| < n. Together contradiction to |v| = 2n. Thus the claim is proved.

Now, let p € Q{**¢(K,X). By 2.3.12 and 2.3.7(2) we find p; > p and fronts F,
of TP such that for n € w:

(1) (V0 € Fuyr)(3n € F)(n < v),
(2) (WweE)(meT)(vdy = norl] > (221 4 5)(n +3)),

(3) (Wwwe Fn)(p[f’} decides X N {n} x (n+1)).
Then, by 6.3.4.1, for each v € F, the condition p[ly] is n—special. Let
={ver, p[ s (X, n)~ special}.
Now we consider two cases.

CASE A:  There are n € w, v € F,, such that for each m > n there is no system
(sy:neT) C K with:

TCT1P, max(T) Cuy, root(T)=wv, root(s,)=mn, pos(s,) =succr(n),
nor(s,] > (2°" +2)(n+3) ands, € X(th* : pe T,) for some T, C TP

Since (K, ¥) is of the sUP"**~type and
(e T dn = morl] > (22" +5)(n +3),

we find a condition q € Qi**¢(K, ) such that

(a) p
(B) zdﬁf{m>n U, N del(T) = 0} € [w]¥,
(7) (¥n € T)(nor[t!] > min{nor[t4*] : n I p € TP} — (2*" 4 2)(n + 3)),

(6) (Ym € Z)(F,,, NTY is a front of T'7).

Let m € Z (so then F,, NTY is a front of T and u,, NT? = @) and let n € F,,, NT1Y.
By () and (2) above we know that

(VpeT?)(n<p = nor[t]] > (22™ +1)(m + 3)).

Consequently we may use 6.3.4.1 to conclude that ¢l is m-special. It cannot be
(X, m)-special as then the condition p[n] would be (X, m) special (compare the
remark after the definition of special conditions) contradicting 1 ¢ t,,. Thus gl
is (w\ X,m)-special.

For m € Z and n € F,, N T fix a set C7" € D witnessing the fact that “ g is
(w\ X,m)-special 7. Let B,, = ) Cyr €D (for m € Z).
neF,,NT4
Consider the following strategy for Player I in the game G*%(D):

at position number 0:
Player I writes down to the side: mg = min Z, ¢o = ¢ and he plays: B, .

[Note that he is (trivially) sure that if (g, ag) is an answer of Player II then he may

find ¢, >0 qo such that ¢ IF ag C w\ X and for some front F of q1, (Vp € F)(Vn €
T™)(p<n = I =1t])]
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at position number k + 1:
Player I looks at the last move (i, ay) of his opponent. He chooses a condition
Qk+1 >k qx and a front F' of T'%+1 such that

(Vpe F)(YneT™)(pdn =t =tl) and Qa1 Far Cw\ X,

Now he takes my41 € Z so large that my1 > my and the front Fp, ., is “above”
both F and F}l, ,(qr+1). Finally:

Player I writes down to the side: mg41, qx+1 and he plays: By,

[After this move he is sure that if (ix11,axr+1) is a legal answer of the second player
then he may find a condition qx4o >g+1 gr+1 such that grio IF apyr; C w )\ X and
for some front F of T%+2, p 4y = ;*** = I whenever p € F, n € T?+. Why?
Remember the choice of Z, myy1, By, ., and Fyy,, 5 see 2.3.1, clearly my 1 > k+1.]

The strategy described above cannot be the winning one. Consequently there is a
sequence ((ig, ag), (i1,a1), ...y such that (i,,a,) are legitimative moves of Player 1T

against the strategy and |J a; € D. But in this play, Player I constructs (on a side)
kEw

a sequence p < ¢ = qop <o ¢1 <1 g2 <2 ... of conditions such that g IF ap, Cw\ X.

Take the limit condition ¢, = ]lgim qr; it forces that |J ar C w\ X, finishing the
Ew kew

proof of the theorem in Case A.

CASE B: Not CAsE A.
Thus for every v € F,, n € w we find m > n and (s,: 7 € T) C K such that:

T C TP, max(T) C ty,, root(T) =v, root(s,)=mn, pos(s,) = succr(n),
nor(s,] > (2" +2)(n+3) ands, € X(th' : pe T;) for some T, C TP,

If (s, : 7 € T), m > n are as above then we will say that (s, : 7 € T is (m,n)-good
for v. For each n € w and v € u, fix a set C]} € D witnessing the fact that “the
condition p[l"] is (X,n)-special”. Now consider the following strategy for Player I

in the game G*#(D):

at position number 0:

For each v € Fp, Player I chooses n(v) > 0 and (sy : n € T,) € K which is
(n(v),0)-good. He builds a condition gy which starts like these sequences. Thus g
is such that:

(a) root(gg) = root(py),
(b) if n € TP is below the front Fy then n € T, tlo =t

)
(c) if n € T, for some v € Fy then 5 € T4, th = sy,
(d) if » € TP and there are v € Fy and p € max(7,) such that p < n then
€ To, D = h.
Note that Fj dof U max(T),) is a front of T% above FY(qo).
veFy
Now, Player I writes down to the side: go, F{ and he plays:

Ay = ﬂ{C’g(”) cv € Fy, n € max(T,)}.

[Thus Player I knows that Fj is a front of 79 above FY(qp), and for each v € Fy

the condition p[ly] = q([)y] is (X, 1)-special and the set Ay witnesses this fact.]
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at the position number k + 1:

Player I looks at the last move (i, ay) of his opponent. He chooses a condition
Qk+1 >k qr and a front F,;_l of T%+1 such that qxy1 IF ar C X, the front FI:+1 is
above F), 4(qr+1) and for each v € Fy, | the condition q,[clil = p[ly] is (X, k+2)-
special. How does he find gx41 and Fj7, ;7 He has gy and F} and he knows that
Fy is a front of T'% above F,?Jrz(qk) and for each v € F}, the condition q,[:] = p[ly]

is (X, k + 1)-special and the set Ay, (played by Player I before) witnesses this fact
(this is our inductive hypothesis). Now, as ai C Ay, for each v € F} the first

player may choose a condition g7 > q,[:'] = p[l,,] which forces that a; C X and such

Y
that (Vn € T% )(nor[t¥] > k + 1) and for some front F of ¢, if n < p € TP,
+
n € F} then p € T% | ¥ = th1. We may assume that the fronts F,\ are such
that F,f C F+(,) for some m*(v) > k+2 and F, is above F} 5(g}). For each
peFES, ve Ej; we may choose m(p) > m™(v) and (sf : 1 € T,) C K such that
(sp:m € Tp)is (m(p),m*(v))-good. Let
Fiypy = J{max(T,) : Gv € Fy)(v < p e FN)}.
The condition g1 is such that:
(a) below F} it agrees with gz,
ifv<dn<peFf, veFy, n € T% then n € T+, ! :t%:r,

)

(c) ifv<ap<neT, veF;, pcF;i thenne T+ i+ = sh,
yifv <ap<an <m, v eF, peEf, n € max(T,), ;1 € TP then

m € T%+ and ¢+ = b1

Thus gry1 >k qr, Fyp is a front of T%+1 andifv <p<ane€ Fy ,v e F, p€ Fr

then ¢l | = pi" is (X, m(p))-special, m(p) > m*(v) > k + 2 (so m(p) > k + 3).

Now the first player writes down to the side gx+1, Fy, and he plays:

Appr = (O - Bre F)(pe B & v<p<n€ )}

[Note that for each v € Fy;_ ;, the set Ay witnesses that the condition q,[c'il = [1”]

is (X, k 4 2)-special; the front Fp | is above F o(qr+1)]

The strategy described above cannot be the winning one. Consequently, there
is a play according to this strategy in which Player I loses. Thus we have moves

(0,a0), (i1,a1), ... of Player II (legal in this play) for which |J ar € D. But in the
kew
course of the play the first player constructs conditions p; < qo <o ¢1 <1 ¢2 <o ...

such that ¢x IF ar, C X. Then the limit condition Qoo = Ilvim qi, forces that |J ax C
Ew kew

X. This finishes the proof of the theorem. O

DEFINITION 6.3.5. For n,k,m € w let R,(k,m) be the smallest integer such
that for every colouring f : [R,(k, m)|S™ —s k there is a € [R,,(k,m)]"™ homoge-
neous for f (so this is the respective Ramsey number).

THEOREM 6.3.6. Let D be an almost Ramsey ultrafilter on \J {i} x (i + 1).
IS

Suppose that (K,X) is a finitary 2-big rich tree—creating pair such that
IFquree(re ) “D generates an ultrafilter on \J {i} x (i +1) ”.

1EW

See https://shelah.logic.at/papers/470/ for possible updates.
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Then IFquree 5y “ the ultrafilter D generated by D is almost Ramsey 7.
PROOF. Due to 3.1.1(1) we may apply 6.2.9 and get that

IFquree i3y “ D generates a semi-Ramsey ultrafilter on |J {i} x (i +1) ”.
S
So, what we have to do is to show that, in VK ) the ultrafilter D generated by

D has the colouring property of 6.2.5(5). Suppose that a condition p € Q'"*¢(K, X),
n,L < w and a Q{***(K, ¥)-name ¢ are such that p IF“¢: |J [{i} x (:4+1)]"" — L.

1€EW

Note that if D is not interesting and it is witnessed by h € [] (i + 1) then the set
S

{(i,h(i)) : i € w} is almost homogeneous for ¢ and it is in D. Consequently, we

may assume that D is interesting.

We say that a condition q € Q{***(K,X) is m-beautiful (for m € w) if:

there is a set C € D such that:
for every i € w and a € [C'N{i} x (i + 1)]"" there are a condition
¢ > q and a front F of T9 such that

root(q) = root(¢'), (Vv € T?)(nor[t?] > m + 1),

¢ IF “a is p-homogeneous” and (VweT?)(VneF)(n<dv = t4=1t7).
Clearly, if ¢ is m-beautiful and k£ < m then ¢ is k-beautiful.
Let R*(m) = Ry (L, m) (see 6.3.5).

CLAIM 6.3.6.1. Let m < w, q € Q**¢(K,Y). Assume that
(Vv € T9)(nor[t?] > ((R Tflm)) +1)(m +3))

and there are fronts F; of T (for i € w) such that conditions ¢! (for v € F;,
i € w) decide the value of ¢[[{i} x (i +1)]"*. Then the condition q is m—beautiful.

Proof of the claim: Look at the following colouring f: |J [{i} x (i + 1)]"* — 2:
S
f(v) =1 if and only if there are ¢ >¢ ¢ and a front F of T7
such that

q |FQ§ree( K.5) “v is homogeneous for ¢” and

(W eT)(VneF)(ndv = t¢ =t9) & (YveT¥)(mor[t!]>m+1).

Since D is almost Ramsey and interesting we find j < 2 and a set C € D such that
for each i € w:

if CN{i}x(@E+1)#£0

then |[CN{i} x (i+1)] > R*(m), fl[CN{i}x (i+1)]"=j.
If 5 = 1 then easily the condition ¢ is m-beautiful. Thus we have to exclude the
other possibility. So assume j = 0. Take ¢ € w such that C N {i} x (i +1) # 0 and
choose v € [CN{i} x (i + 1)]R* (M), For v, € [v]" put

i —
V1,0

U {verF;: g IFquree (k) “v1 is p-homogeneous” }.
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Note that, by the definition of R*(m), for each v € F; we find v1 € [v]" such that
veu Consequently we may apply the assumption that (K, X) is rich and we

U1,V "

find vy € [0 and (s} : v € T*) C K such that

T+ CT9, max(Tt) Cul ,, root(T+) =root(q), pos(s}) = succr+(v),

V1,07

root(s;)) = v, norfs}] >m+1 and s} € X(s,:n€T,) for some T, CT9.

[Exactly like in 6.3.4.1.] But with this in hands we easily conclude that f(v1) =1,
contradicting v; € [C'N {i} x (i + 1)]" and the choice of j,C.

Choose a condition ¢ > p such that for some fronts F),, of T (for m € w) we
have

(1) (VW € Fypy1)(3n € F)(n <v), i
(2) (VweF,)(WneT(v<n = mnortd] > (™) +1)(m+3)),
(3) (Vv € Fp,) (¢ decides pl[{m} x (m + 1)]")
(possible by 2.3.12 and 2.3.7(2)). By 6.3.6.1 we know that for each v € F};,, m € w
the condition ¢*! is m-beautiful. So for every m < w and v € F,,, we may fix a set
C™ € D witnessing “g!"! is m-beautiful”.
Consider the following strategy of the first player in the game G*7(D):

at position number 0:
Player I writes down to the side g9 = ¢, Ff = Fo. He plays ({CY%: v € Fy} € D.

arriving at position k + 1:
Player I has a condition g;, and a front F}' of T'% such that g above F}' agrees with
q. Moreover, the set played by him before witnesses that each ¢! is k-beautiful
(for v € F}¥). He looks at the last move (ix, ax) of his opponent. For each v € FY,
Player I can find a condition ¢, >g q,[:] = ¢["! such that

(a) (Vn € T9%)(nor[td] > k+1),

(b) for some fronts F), of T%, g, above F,, agrees with ¢ and

(¢) qu IFquree (i 5 “ay is p-homogeneous”.
We may think that for some m > 4, the fronts F,, are contained in F,, (for v € F}).
Now let gi+1 be such that

(o) below Fj it agrees with g,

(B) ifv<dn<peF,, veF;, neTw thenne TWh+, ¢t = td,

(7) ifv<pdneT?, veF;, peF, thenne T, i =il =11,
Let F; , = U{F, : v € F}}. Clearly Fj; | is a front of T9+! contained in F,,
Qk+1 >k qx and gg11 forces that ay is ¢p-homogeneous. Now:
Player I writes down to the side g1, F},; and he plays the set

(YCp:ne Fyy,} €D,

[Note that for every v € F7, , the condition q,[:_a_l = ¢" is k + 1-beautiful and the

set played by Player I witnesses it.]

This strategy cannot be winning for the first player. Consequently he loses some
play according to it. Let ((io,aq), (i1,a1),...) be the sequence of the respective

moves of the second player (so |J ax € D) and let g, q1, g2, . . . be the sequence of
kew
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conditions written down by the first player during the play. Let g., be the limit

condition hm qx- Then we have:
kew

oo IFquree (i3 (VE € w)(ay is ¢p-homogeneous ).
This finishes the proof of the theorem. ([

Let us finish this section with a theorem showing how several types of forcing
notions built according to our scheme may preserve I'—genericity in the context of
ultrafilters. The proof of theorem 6.3.8 below resembles the proof that Blass—Shelah
forcing notion preserves p—points (see [BsSh 242, 3.3]).

DEFINITION 6.3.7. (1) A creating pair (K, X)) is simple except omitting if
it is omittory, [pos(u,t)| > 1 whenever ¢t € K, nor[t] > 0 and u € basis(t),
and for every (tg,...,tn—1) € PFC(K,X) and s € X(tg,...,ty,—1) there is
k < n such that s € ¥(tg I [mg,, m3,))-

(2) Suppose that (K,3) is an omittory creating pair, ¢ = (ty : k < w) €
PCo(K,X) and W : w X w X w?® —» K is a t—system. We say that W is
omittory compatible if
(@) k<tl<n<wandseX(tr [mf,my)) imply nw(s) = £ (where

nw(s) is as in 5.3.1(1b,c)), and
(ﬁ) k<€<w 0'[mtd’;l, mi,) — w imply

up’ U{Sl—) mdn’ ) s € W(mdn? t Hmfﬂﬂm )) k<n<£}

W(mfin’ up’

THEOREM 6.3.8. Suppose that a creating pair (Ko, Xo) is simple except omit-
ting, forgetful and monotonic. Lett € PCy (K, X) and W be an omittory—compatible
t-system. Assume that T C PCy (Ko, X0) is quasi-W -generic and generates an ul-
trafilter.

(1) If (Ko, X0) is strongly finitary, (K,X) is a finitary, monotonic, omittory
and omittory-big creating pair then the forcing notion Qf, (K,X) is I'-
genericity preserving.

(2) If (K,X) is a finitary creating pair which captures singletons then the
forcing notion Qf (K, %) is T'—genericity preserving.

(3) If (K,X) is a finitary t—omittory tree creating pair then the forcing notion
Qbree(K, %) is T'—genericity preserving.

PrROOF. 1) We have to show that, in V%< >) the demand 5.3.1(3b) is
satisfied (as we know that Q7. (K, X) is proper). So suppose that 7 is a Q* (K, X)-
name for an element of w* and p € QX (K, ). Since (Ko, Xo) is strongly finitary
we may repeatedly use 2.2.6 and we get a condition ¢ > p such that for each n < w

and v € pos(w?,td,...,t2_,) the condition (v,tZ,¢] . ,,...) decides the value of
W(mfﬁl, fﬁa,ﬁ[[mgﬁl,mtp)) where t = <t0,t1,t2, ...). Fixv € pos(w?,td,...,t7_,),
n < w for a moment. For k > n let v* = v70 s € pos(v,td,... t7)

t
[g(v),mub)
(remember that (K,Y) is omittory). Note that, for each & > n, the condition
(vF,t1, 1t 5, .. .) decides the value of I/V(mfl’;:r1 mfl’;“,f][[mgﬁl“ mfﬁj’l)). Thus

we find a function n(v) € w* such that, for each £ < n,
(U7 tn7 tn-&-l’ o ) H_ W(mffn’ mflzp7 nr[mgprﬁ mfllp)) = W(mépn’ mflep’ 7’](7]) ”mg[n’ mflzp))
and for each k > n the condition (v¥,¢], 1 ,,...) forces that

CWmg ™ mig il mds  mi) = Wmds™  mig () lmdy ™ mig)) 7.



Paper Sh:470, version 1998-06-21_10. See https://shelah.logic.at/papers/470/ for possible updates.

6.3. PRESERVING ULTRAFILTERS 139

Since I is quasi-W-generic we find § = (s,, : m < w) € I' such that for every n < w

and v € pos(w?,td,...,t1_,) we have

(Vm € w)(sm € W(myy, myn, n(v) [[mgn, myr)))

(remember (I, <) is directed countably closed). Next we choose inductively an

increasing sequence £(0) < £(1) < £(2 ) . < w such that

if v € pos(w?, 3, ..., t1_,), <m“>, n,i€w

then (Vm > £(i 4+ 1))(sm € W(mCln s s ;) [m3z,mim))).

up

For j < 4 let Y; = U [my™" ", mi***). Since I' generates an ultrafilter,
i€Ew

exactly one of these sets is in D(T"). Without loss of generality we may assume that

Yo € D(I") (otherwise start the sequence of the ¢(i)’s from £(1), or £(2) or ¢(3)).

This means that we find §* = (s, : m < w) € I" such that § < §* and for sufficiently

large m (say m > m?*), there are i = i(m) and k = k(m) such that

Se(4i+2) tk tr Se(4i+3) * m ™
Myn < Myan < mup < Myn and Sm € E(tk r [mdn ’ mUP ))

(remember (KO,EO) is simple-except-omitting and monotonic). Let z(i) € w
be such that m® = m3“* (for i € w). Now we define a condition ¢* =

(w1 ,to ,t'f ,...):

w? = w?, tg = ¢4

P 10 ti(iﬂ))
z(0) )

r [tg(w?), mulp(o))a and t{ ;= ti(i-‘,—l) Mup ~, Mup

Plainly, this defines a condition in Q7 (K, X) stronger than q. We claim that
g* I (Vm > m*)(s5, € W (my, mig, illmiy ,mis)))-
Assume not. Then we find ¢’ > ¢* and m > m* such that

q I sy, & W(mgn, mup, il fmz, mug))).

’ t?
Of course we may assume that £g(w? ) > my5™ . Let k°, k', k? be such that md’;f =

q
Se(4i(m)+£) I tko
My, and let v = w? ImJ . Clearly

g, t‘? t?
My, (m) < mup < mup <mds < mu ) < My ’”( m) — m;gm’,
q
. q q . - Mo taGomyy —
v € pos(w?,tg,...,the_;) (by smoothness) and w? [[mg:, mg,"""”) = 0 (by the

definition of t?(*m), remember (K,X) is monotonic). Consequently for each k €

(K0, 2(i(m))) we have v¥ < w?". Since k° < k(m) < z(i(m)) we conclude that the
condition ¢’ forces

« W( tk(m) mi;i)(m),n”mfﬁl(m) mi};}(m))) _ W(mtdx;(m) mi};}(m),n(v)r[mdﬁm mflxgm))) »

Since My < mak Y for each i € [0(4i(m) + 2),£(4i(m) + 3)) we have s; €
W(mg, mg,,n(v ) [[md’h, mf;p)) (remember that choice of the sequence of the £(i)’s).
Now look at the condition 5.3.1(1c). Since W is omittoryfcompatible we have
nw (sk,)=k(m) € [k? z(i(m))) and therefore s}, € W(md'r';, mu; ,n(v) [[md’;l‘ , mu}{;))
Hence, by 6.3.7(23), we easily get

* *

¢' |- s, € Wmgy, ma il lmgy, mag ) 7,

a contradiction.
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2) Repeat the proof of 1) noting that we do not have to assume that (Ko, o)
is strongly finitary as we use 2.1.12 instead of 2.2.6. (Defining v* we use fixed
sequences u, (for n € w) such that u, € pos(u,tl) for each u € basis(t2).)

3) Similarly (remember that (K,X) is finitary). O

REMARK 6.3.9. In 6.3.8(3) we need the assumption that the tree creating pair
(K,%) is finitary. The forcing notion D, of [NeR093], in which conditions are trees
C w<Y guch that each node has an extension which has all possible successors in
the tree, adds a Cohen real (see [NeR093, 2.1]). This forcing may be represented
as Qi'*¢(K’, %) for some t—omittory (not finitary) tree creating pair (K’,%’).

6.4. Examples

EXAMPLE 6.4.1. Let H(m) = 2 for m < w. We construct a creating pair
(K¢.4.1,%6.41) for H, ¢ € PCo(Kp.4.1,26.4.1) and t-systems W} (for n,L < w)
such that

(1) (K6.41,%6.4.1) is simple except omitting, finitary, forgetful, monotonic,
interesting, condensed and generates an ultrafilter, the systems W' are
omittory—compatible,

(2) if T C P% (¢, (K¢.4.1,26.4.1)) is quasi-W'-generic then D(T) is a filter on
U {i} x (i +1) such that for every colouring f: J [{i} x (i +1)]"* — L

1EW 1EW

there is a set A € D(T') almost homogeneous for f,
(3) f T C P (¢, (K6.41,56.4.1)) is =-directed and countably closed and D(T")
is a filter such that for every colouring f : | [{i} x (i + 1)]* — L

1EW

(n,L < w) there is a set A € D(T') almost homogeneous for f then I is
quasi-Wp'-generic for all n, L.

CONSTRUCTION. A creature ¢ € CR[H] is in Kg4.1 if for some non-empty

subset a; of [m},,m! ) we have nor[t] = log,(|a;|) and

¢
valft] = {(u,v) € 9MMin 2™ (Vne[mb,, my,))(v(n) =1 = n€ay)}
We define ¥g 4.1 by:

if tg,...,t, € Kg.4.1 are such that mffp = mtd"'ljl (for £ < n) then
Y64.1(t0, .. tn) ={s € K¢a1: mtdon =mj, & mf{;, =my, & (I <n)(as C ay,)}-

It should be clear that (Kg.4.1,%6.4.1) is a finitary, forgetful, monotonic and simple
except omitting creating pair. It is interesting as nor[t] > 0 implies |a;] > 1
(for t € Kg.4.1). By the definition of ¥ 4.1, one easily shows that (Kg.4.1,X6.4.1) is
condensed and generates an ultrafilter. Moreover, (K¢ 4.1, X6.4.1) is strongly finitary
modulo ~x,,,. Now, let t = (¢; : i < w) € PCoo(Kp.4.1,56.4.1) be such that for
1€ w:

) i1+ 1 t+ 1)1+ 2 )

= Dty = EEDEED gt

(so nor[t;] =logy(i+1)). We will identify the interval [mb,, mby) with {i} x (i + 1)
(for i € w). Thus, if ' C P* (¢,(Ke.4.1,26.41)) is quasi-W-generic for some ¢—
system W, then we may think of D(T") as a filter on |J {i} x (i + 1). The filter

€W

D(T) is interesting by 6.1.6(1).

See https://shelah.logic.at/papers/470/ for possible updates.
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Fix n, L < w. For each ¢ € w choose a mapping

ti t;
¥y ol M i) onte {f: fisa function from [[m&,,m%,)]" to L}.

Next, for i < j <w and o : [mffn,mffp) — w define

Wf(mg"n,mtu’b,a) = {teXea1(ts,....t;) it i <k<j, ar Cay,

then a, is homogeneous for ¢y (o [[m,, mik))}

(in all other instances we let W7 (m/, m”, o) = ().
CLAM 6.4.1.1. W} is an omittory—compatible t—system.

Proof of the claim: The requirement 5.3.1(1a) is immediate by the definition
of Wp. For 5.3.1(1b,c) remember the way we defined the composition operation
Y641: if s € Ee.4.1(0,...,8;) then as C a,, for some 0 < £ < k. Finally note
that if s € ¥g4.1(tg,...,t0), k < < w, nor[s] > logy(R,(L,m)) (see 6.3.5) and
o 1 [mg,, my,) — w then there is t € W[ (mJ,,m;,,0) such that ¢ € Xg.4.1(s)
and nor[t] > log,(m) (by the definition of R, (L, m)). This gives the suitable for
5.3.1(1d) function G. Thus we have verified that W} is a t-system. It should be

clear that W is omittory—compatible.

Note that if T' C P* (¢, (Ke.4.1,26.4.1)) is <—directed then D(T") is the filter

generated by all sets AY def U as,, for s = (s, :n <w) €T and N < w.
N<n

Therefore we easily check that the systems W} (for n, L < w) are as required in 2,

3 of 6.4.1, noting that each colouring f : |J [{i} X (i + 1)]"* — L corresponds via
1€w
(1h; 1 i < w) to some function n € w®. O

PROPOSITION 6.4.2. Assume CH. Then there exist T' C P%_(t, (Kg.4.1,X6.4.1))
which is quasi-W} -generic for all n,L < w and such that D(T') is a semi-Ramsey
ultrafilter on |J {i} x (i +1). Consequently, D(T') is an interesting almost Ramsey

1EW
ultrafilter on |J {i} x (i +1).
1EW

PRrOOF. This is somewhat similar to 6.1.6(3) (and so to 5.3.4(2)), but we have
to be more careful to ensure that D(I") is semi—Ramsey. For this, as a basic step
of the inductive construction of I', we use the following observation.

CrAaM 6.4.2.1. Suppose that 5§ € Pi_(t,(K¢a1,%6.41)), n,L < w, n € w*
and ¢ : w — [U{i} x (i + 1)]¥. Then there exists 5* = (s, : m < w) €
1€w

P* (¢, (K6.4.1,X6.4.1)) such that 5 < §* and

(1) (Vom)(sy, € W (mgy, mag,nl[mg; , mug))),

(2) (Vm e w)(las;, | <m+1),

(3) if iy, <w (form € w) are such that asx C {i%,} x (i), +1) = [miﬁ”,mfﬁr’:"z)

then
either (Jk € w)(Vm € w)(asz, N(k) =0) or (Ymew)(as:, ,, € (iy,)).

Proof of the claim: Let § = (sm, @ m < w) and let iy, be such that as, C

{im} X (im + 1) (remember ¢ < 5, see the definition of (Kg.4.1,%6.4.1)). We know

that lim |as,, | = 00, so we may choose mg < m; < mg < ... < w such that
m— oo
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(Vk € w)(las,,, | > Rn(L,k)) (see 6.3.5). Choose by, € [asmk]k homogeneous for the
colouring of [{im, } X (im, + 1)]" (with values in L) coded by n[[mf;:'k ,mff{,""’ ).
Next choose k(0) < k(1) < ... <w and ¢; € [bk(g)]é—" 1 (for £ < w) such that

either (3k € w)(V € w)(ceNp(k) =0) or (Vm € w)(cer1 C @limy))-

s* s* Sm
Let s € Kga.1 be such that my, = my, mup = mup" ", asr = ¢ and let
sy Sm sy Sm
sp1 € Kgaa (for £ € w) be such that mg.™ = mup™”, mup’" = mup " and

Asg,, = Co41. Easily, the sequence §* = (s’ : n < w) is as required.
Assume CH. Using 6.4.2.1, we may construct a sequence (S, : a < wi) C
P*_(t,(Kg.4.1, X6.4.1)) such that
(OL)O[<5<(.L)1 = Sa = 83,
(8) for each n, L < w we have

Sa,m

(Vn € w*) (B < w1) (VM) (sa,m € W (mgn ™, mia™, nlmyy™, mis™))),

(v) for each function ¢ : w — [J {i} x (i + 1)]* there is o < wy such that
1€w

if as, ., € {iam} X (la,m + 1) (for m € w) then
either (Ik € w)(Vm € w)(as, . Np(k)=0) or (Ymew)(as, ... € Pliam))-

Like in 6.2.7 and 5.3.4(2) we check that T’ e {80 : @ < w1} is quasi-W}'-generic for
all n, L < w and D(T") is a semi-Ramsey ultrafilter on |J {¢} x (i +1). O

1€EW
CONCLUSION 6.4.3. Assume CH. Let (Kg.4.1,%6.4.1), t, W' be given by 6.4.1,

and let I' C P% (¢, (K¢.4.1,26.4.1)) be quasi-W}-generic for all n, L < w such that
D(T) is a semi-Ramsey ultrafilter on |J {i} x (i + 1) (see 6.4.2). Suppose that §
S

is a limit ordinal and (]P’Q,Qa : a < §) is a countable support iteration of proper
w¥-bounding forcing notions such that for each o < 6:

IFp, “I" generates an interesting almost Ramsey ultrafilter”.

Then IFp, “I' generates an interesting almost Ramsey ultrafilter”.

PROOF. By 6.4.1(3) we have
IFp, “I' is quasi-W}'-generic for all n, L < w”
(for each v < §). Hence, by 6.1.7, we get
IFp, “I' is quasi-W'-generic for each n, L < w and generates an ultrafilter”.

As Ps is w¥—bounding (by [Sh:f, Ch VI, 2.3, 2.8]) we may apply 6.2.9 to conclude
that
IFp, “D(T") is a semi-Ramsey ultrafilter”.

Consequently, by 6.4.1(2), we have
IFp, “D(T) is an interesting almost Ramsey ultrafilter”.
O
EXAMPLE 6.4.4. Let ¢ € w% be such that (Vn € w)(¢(n) > (n + 1)?).

We build a tree creating pair (K¢, ,, £& , ,) which is: finitary, 2-big, rich (see 6.3.3)
and of the sSUP(D)"**-type (see 6.3.1) for every Ramsey ultrafilter D on w.
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CONSTRUCTION. Let H(n) = [¢(n)]" T 1.
Forve J] H(m) (n €w) and AC | {m} x ¢(m) we will write A < v if

m<n m<w

(Vm < n)(Vk <(m))((m,k) e A = kev(m)).

Now we define (Kgb_4.4, Egp_4.4). A tree-like creature t € TCR,,[H] is in Kgf4_4 if:
(1) wval[t] is finite and
(2) nor[t] = logo(min{|A]: AC U {m}xv(m) & (Vv € pos(t))(A £
m2>£g(n)
v)})-

By the definition, Kg’_ 4.4 is finitary. The tree composition 216/’_ 4.4 18 generated simi-
larly to %" of 4.2.6 but with norms as above. Thus, if (t, : v € T) C K, , is a
system of tree-creatures such that T is a well founded quasi tree, root(t,) = v, and
mg(val[t,]) = sucer(v) (for v € T') then we define S*(t, : v € T') as the unique
creature t* in Kgf4_4 with rng(val[t*]) = max(T), dom(val[t*]) = {root(T")} and
dis[t*] = (dis[t,] : v € T). Now we let

Sty cveT)={te K¢, , :vallt] C val[S*(t, : v € T)]}.

Clearly, 2g4.4 is a tree-composition on Kée4‘4. Note that if ¢t € Ké”.4‘4 then we may
identify elements of E}f_ 4.4(t) with subsets of pos(t): for each non-empty u C pos(t),
£ is the unique creature in K¢, , with pos(t*) = u and root(t*) = root(t). More
general, if p € Qaree(Kg’AA, %Y, ), Fis afront of T?, u C F then there is a unique
creature t(p,u) € K¢, , such that

pos(t(p,u))=u, root(t(p,u))=root(p) and t(p,u) € Xy, ,(t%: BneF)(v <n)).
CLAIM 6.4.4.1. nor[S*(t, : v € T)] > min{nor[t,] : v € T}.

Proof of the claim: Suppose that m < 2“‘i“{“°‘"[tv]:”ef}, but there is a set A C
U {k} x ¢¥(k) (where ng = £g(root(T"))) such that |A| = m and A £ v for each

ano
v € max(T). Now we build inductively a bad v € max(T): since m < 220 ltroot(n)]

we find 19 € pos(toot(r)) such that A < vg. Next we look at A' = An |J {k} x
k>tg(vo)

Y(k). Since m < 279wl we find vy € pos(t,,) such that A' < v;. Continuing in
this fashion, after finitely many steps, we get v, € max(T) such that A < 1y, a
contradiction.

CLAIM 6.4.4.2. (KO, ,, %8, ) is 2-big.

Proof of the claim: Let t € K¢, ,, nor[t] > 0 and let pos(t) = ug Uu;. Take sets
Ao, A1 € U {m} x ¥(m) (where ng = £g(root(t))) such that for i = 0, 1:

mz2no
(Vv ew)(A; Av) and  logy(]Ai|) = nor[t™].
Look at A = Ay U A;. Clearly (Vv € pos(t))(A A v). Hence, for some i < 2:
nor[t] <log,(|A]) <logy(|4;]) + 1 = nor[t“] + 1.
CLAIM 6.4.4.3. (K, 4,58, ) is rich.

Proof of the claim: Suppose that (s, : v € T) C Kg’_4'4, n € w and u are such that
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(1) T< U I H(m) is a well founded quasi tree, u C max(7T),
kewm<k
(2) root(s,) = v, pos(s,) = succer(v), nor[s,] > n + 3,
(3) there is no system (s : v € T*) C Kgf4_4 such that
T*CT, max(T*) Cu, root(T*)=root(T), pos(sk)=succy«(v)
root(s}) =v, mor[si]>n+1, and
55 € 25444(37, :neT,) forsomeT, CT.

Let t = S*(s, : v € T). By 6.4.4.1 we have nor[t] > n + 3 (remember 2. above).
But now, considering t* (defined as before) we note that necessarily nor[t"] <
n+ 1 < nor[t] — 1. Let v = pos(t) \ u. By the bigness (see 6.4.4.3) we have
nor[t’] > nor[t] — 1, finishing the claim (remember 6.4.4.1).

CLAIM 6.4.4.4. Let D be a Ramsey ultrafilter on w. Then (K¢, ., 3¢, ) is of
the sUP (D)% —type.

Proof of the claim: Assumethat 1 <m <w,p € Q(’Z(K&A, %Y, ), nor[t?] > m+1
for each v € TP and Fy, F1,... are fronts of TP such that

(Vnew)(Vv € F,i1)(3n € F,)(n <v).
Further suppose that u,, C F,, are such that there is no system (s, : v € T ) with
pos(S*(sy : v €T)) Cun, root(T)=root(T?), and nor[s,] > m.

In particular, this means that nor[t(p,u,)] < m for each n € w (t(p,u,) is as
defined earlier). Thus, for each n € w, we find a set

An C U {k} x (k)
k>tg(root(p))
such that
[Ap] =2 and (Vv € un)(An A V).
Now we use the assumption that D is Ramsey: we find sets Zy € D and A* C
U {¢} x 9(4) such that

1EW
(Vno,nl S Zo)(’rlo < ni = Ano N An1 = A*)

[How? Just consider the colouring f of [w]2 such that f(ng,n1) codes the trace
of Ap, on Ay, (for ny < nq, in the canonical enumerations of A,’s) and take an
f-homogeneous set.] Now choose Z C Zy, Z € D such that if ng < ny, ng,n; € Z
then

min{i : (A, \ A*) N {i} x (i) # 0} > max{lg(v) : v € Fp, }.
[How? Consider the following strategy for Player I in the game G(D):
at stage k + 1 of the game he looks at the last move i of the second player and he
chooses N such that if n > N, n € Zy then

(A \ A N {{i} x () i < max{lg(v) :v € Fi, }} = 0.
Now he plays Zy N (N,w). This strategy cannot be the winning one.] Using the set

Z we build the suitable condition g € Qaree(Kgf w38, ). Tt will be constructed
in such a way that p <} ¢, T? C {root(q)} U |J Fr and each F, N TY will be a
ez

front of T (for £ € Z). Let ¢y = minZ and vy, = {v € Fyp, : Ay, < v}. By
the choice of Ay, we know that ve, Nug, = 0. Let tfoot(q) = t(p,ve,). Note that
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gnorlt(p,veg)l 4 9m > gnorlt(pFuy)l and hence, as nor(t(p, Fy,)] > m+1 (see 6.4.4.1),
we have

nor[t(p, ve, )] > nor[t(p, Fy, )] — m > min{nor[t?] : root(p) Jv € TP} —m.
We put t7 = t(p, vy, ). Suppose that we have defined T up to the level of Fy,

root(q)
¢ € Z (thus we know TYN Fy already). Let n € TYNF; and let ¢/ = min(Z\ (£+1)).

By the first step of the construction we know that A* < 7. By the choice of Z we

have that
(Ae\ AN | i) xw(@) =0
i<tg(n)
We take v, o = {v € Fpp : p <v & Ay < v}. As before, vy, ¢ Nuy =0 and

nor[t(p"), v, )] > nor[t(p™, Fy, N TP"™)] — m > min{nor[t?] : n Jv € T} —m

(remember 6.4.4.1).
Now we easily check that the condition ¢ constructed above is as required by
6.3.1 to show that (K¢, 4,54, 4) is of the sSUP (D)™ type. O

One easily checks that the forcing notion Qi¢(K., ,, ¥, ,) is non-trivial
(i.e. Kg 1.4 contains enough tree like creatures with arbitrarily large norms). Let us
show another property of the tree creating pair (Kéb 445 23.4. 4)-

PROPOSITION 6.4.5. Let (K¢, 4,54 4 4) be the tree creating pair of 6.4.4. Then:
(1) Trguesger, sw, ) (Ym € w)(W(m) € [o(m)]™ T 1) and
(2) if h is a partial function, dom(h) € [w]* and (Ym € dom(h))(h(m) <
P(m)) then

I (3%°m € dom(h))(h(m) € W(m))

Qiree(Kg).4.4’ZéU.4.4)
(where W is the generic real added by Qe (K¢, 4,54, 4), see 1.1.13).

PROOF. 1) Should be clear.
2)  Let p € Qee(KY, ,,2¢, ) and let h be as in the assumptions. We may
assume that (Vn € T?)(nor[t8] > 5). Let mo = min (dom(h) \ £g(root(p))). Take
a front F of TP such that (Vn € F)(¢g(n) > mp) and look at the set u={ne€ F :
h(mg) € n(mg)}. Plainly, nor[t(p,u)] > nor[t(p, F)] — 1 > 4. Let g be a condition

in Qree(KY, ,,2¢, ) such that root(q) = root(p), T C T?, thoot(q) = t(p,u) and
if n €u,n<dveTP then v eT?, t4 =tP. Clearly ¢ > p and q I+ h(mg) € W (myg).
Now we may easily finish. O

CONCLUSION 6.4.6. The following is consistent with ZFC:
(1) there is an almost Ramsey interesting ultrafilter on |J {i¢} x (i +1) which

1EW
is generated by N; elements (so mg = A = Xy, see the introduction to this
chapter) and
(2) m; = Ry, and even more: for each function 1 € w* and a family F of ¥,
partial infinite functions h : dom(h) — w such that

(Vm € dom(h))(h(m) < ¢(m))
there is W € [T [o(m)]"™ T 1 such that

mew

(Vh € F)(3*°m € dom(h))(h(m) € W(m)).
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PRrROOF. Start with V = CH. By 6.4.2 we have an interesting almost Ram-
sey ultrafilter D = D(T') on |J {i} x (i + 1) generated by a quasi generic I' C

1EW
P* (¢, (Kg.4.1,Y6.4.1)) as there. Build a countable support iteration (P, Qq : @ <
wa) and a list (1, : @ < ws) such that for each o < ws:

(1) 1), is a Po-name for a function in w® such that (Vn € w)(¥a(n) > (n +
1)),
(2) Q, is the P, name for the forcing notion Q{*¢(K¢5 ,,2¢5 ,),
(3) (g : B < wy) lists with wy repetitions all (canonical) P, names for
functions ¢ € w* such that (Vn € w)(¥(n) > (n + 1)2).
We claim that if G C Py, is a generic filter over V| then, in V[G], the two sentences
of the conclusion hold true. Why? One can inductively show that for each o < ws:

IFp, “I' generates an almost Ramsey interesting ultrafilter on U{z} x (i+1)
i€w
(at successor stages use 6.3.4, 6.3.6 and 6.4.4; at limit stages use 6.4.3). Hence, in
V|[G], the ultrafilter D(T") witnesses the first property. For the second assertion use
6.4.5. 0O
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CHAPTER 7

Friends and relatives of PP

In this chapter we answer a question of Balcerzak and Plewik, showing that the
cardinal number kpp (see 7.1.1) may be smaller than the continuum (7.5.3) and
that it may be larger than the dominating number (7.5.2). As this cardinal turns
out to be bounded by a cardinal number related to the strong PP—property, we
take this opportunity to have a look at several properties close to the PP—property.

7.1. Balcerzak—Plewik number

For an ideal J of subsets of 2% it is natural to ask if it has the following

property (P):
(P)7  every perfect subset of 2% contains a perfect set from 7.

The property (P) has numerous consequences and applications (see e.g. Balcerzak
[Ba91], some related results and references may be found in Balcerzak Rostanowski
[BaR095]) and it is usually easy to decide if (P)_; holds. However, that was not
clear for some of Mycielski’s ideals M3 .

Suppose that K C [w]% is a non-empty family such that

(@) (VXGIC)(HXo,Xl EIC)(XQ,Xl cCX & Xolez(Z))
Let /\/137,C consist of these sets A C 2% that

VX e K)3f: X — 2)(Vg e A)(—~f Cg).

It is easy to check that M3 i is a o-ideal of subsets of 2. These ideals are relatives
of the ideals from Mycielski [My69] and were studied e.g. in Cichoni Rostanowski
Steprans Weglorz [CRSW93| and [R094]. If the family K is countable than easily
the ideal M3 - determined by it has the property (P). Debski, Kleszcz and Plewik
[DKP92] showed that the ideal M;[w]w does not satisfy (P). Then Balcerzak and

Plewik defined the following cardinal number kpp (see Balcerzak Plewik [BaP196]).
DEFINITION 7.1.1. The Balcerzak—Plewik number xgp is the minimal size of a
family K C [w] such that

for some perfect set Q C 2%, for every perfect subset P of Q there
is X € K such that

Pix & (fe2X . @ge P)(fcg)} =25

[Note that rpp is the minimal size of K C [w]“ satisfying () for which the ideal
MG i does not have the property (P).]

They proved that 0 < kgp and asked if

e it is consistent that kpp < ¢,
e it is consistent that 0 < kpp.

147
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A full answer to these questions will be given in the final part of this chapter. Now
we want to give an upper bound to kpp.

DEFINITION 7.1.2. Let X be the space of all sequences w = (w; : i € B) such
that B € [w]% and (Vi € B)(w; € [w]). We define a relation R**F C w¥ x X by

(n,w) € R°FY if and only if 7€ w¥, w € X, and (Vi € dom(w))(n(i) € w;).

Note that the space X carries a natural Polish topology (inherited from the
product space of all @ = (w; : i < w) such that for each i € w, either w; = 0 or
|w;| = 4). The relation R*FY describes the strong PP-property of [Sh:f, Ch VI,
2.12E]: a proper forcing notion P has the strong PP-property if and only if it has
the R*PF-localization property (see 0.2.2).

THEOREM 7.1.3. kpp < 0(RFT).

ProOF. Construct inductively a perfect tree T C 2<% and an increasing se-
quence 0 = kg < k1 < kg < ... < w such that for every i € w:

(@) (Vv e Tn2ki)(3no,m e TN2kitt)(w <ano & v am &no#m),

(8) for each colouring f : T'N 2ki 2 there is n € [ki, kit1) such that

(vn € TN 251 (n(n) = fnlk:))-

The construction is straightforward. It is not difficult to check that if P C [T] is a
perfect set then there is X € [w]% such that P|X = 2X (or see [DKP92]).

Let D C X be such that |D| = o(R*FF) and

(v € w¥) (3w € D)((n,w) € RFF).

Let N be an elementary submodel of H(x) such that D, T, (k; : i <w) € N, D C N
and |N| = |D|. We are going to show that

for each perfect set P C [T] there is X € N N [w]* such that P|X = 2X
(what will finish the proof of the theorem). To this end suppose that 7* C T is
a perfect tree. Since N Nw® is a dominating family (as the strong PP—property
implies w*“~bounding) we may choose an increasing sequence (n; : i < w) € N Nw®
such that

(Vi € w)(¥w € T* N 2kna) (|{n € T* N 2P -0 <} > 2+ 1)).
As we may encode (in a canonical way) subsets of 2" as integers, we may use the
choice of D and N and find a sequence (w; : ¢ € B) € N such that for each i € B:
() 0<|w] <1,

(i) acw;, = aCTn2kn,

(iii) T* N 2kn: € w;.
By shrinking each w; if necessary, we may additionally demand that |a| > 2-min(B)
for each a € wyin(p) and if 4 < j both are from B, a € w; then

(iv) for each v € a the set {n € a: v[k,, = nlky,} has at least 25 elements
(remember the choice of the n;’s). Now, working in N, we inductively build a perfect

tree TT C T. First for each a € Wiin(B) We choose 7780,7)21 € a such that there

are no repetitions in (772( G € Wiin()y, £ < 2) (possible as [win(py| < min(B)

and |a| > 2 - min(B) for a € wyin(p)). We declare that

TN anmm(B) = {77¢<z>,é 1@ € Win(B)s ! < 2},
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Suppose that we have defined T+ N2Fn: | i € B and j = min(B\ (¢ +1)). For each
veTtn2kn andae w; we choose 1 o, 1 € T'N 2Fn; such that

(1) there are no repetitions in (ny o, 1 : @ € w;),
(2) if a € w; is such that (3In € a)(v < n) then 1y 5,7y | € a.

Again, the choice is possible by (iv). We declare that
N2k = v e TN 2P e, €< 2},

This fully describes the construction (in N) of the tree 7T C T. Next, working
still in IV, we choose integers m; € [ky;, kn,+1) such that for each j € B:

(+) if veTTn 2kni, i € B is such that j = min(B\ (i + 1)) (or v = () and
j=min(B)) and a € wj and n; , <n €T N 9n;+1 then n(my;) =4

(possible by (8) of the choice of the tree T and the first demand of the choice of
the % ,’s). Let X = {m;:j € B} € [w| N N. Suppose f: X — 2. By clause (iii)

we know that for each j € B, b; def e okn; € w;. Consequently we may build

0

inductively an infinite branch n € [7] such that 0k, » = My (i) 204
for each i € B, if j = min(B\ (i + 1)), v; = nlky, then nlk,, = ngjyf(mj). It follows
from (+) that f Cn. O

REMARK 7.1.4. Note that a sequence (w; : i € B), where w; € [w]i, may
be interpreted as a sequence (v; : i € B), where |v;| = ¢ and members of v;
are functions from the interval [@, %Q(HQ)) to w. Consequently, considering

suitable diagonals, we may use Bartoszyiiski-Miller’s characterization of non(M)
(see [BaJu95, 2.4.7]) and show that non(M) < d(RFP). As clearly o < o(RFY)
we conclude that cof(M) < d(R*FT) (by [BaJu95, 2.2.11]). On the other hand,
it follows from Bartoszyriski’s characterization of cof(N) (see [BaJu95, 2.3.9])
that 0(R*FF) < cof () (just note that the Sacks property implies the strong PP—

property).

7.2. An iterable friend of the strong PP—property

The PP—property is preserved in countably support iterations of proper forcing
notions (see [Sh:f, Ch VI, 2.12]). However, it is not clear if the strong PP—property
is preserved. Here, we introduce a property stronger then the strong PP which is
preserved in countable support iterations.

DEFINITION 7.2.1. Let D be a filter on w, z € w¥ be a non-decreasing function
and let F = (F, <x) be a partial order on F C w%.

(1) The filter D is weakly non-reducible if it is non-principal and for every
partition (X, : n < w) of w into finite sets there exists a set Y € [w]¥
such that |J X, € D.

new\Y
If above we allow partitions into sets from the dual ideal D¢ then we
say that D is non-reducible.

(2) The partial order F is PP-ok if it is dense, has no maximal and mini-
mal elements, each member of F is non-decreasing, the identity function
belongs to F and
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(®) if ho,h1 € F, hg <F hy then (Vn € w)(1 < ho(n) < hi1(n)) and
lim "0 — 5o and there is h € F such that

n— oo ho(n)

>
~—

1(71
o(n

(V°n € w)(h(n) < ).

Py
~

(3) We say that a proper forcing notion P has the (D, x)-strong PP—property
if
IFp  “ for every n € w® there are B € DNV and (w; : i € B) € V such that
(Vi € B)(|Jw;| < z(i) & n(i) € w;) 7.

(4) A proper forcing notion P has the (D, F)-strong PP—property if it has the
(D, x)-strong PP—property for every z € F.

REMARK 7.2.2. (1) Each non-principal ultrafilter on w is non-reducible.
Clearly non-reducible filters are weakly non-reducible.
(2) One can easily construct a countable partial order F which is PP—ok and
such that x € F for any pregiven non-decreasing unbounded function
xr € wv.

THEOREM 7.2.3. Suppose that D is a non-principal p-filter on w (see 6.2.1(2))
and F = (F,<z) is a PP-ok partial order. Then:
(1) every proper forcing notion which has the (D, F)-strong PP-property has
the strong PP—property,
(2) the (D, ]?) —strong PP—property is preserved in countable support iterations
of proper forcing notions.

PRrOOF. 1) Should be clear.
2)  We will apply [Sh:f, Ch VI, 1.13A], so we will follow the terminology of [Sh:f,
Ch VI, §1]. However, we will not quote the conditions which we have to check, as
that was done in the proof of 5.2.9 (and the proof here is parallel to the one there).
We will present the proof in a slightly more complicated way than needed, but later
we will be able to refer to it in a bounded context (in 7.3.6). Moreover, in this way
the analogy to 5.2.9 will be more clear.

For each m > 1 we fix a function ™ : w 2% [W]S™ and for h € F we define
Y w? — [ [W]=% by ¥n(n)(n) = "™ (n(n)). Further, for h*,h € F, B € D

new

and @ = (w; : i € B) such that h* <z h and (Vi € B)(w; € [w]gh(i)) we put
Twn ={vewS¥: (Vie Bnlgw)) " Dw(i) C w)}.

Each T p- is a perfect subtree of w<%. Now we define:
o Dp s is KRV,
e for z,T € Dp 7 we say that x Rp T if and only if
x = (h*,h) and T = T p~ for some h*,h € F and w = (w; : i € B) €
Dpzsuch that  h* <z h, BeD, and (Vi€ B)(w, € [w]<h(1),
e for (h*, ), (h**,h') € dom(Rp ) we say that (h*,h) <p # (h**,h') if and
only if h* = h*™ <z h <z h'.

Cramv 7.2.3.1. (1) (Dp 7, Rp 7) is a weak covering model in V.
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(2) In any generic extension V* of V in which (Dp z, Rp #) covers, a forcing
notion P is (Dp 7, Rp z)-preserving if and only if it has the (D, F)-strong
PP—property.

[Compare 5.2.9.1, 5.2.9.2.]

Proof of the claim: 1) Check.

2) Suppose that (Dp z, Rp 7) covers in V* and P € V* is a forcing notion with
the (D, F)-strong PP—property. Let (h*,h) € dom(Rp 7) and n € w® N (V*)F,
Choose hg, h; € F such that hg <z h; and (V*°n € w)(hi(n) < h(n) ) (possible by

— h*(n)
7.2.1(2)). Take w* = (w} : i € B*) € V* such that B* € DNV and

K3

(Vi € BY)(w; € W= & p(i) e w).

Let n* € w¥ NV* be such that /") (p*(i)) = w} (for i € B*). Since (Dp #, Rp 7)
covers in V* and (ho, h1) € dom(Dp ), we find w = (w; : i € B) € Dp # such
that n* € lim(Tg p,) and (Vi € B)(w; € [w]ghl(i)). Let BF = BNB*e€ DNV,

wi = |J 9" (k) for i € B*. Note that for sufficiently large i € B
kew;

|wif| < hwi| - h* (@) < ha(3) - B*(3) < h(3)

and we may assume that this holds for all i € B*. Letting w* = (w] : i € B*) we
will have (h*, h) Rp # T+ - and ) € lim(T g+ p+), and hence (Dp z, Rp #) covers
in (V*)E.

The converse implication is even simpler.

Cram 7.2.3.2. (Dp #, Rp 7,<p 7) is a fine covering model.
[Compare 5.2.9.5.]

Proof of the claim: Immediately by the definition of (Dp z, Rp 7, <p #) one sees
that the demands («), (8)(i)—(iii) of [Sh:f, Ch VI, 1.2(1)] are satisfied. To verify
the condition (3)(iv) of [Sh:f, Ch VI, 1.2(1)] suppose that (h*,h) <p z (h*,h') and
(W*,h) Rp 7 Toe -, 0° = (wf : i € By), By € D (for £ = 1,2). Take n € w such that
(Vm > n)(2-h(m) < h'(m)) (possible by 7.2.1(2)) and let B = BN BaN[n,w) € D.
Put w; = w} Uw? for i € B and look at the tree T . Clearly (h*, 1) Rp 7 T -
and Tt p« U T2+ C Tig p+ (so more than needed).

Checking clauses () and (J) of [Sh:f, Ch VI, 1.2(1)] we restrict ourselves to
the stronger condition (4). So suppose that V* is a generic extension (via a proper
forcing notion) of V such that V* = “(Dp £, Rp 7) covers”.

(a) Assume that z, 2,2, € dom(Rp 7), T, € Dp 7 are such that for n € w

Tn <p F Tnt+1 <p F zt <prz and =z, RpzT,.

Let © = (h*,h), z,, = (h*, hy,), 2+ = (W*,hT) (so h* <F hy, <7 hpy1 <F hT <z h)
and let w" = (w}' : i € B,) € Dp # be such that T,, = Tygn - (so B, € DNV
and |w]| < hn(i)). Look at the sequence (B, : n € w) € DN V. It does not
have to belong to V, but it may be covered by a countable set from V (as V* is a
proper forcing extension of V). Hence, as D is a p-filter, we find a set B € D such
that (Vn € w)(|B \ B,| < w). Take hy,hy € F such that hy <z hy and (V*°n €

w)(hy (n) < h}ﬂr(?yz)) (remember (®) of 7.2.1(2)) and choose an increasing sequence
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mo < my < mg < ... < w such that (Vi > mg)(hy (i) < hﬁ(zz)), B\ By C mg and

for n € w:
B\ By, Cmpgr and (Vi > mpp1)(n+2) - b, (1) < h7(3)).
Let ) € w¥NV* be such that if i € BO[my,, mn1) then v @ (n(i)) = wU |J w;k,
k<n
and let n* € w N'V* be such that "0 ) (n*(i)) = {n(i)} for each i € w. Since
(Dp, 7, Rp #) covers in V* we find Tw—,hg € Dp z such that n* € lim(Tuf}_yth) and

(hg hi) Rp 7 Ty ho- Let B ' Bn dom(w~) \ mg € D. By the choice of 7,

Ty > and hy we find w* = (wy :i € B*) € Dp 7 such that |w| < hy (i) -h* (i) <

h(i) and w) U |J wi™ C w} whenever i € B* N [my, my4+1), n € w. Clearly
k<n

Tg+ - € Dp 7 and (h*,h) Rp 7 Tig= p-. Put W def {mg, m1,ma, ...} and suppose

that p € w¥’ N'V* is such that for every n € w, plmur1 € U T, UTo. If i € B,
k<n

my, < i < myqq then, by the assumptions on p, wh*(i)(p(i)) cwdu U w"* Cwy.
k<n

Hence p € im(T5+ p+) (remember B* C [mg, w)).

(b) Assume that = (h*,h) € dom(Rp ), nn,n € W are such that nin =, [n

for n € w. Take b’ € F such that h* <z h’ <x h and choose an increasing sequence

0=mp <mq <mg <...<wsuch that for each n € w

(Vm > my1)((n+2) - h*(m) < h'(m)).

Let n* € w” (in V*) be such that

ifme[mp,mpt1),n€w, 0<k<n+1

then 0N (g, (1)) € 94 (o (m))
(remember the choice of the my’s). Since (Dp #, Rp 7) covers in V* we find
w = (w; : i € B) such that (h',h) Rp z Tgp (so in particular B € D and
|lw;| < k(7)) and n* € lim (T 5/ ). But now look at the tree Ty . Clearly it satisfies
(h*, h) Rp # T . Moreover, one can inductively show that n,,, ., € lim(Tp, )
for each n € w. [Why? Plainly for each m € B we have ¢" (™) (n,, (m)) C
YY) (¥ (m)) C Wy 80 N, € lim(Tgp-). Looking at Mmnyr, M > 0, note
that 0, ,, [Mn = 7m, [m, and for each m > m,, we have " ™ (y,, . (m)) C
" (™) (% (m)).] Thus Ty s+ is as required, finishing the proof of the claim.

Finally, due to 7.2.3.1, 7.2.3.2 we may apply [Sh:f, Ch VI, 1.13A] to conclude

the theorem. O

THEOREM 7.2.4. Let D be a weakly non-reducible filter on w, x € w* be an
unbounded non-decreasing function.
(1) If (K,X) is a finitary t-omittory tree—creating pair then the forcing notion
Qire¢(K, ) has the (D, x)-strong PP-property.
(2) If (K,X) is a finitary creating pair which captures singletons then the
forcing notion Qf (K, %) has the (D, x)-strong PP-property.

PROOF. 1)  Suppose that 7 is a Qi"°(K,Y)-name for an element of w®,
p € Qi¢(K, ). Choose a condition ¢ > p and fronts F,, of T such that for each
new

(1) if v € F, then the condition ¢! decides the value of 7(n),
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(Vv € F,)(nor[ti] > n+ 1),
(Vv € Frrr)(3V € F,)(V Q)

(possible by 2.3.7(2), 2.3.5). Next choose an increasing sequence 0 = ng < ny <
ng < ... < w such that for each k € w

|U{pos(th,) v € Fp | < x(ngg)-

Since D is weakly non-reducible we find Y € [w] such that B Lef U [nksne+1) €

kew\Y

D. Now construct inductively a condition ¢* > ¢ such that root(¢*) = root(q) and

(a)
(b)

T9 C {root(q)} UU{pos(td) : v € F,,, & k€ Y},
if v € T9 then pos(t?) C pos(tl.) and nor[t? | > nor[tl.] — 1 for some

vie | Fy,.
kEY

It should be clear that one can build such ¢* (remember (K, ) is t-omittory). Note
that if kg, k1 € Y, ko < k1 and (ko, k1) C w\Y then for each n € (ng,, ng,] we have

|del(T®) N Fy| = [del(T4 )N Fry, | < [ {pos(8d): v e By H < 2(ngg41) < (n).

Forn € Blet w, = {m € w: (v € F,Ndcl(T?))(¢™ IF 57(n) = m)}. By the above
remark we have |w,| < z(n) (for n € B) and clearly ¢* IF (Vn € B)(n(n) € wy,).

2) Similar. O

7.3. Bounded relatives of PP

In the following definition we introduce relations which determine localization
properties (see 0.2.2(2)) close to the PP—property when restricted to functions from

[T f(n).

new

Not surprisingly they include (the relation responsible for) the (f,g)—

bounding property too.

DEFINITION 7.3.1. Let f,g € w¥ be non-decreasing functions such that (Vn €
w)(0 < g(n) < f(n)). Define:

(1)
(2)

Sre= TTLFm9M), 85 =55, x [W]*,

new
R?,m R;g C II f(n) x Sy4 are given by

new
n Ri 9 A if and only if
ne 11 (), A= (A 0 €w) € Spy and (30 € w)(n(n) € An),
new
n R\\;y 9 A if and only if
ne Il f(n), A= (A, :ne€w)e S, and (V°n € w)(n(n) € A,),
new
arelation R} C [[ f(n) x [] f(n) is defined by
’ new new
no R} m if and only if no,m € I1 f(n) and (3%°n € w)(no(n) =
new
m(n)),
a relation R}", C [[ f(n) x S}, is such that
necw

n R}, (A, K) if and only if
n S H f(’fl), A = <An tn e w) S Sf,g, K = {ko,kl,kg,...} S [w]w (the

new

increasing enumeration) and (Vm € w)(3n € [k, km41))(n(n) € A,).
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REMARK 7.3.2. (1) Thespaces Sy 4, S} ,and [[ f(n) carry natural (prod-

(2)

3)

(4)

new

uct) Polish topologies.

The relation R? 9 corresponds to the (f, g)-bounding property, of course.
The cardinal number D(R;g) is the ¢(f, g) of [GoSh 448] (see there for
various ZFC dependencies between the cardinals determined by different
functions as well as for consistency results).

Note that the relation R} (or actually the corresponding localization
property) is really very close to the PP—property. The cardinal numbers
o(R}) and d(R}Y,) appear naturally in [BRSh 616].

There are other natural variants of relations introduced in 7.3.1. We
will deal with them (and the corresponding cardinal invariants) in the
continuation of this paper.

Below we list some obvious relations between the localization properties intro-
duced in 7.3.1 and the corresponding cardinal numbers.

PROPOSITION 7.3.3. Let f,g,h € w* be non-decreasing functions such that
0 < g(n) < f(n) for each n € w. Then:

(1)
2)

The R;g ~localization implies the R?’g ~localization and D(R?’g) < D(R?g).
Suppose that for some increasing sequence mg < mp < mg < ... < w we
have

(Vn€w)(gn) <mppr —my & fn)= [ k).

kE€[my, ,mpt1)

Then the R%g ~localization implies the R} —localization and d(R},) < D(R%g),
The R} -localization implies the Rig localization and D(Rig) <(R}).
The R? 4 localization plus w¥ ~bounding imply the R} ~localization. The
Ry ~localization implies the R?,g ~localization. Hence O(R%g) <Ry, <
max{D,D(R?’g)}.

If g is unbounded then the strong PP—property implies the R?,g —localization,
and D(Rig) < o(RPP).

Assume ground model reals are not meager. Then the extension has the
R} -localization property and thus 9(R}) < non(M).

The R}j‘gflocalization implies that there is no Cohen real over the ground
model, and thus cov(M) < d(R})).

For getting the R\; ,localization (i.e. (f,g)-bounding property) for forcing no-
tions built according to our schema see 5.1. Let us note that the other properties
appear naturally too.

PROPOSITION 7.3.4. Let f,g € w*”. Suppose that P is a forcing notion one of
the following type

e Q! (K,X) for a finitary creating pair (K,X) which is either growing and

big or omittory and omaittory—big,

o Qi (K,X) for a finitary creating pair which captures singletons,
o Qi°(K,X) for a finitary t-omittory tree—creating pair (K,X).

Then P has the R}Tg —localization property.
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PROOF. It should be clear, so we will sketch the proof for the first case only. Let
7 be a Qf (K, ¥)-name for a function in [] f(n) and let p € Q¥ (K,X). Using

new

2.2.3 or 2.2.6 construct a condition ¢ € Qf_ (K, %), an enumeration (uy : k € w) of
U pos(w?,td,... . t1 ) and a sequence (my : k < w) such that

) ¥n—1
new
(1)p§0q, mo<mp <...<w,
(2) if uy € pos(w?,ti,.. .,tfl 1) then the condition (ug,tg,t% ,,...) decides
the value of n(my).
Plainly the construction is possible and easily it finishes the proof. O

It may be not clear how one can preserve (in countable support iterations)
the localization properties introduced in 7.3.1. To deal with the R7 gflocahzatlon
property we may adopt the approach of 7.2.3. It slightly changes the meaning of
this notion but the change is not serious and makes dealing with compositions much
easier.

DEFINITION 7.3.5. Let ho, h1, f € w¥ be non-decreasing unbounded functions,
D be a filter on w and F = (F, <z) be a partial order on F C [] f(n). We say

new
that a proper forcing notion P:

(1) has the ’D—R?,hmh1 —localization property if
Ikp  “for every n € ] [f(n)]gho(n) there are B€ DNV and (w; :i € B) € V
new
such that (Vi € B)(Jw;| < h1(i) & n(i) Cw;) 7,

(2) has the (D, F) fR]ac —localization propertyif it has the D—Riho’hlflocalization
property for every hg, h1 € F such that hg <z h;.

PROPOSITION 7.3.6. Suppose that D is a non-principal p-filter on w, f € wv
is non-decreasing unbounded and F = (F,<F) is a PP-ok partial order on F C
11 f(n) (see 7.2.1(2), except that it does not have to contain the identity function).

necw

Let (P, Qu:a< 0) be a countable support iteration such that for each o < §

IFp “Qa is a proper forcing notion which has

the (D, F) 7R? —localization property”.

a4

Then the forcing notion P, has the (D, F) fRJHc —localization property.

PrOOF. Repeat the proof of 7.2.3 making suitable adjustments to the fact that
we are “below the function f”. No real changes are required. (I

REMARK 7.3.7. Note that with no serious changes we may formulate and prove
a variant of 7.3.6 which would be an exact reformulation of 5.2.9 for the current
context.

PROPOSITION 7.3.8. Let f,hg,h1 € w¥ be non-decreasing unbounded functions

such that (Yn € w)(1 < ho(n) < hi(n) < f(n)) and li_>m Z;EZ; = 00. Assume D

is a non-reducible p-filter on w. Suppose that (K,X) is a finitary, omittory and
omittory-big creating pair. Then the forcing notion Q% (K,X) has the D-R?yho,hl -
localization property.

PrOOF. Like 7.2.4 plus 7.3.4. (]
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REMARK 7.3.9. Note that if z(n) < Z;EZ

PP-property implies the ’D—R?,hm n, “localization property. Consequently we may
use 7.2.4 to get the conclusion of 7.3.8 for the two types of forcing notions specified
in 7.2.4.

g for n € w then the (D, z)-strong

7.4. Weakly non-reducible p-filters in iterations

One could get an impression that 7.2.3, 7.3.6 together with 7.2.4 and 7.3.8 are
everything we need: the properties involved are iterable and we may get them for
various forcing notions. However, to be able to make a real use of 7.2.4 or 7.3.8
we have to know that if we start with a weakly non-reducible p-filter and then we
iterate suitable forcing notions, the filter remains weakly non-reducible. One could
start with a p-point and consider forcing notions which are p-point preserving only.
However this is much too restrictive: we may iterate forcing notions mentioned in
7.2.4 and 7.3.8 and the iterations will preserve the fact that the filter is weakly
non-reducible. The first step in proving this is the following observation.

PROPOSITION 7.4.1. Suppose that D is a weakly non-reducible filter on w. Let
P be an almost w* -bounding forcing notion. Then

»

Ikp “ (The filer generated by) D is weakly non-reducible

[Note that this covers w* -bounding forcing notions.]

PROOF. Suppose that (X, : n € w) is a P-name for a partition of w into finite
sets. Let f be a P-name for a function in w® such that

ke« (Vn € w)(3m € w)(X,, C [n, f(n))) 7.

Suppose p € P. Since P is almost w*-bounding we find an increasing function
g € w% such that

(VA € [w]*)(3q > p)(g ke “ (3¥n € A)(f(n) < g(n)) ).
Let 0 = ng < n; < ng < ... < w be such that g(ng) < ngi1. As the filter D is
weakly non-reducible, we find Y € [w]¥ such that Z def U [nk,nkt1) € D. Let
kew\Y

A ={ng : k € Y}. By the choice of the function g, there is a condition ¢ > p such
that

alre (30 € A)(f(n) < g(m) .
Now look at the choice of f — necessarily
gl “(3®m e w)(X,,NZ=10)",
which is enough to conclude the proposition. [

Note that 7.4.1 captures almost all forcing notions mentioned in 7.2.4, 7.3.8.
So what is needed more is that “D is weakly non-reducible” is preserved at limit
stages of countable support iterations of proper forcing notions. This is done like
preserving unbounded families (i.e. by [Sh:f, Ch VI, §3]).

THEOREM 7.4.2. Let D be a weakly non-reducible p-filter on w. Suppose that
(P, Qu : v < §) is a countable support iteration of proper forcing notions such that
0 is limit and for each oo < §

»

IFp, “ (The filter generated by) D is weakly non-reducible



Paper Sh:470, version 1998-06-21_10. See https://shelah.logic.at/papers/470/ for possible updates.

7.5. EXAMPLES 157

Then Ikp, “ (The filter generated by) D is weakly non-reducible ”.

Proor. We will use [Sh:f, Ch VI, 3.13] and thus we will follow the notation
there. Let F C w% be the family of all increasing enumerations of elements of
D (ie. F = {ux : X € D}, see 4.4.4). Let R be (a definition of) the following
two—place relation on w*:

g R f ifand only if (g,f € w% and)

(3%K)([ng, ni 1) Nrog(f) = 0), where n§ =0, n} | = nj +g(k)+1 for k € w.
As D is weakly non-reducible, the family F' is R-bounding (i.e. (Vg € w*)(3f €
F)(g R /).

Cram 7.4.2.1. (F,R) is S-nice (see [Sh:f, Ch VI, 3.2]; here S C [F|¥ is
arbitrary).

Proof of the claim: We have to show that for each NV € S there is g € F such that
for each mg € w (the ng of [Sh:f, Ch VI, 3.2.3(5)] is irrelevant here) the second
player has an absolute winning strategy in the following game.

At the stage k of the game, Player I chooses fi € w* and g €

F NN such that fk [m“_l = fg [mg+1 for all 0 < ¢ < k and fk R gk

Then Player II answers playing an integer mg41 > mg.

Player II wins the game if (J fx|mg) R g.
kew

But this is easy: let ¢ € F be such that rng(g) C* rng(f) for all f € FN N
(remember D is a p-filter). Then

fx Rgr 1implies (3I*C¢€ w)([nf’“,nfil) Nrng(g) = 0).
Thus, at stage k of the game, the second player may choose my41 > my, such that

[nf’“,n{j_l) Nrng(g) = 0 for some £ € (Mg, Mi41)-

As we iterate proper forcing notions, countable subsets of F from VFe can be
covered by countable subsets of F' from V. By our assumptions, F' is R—bounding
in each VP« (for a < §) and it is nice there (like in the claim above). Consequently
we may apply [Sh:f, Ch VI, 3.13(3)] and we conclude that

IFp, “ F'is R-bounding ”.

But this is exactly what we need. O

7.5. Examples

EXAMPLE 7.5.1. Let P C 2% be a perfect set. We construct a finitary function
H”, an HP fast function f¥ : w x w — w and a 2-big trivially meagering simple
creating pair (K¥; |, ¥F ) for HY with the (weak) Halving Property such that

lFQ;p(KfsApE?sAl) “ there is a perfect set () C P such that
(VK € W NV)(QIK #25) .

CONSTRUCTION. The creating pair (K25 1, 2% 1) will be constructed in a way
slightly similar to (K3, 15,33 4 15). For positive integers i,m let R5(2,m) be the
minimal integer k such that for every function ¢ : [] [k]2 — 2 there are sets

1<i
ao, . ..,a;—1 € [k]"" such that @[[ao]z X ..o % [ai_l]Q is constant. [Thus this is the
Ramsey number for polarized partition relations; R3(2,m) is essentially Ro(2,m)
of 6.3.5.]
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Define inductively Z(k) for k€w by Z4(0)= R%(2,4), Zi(k+1) = R5(2,2-Z4(k)),
and for a finite set X let

Hy(X) % min{k € w: |X| < Zi(k)}.
Let T C 2<% be a perfect tree such that P = [T]. Now construct inductively
functions H = H and f¥ = f and an increasing sequence n = (n; : i € w) such
that

(1) £0,0) =L+1, f(k+1,0) =2uO+ (f(k,0) + o (f) +2) (compare
1.1.12),
(ii) mng =0, n;yq is the first such that for every v € T'N 2™

Hzi({n e T N2+l . g 77}) > 2f(i7i)’

(iii) H(7) is the family of all non-empty subsets of 7'M 2i+1.
It should be clear that the clauses (i)—(iii) uniquely determine H, f and 7.
Call a sequence u € [] H(%) acceptable if for each iy < iy <m
i<m
[u(0)| =2, u(io) = {nni41:n € u(ir)}, and
(Vv € ulio))({n € ulio +1) : v < n}| = 2).

Note that if W € [][ H(m) is such that each W |m is acceptable then the sequence

mew
W determines a perfect tree

™ el : @mew)(@eWm)w<n}CT

with the property that [TV N 27| = 2¢ and each node from TW N 2™ has a
ramification below n;41.
A creature t € CR[H] is in K75 ; if mf, =mf +1=1i+1and

o dis[t] = (ml,, (Bl : v € TN2™),r'), where ' is a non-negative real and
B! C{neTn2"+l:v <an} (for all v € T N 2™i; remember i = m},),
e val[t] = {{(u,v) € [] H(k) x ][] H(k): u < v both are acceptable
k<mf E<mf
and
if n € v(mf,) then n € B, 1,
e nor[t] = max{0, min{Hy: (B!):v e TN2"i} —rt}.

The operation X£'; | is defined by
Sr5a(t) = {s € Ki5q :mb, =md, & (v e TN2")(B; C B)) & r* > r'}.

It should be clear that (K¥5,, %I ) is a simple finitary creating pair and the
forcing notion Q7 (KF, ,¥P. 1) is not trivial.

To check that (K25, %% ) is 2-big suppose that t € KZ; |, nor[t] > 1, u €
basis(t) and ¢ : pos(u,t) — 2 (note that basis(t) = dom(val[t]) and pos(u,t) =
{v € rng(val[t]) : u < v}). Then u is acceptable and, if £g(u) > 0, |u(lg(u) — 1)| =
2090 Let i = lg(u) = mY,. Let k = min{Hy(B.) : v € u(i —1)}. By the
definition of the norm of ¢ we know that k > nor[t] + rt > 1, so necessarily k > 2.

Note that under natural interpretation — [] [B£]2 C pos(u, t), so we may restrict
veu(i—1)
our colouring c to this set and use the definition of Hy: (and the choice of k). Thus



Paper Sh:470, version 1998-06-21_10. See https://shelah.logic.at/papers/470/ for possible updates.

7.5. EXAMPLES 159

we find sets B} C B! (for v € u(i — 1)) such that

(Vv eu(i—1))(|B)| =2 Z22(l<: —2)) and ¢f( H B?) is constant.
veu(i—1)
Note that Hyi(B}) > k—1 > nor[t] — 1 + 1t > rt. Let s € KI5, be a creature
determined by

ms, =mh,, v =r', B:i=B! ifvecu(i—1), and B} = B! otherwise.

Clearly s € XI'_ | (¢), nor[s] > nor[t] — 1 and c[pos(u, s) is constant.
Plainly (K¥; |, %2, ) is trivially meagering, as if z,y € X then
Hi(X \{z,y}) = Hi(X) — 1.
Let half : K¥, | — KZ. | be such that if nor[t] > 2 then
. 1
dis(half(t)) = (mh,, (BL:veT, lg(v) = Nt ) rt 4 inor[t]),

and half(t) = ¢ otherwise. Exactly like in 2.4.12 one checks that the function half
witnesses the fact that (KZ5,, 3. ) has the (weak) Halving Property.
To show the last assertion of 7.5.1 we prove that

Fosr, xr, ) “ (VK € W] nV)(TV]IK # 25 »

where W is the name for the generic real (see 1.1.13) and T W is the tree defined
before. To this end suppose that p € Qj(K{5 1,375 ,) and K € [w]*. We may

assume that fg(wP) = jo > 0 and (Vi € w)(nor[t!] > fP(O,mgg;) > 2). Choose
J1 € w such that |[nj,,n;,) N K| > 2% and fix one-to-one mapping
k:wP(jo—1) — [njy,n,) N K : v k(v)

(remember that w” is acceptable, so |wP(jo — 1)| = 270 and w?(jo — 1) € T N2"o0).
Fix v € wP(jo — 1) for a moment. Let i(v) = i < j; — jo be such that
k(v) € [njotisnjo+it1). For each n € TN2™o+i such that v < 5 choose ¢j,+i(n) € 2

such that the set By def {pe Bf,f 1 p(k(v)) = ¢jo44(v)} has at least %|Bf,f
(so then Hyio+i(By) > H210+1(Btp) —1). If n = v then we finish the procedure.
Otherwise, for each p € Tﬂ2nﬂ0+1 I such that v <4 p we choose ¢jy4i— 1(p) € 2 such
that the set B}, e {n e B i cjorim1(p) = ¢jo+i(n) } has at least 2|B ‘~*| elements

(and so Haio+i-1(B}) > Haig+i-1 (B;’ ')—1). Continuing this procedure downward
till we arrive to v we determine sets (By : v <In € TN2", jo <j < jo+i(v)) and
¢jo (¥) € 2 such that
(), 1f1/<1n€Tﬂ2nJ Jo <J < jo+i(v)
then B} C BJ " and Hy;(By) > HQJ(B’ 0y —1,
(B), if v <pe T N2 is such that (Vi € [josjo +i(v)))(nlnj41 € By, )
then n(k(v)) = (1)
For each i < j; — jo choose a creature s; € %25 | (t7) such that r* = % and
for every n € T N 2Mjo+i

. P
if i(n[nj,) < i then B;i = B, ™30 otherwise By = Bff .
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Clearly nor[s;] > nor[t]] — 1 and thus ¢ = (wP,0,...,8j,—jo—1,15, _j ,...) is a
condition in Q% (KP5 1,35 ) stronger than p. Let o : K N [nj,,nj,) — 2 be
such that o(k(r)) =1 — ¢, (v) for each v € wP(jo — 1). Note that

u € pOS(’LUp, 805 Sjl_j()_l) = (Vﬁ € u(jl - 1))(7”(K N [nj(J?njl) 7£ U))v
what finishes the proof. O

CONCLUSION 7.5.2. It is consistent that xpp = non(M) = 3(R*FF) = ¢ = R,
and 0 = N;.

PRrOOF. Start with a model for CH and build inductively (with a suitable
bookkeeping) a countable support iteration <]P’a,(@a : a < wy) and a sequence
(P, : @ < wsy) such that

(@) (P : a < ws) lists with wy-repetitions all P, names for perfect subsets

of 2¥; each P, is a P,—name, 4 .
(8) Q. is a P,—name for the forcing notion Q* o (ng.lv Ef_‘gl).

By 2.2.12 and 3.1.2 we know that each Qq is a (name for) proper w“-bounding
forcing notion and hence IFp,, “0 =RN;”. By 3.2.8(2) we easily conclude that IFp,_

“non(M) = N,” and finally we note that by the last property of Q7 » (KE. 1, %P, )
stated in 7.5.1, and by the choice of (Pa s a0 < wa), we have IFp,, “kBp = N2”. To

finish remember 7.1.3. O
CONCLUSION 7.5.3. It is consistent that xpp = 0(R*"") = X; and non(NV) =
¢ = NQ.

PROOF. Force over a model of CH with countable support iteration, ws in
length, of forcing notions Q% . (K5.4.3,25.4.3)-

By 7.2.4(2) we know that the forcing notion Q. (K5.4.3, X5.4.3) has the (D, z)-
strong PP—property for any weakly non-reducible filter D on w and an unbounded
non-decreasing z € w*. Consequently, if (in V) we take a p-point D and a PP—
ok partial order F then the iteration will have the (D, F )-strong PP—property, so
in particular the strong PP—property (by 7.2.3; remember that by 7.4.1+7.4.2 the
filter generated by D in the intermediate universes is weakly non-reducible). Hence,
in the resulting model we have d(R**Y) = N; and thus kgp = ¥; (by 7.1.3). Finally,
it follows from 5.4.4 that in this model non(N) = ¢ = N,.

Note that one can use the forcing notion Qi°¢(K2 , -, 31, ;) of 5.4.5as well. O

)

Let us recall the following notions from [Sh 326].

DEFINITION 7.5.4. Let F C w% and g € w®%.
(1) We say that the family F is g—closed if
(f € FYEFT 7 e A new)(fm)P™ < f(n) & T (Fm)+1) < fH(n).
m<n

(2) We say that a proper forcing notion P has the (F, g)-bounding property
if it has the (f, g°)-bounding property for each e > 0 and f € F.

These notions are important when we want to iterate (f,g)-bounding forcing
notions: if F is a g—closed family then each countable support iteration of proper
(F, g)-bounding forcing notions is (F, g)-bounding (see [Sh 326, A2.5], compare
to 5.2.9).
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PROPOSITION 7.5.5. Suppose that F C w¥ is a g—closed family and ¢ € w% is
an increasing function. Let g, = goy and let F, ={foqp: f e F}. Then F, is
g, —closed.

ProoF. Check. O

CONCLUSION 7.5.6. Let g(n) = n" for n € w and let F C w®¥ be a countable
g—closed family. Suppose that F' € w% is an increasing function which dominates
all elements of F (i.e. (Vf € F)(V®°n € w)(f(n) < F(n))) and let H=H", f = fF
(and @) be as defined in 2.4.6 for F. Next, let fo € F and (my : k € w) Cw
and h € w¥ be such that mg = 0, mpy1 = my + @H(k)“”H(k), h is non-decreasing
and h(mg+1) < folpu(k)) (for k € w). Assume that P, is the countable support
iteration of the forcing notions Q;(KQA_G, Y2.4.6). Then

IFp ) =Ry 7.

w

L, “O(Ryp) =Ry & 2=0(R};) = (R},

00PH,Jo¥YH

ProoF. We know that F,, = {f o¢nu : f € F} is gy closed, where
gou = 9o @H. By 5.4.6 and the choice of g, F' we have that the forcing no-
tion Q;(K2_4.67 Y5.4.6) is proper, w“’~bounding, (Fyy, gy )-bounding and so is the

iteration. Hence, for each f1 € F, IFp,, “D(R?locm,goson) =0 = N;”. Next note
that for the function h defined in the assumptions and for sufficiently large k& we
have

[T a0 < hlmee)? D < ((fo o r) (k) 7® < (5 0 pr) (k)

nefmy,mey1)

where f& € F is such that (V®°n € w)(fo(n)9™ < f&(n)). Use 7.3.3(2) to conclude
that IFp, “0(Rj) = ¥;”. Finally, note that if W is the name for the generic real
then

Q5 (5216, 52.00) (V2 € [ H(n) N V)(vn € w)(W(n) # 2(n))

new

and therefore IFp, “0(Rf) = No”. O

CONCLUSION 7.5.7. It is consistent that non(M) = 9 = N3 and cov(M) =
b = X, = d(R7 ) for every non-decreasing unbounded g € w* and any f € w“

such that lim £ = o0 .
n—sw 9(n)

PROOF. Start with a model of CH and iterate ws times with countable sup-
port the Blass-Shelah forcing notion Q. (K3 45,25 4 5). By 4.4.1 we immediately
conclude that the iteration forces “non(M) =0 = Ry & b = N;”. As each
function in w* appears in an intermediate model we may restrict our attention to
fig € W NV. By 7.3.8 and 7.3.6 we conclude that the iteration has the R?,sf
localization property (just build a suitable PP—ok partial order F and take any
p-point D € V; by 7.4.2, 7.4.1 and 4.4.1 we know that D generates a non-reducible
p-filter in the intermediate universes). Hence we get that in the resulting model
cov(M) =0d(R7 ) = ;. O

EXAMPLE 7.5.8. We construct a finitary 2-big tree—creating pair (K7 5.8, X7.5.8)
of the NMP-type (see 3.2.3(2)) such that the forcing notion Q{"*¢(K7 55,%7.5.5)
does not have the strong PP—property.
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CONSTRUCTION. This example is similar to that of 6.4.4 (what is not surprising
if you notice some kind of duality between m; and d(RsFY)).
Let H(n) = n™. Let A be the family of all pairs (n,x) such that x € [H(n)]".
For v e [] H(k), mg <m and A C A we will write v <% A if
k<m
(F(n,x) € A)(mog <n<m & v(n) € x).

Now we define (K7.55,%7538). A tree-like creature t € TCR,,[H] is taken to be in
K7,5_8 lf

e val[t] is finite, and

e norft] =log,(min{[4| : AC A & (Vv € mg(vallt]))(v <7, 4)})-
The tree composition X7 5 g is defined like in 6.4.4: if (t, :ve T) C Kr55 is

a system such that T is a well founded quasi tree, root(t,) = v, and rng(val[t,]) =

sucer (v) (for v € T) then we define S*(t, : v € T') as the unique creature t* in K7 5.8
with rng(val[t*]) = max(T"), dom(valt*]) = {root(T)} and dis[t*] = (dis[t,] : v €

T). Next we put
Srss(ty i veT)={te Krsg:vallt] C val[S*(t, : v € T)]}.

It should be clear that (K755, 27.5.5) is a finitary tree—creating pair and the forcing
notion Qi¢(K7 55, Y75.8) is non-trivial.

CLAIM 7.5.8.1. (K7,5_8,27,5,g) s Q*big.

Proof of the claim: Let t € K755, nor[t] > 0 and suppose that pos(t) = up U u.
Let sp € ¥7.5.8(t) be such that pos(sg) = ug (for £ =0,1). Take Ay C A such that

|A| = guorfse] 414 (Vv € pos(se))(v <jno Ay),

where mo = £g(root(sy)) = Lg(root(t)). Clearly (Vv € pos(t))(v <;,, Ao U A1) and
thus

nor[t] < logy(|Ao| + |A41]) < 1+ max{nor[so], nor[s;]}.
CLAM 7.5.8.2. (K75.8,%758) s of the NMP —type (see 3.2.3(2)).

Proof of the claim: Suppose that (¢, :n € T) € Q%ree(Km,& Y7.5.8) is such that
(Vn € T)(nor[t,] > 1) and Fy, Fy, F», ... are fronts of T such that

(Vl/ S F7;+1)(31/, € Fi)(l// < l/).

Clearly these fronts are finite (as (K7.5.8, 27.5.8) is finitary). Further suppose that
g: U F; — U Fij1 is such that v < g(v) € F;q; for v € F;.
€W €W
Let 7 = min{2"°*["] : 5y € T}. Choose increasing sequences (ny : k < 77 + ),
(ik, jk + k < r" +r) such that for each k < r" + r:
(i) g <Jr <ips1 and if k € [r,r 4+ ") then ji = ip + 1,
(i) ifk<r,veF, then {peFj, :v<ap} >r,
(i) ni <min{lyg(v) :v € F;, } <max{lg(v): v € Fj, } < ngy1.
Choose a mapping 7 : Fj,_, — 7" such that
(x)o fv<melF; ,,v<amekF;, ,velFj,k<r
then 7 (no) (k) = m(m)(k),
()1 for each v € F;,, k <r and ¢ < r thereis n € Fj,_
w() (k) = .

such that v < n and

1
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(It is easy to define such a mapping if you remember clause (ii) above.) Let 7* :
r” — 7" be the isomorphism of r" equipped with the lexicographical order and
r" with the natural order of integers. Take a tree—creature s € X7 53(t, : (Iv €

Fj...,_,)(n <v)) such that

rng(vals]) = {v € F} if vimg € Fj,_,,

and v[my € F;

mo € w and k = 7*(7w(v[myg))
m1 €w then g(vimy) < v}.

rT4+r—1 :
r+k?
(Note that we may find a suitable s by the definition of 37 5.5.) By the choice, this
s satisfies the demand (3)%°¢ of 3.2.3(2). But why does it have large enough norm?
Suppose that A C A is such that |A| < 7. Let kg < r be such that

(nyx) €A = n¢nk,Nkgt1)-

Since |A| < onorftn] for each € T we may inductively build a sequence vy € Fiy,
such that

(V(n,x) € A)(Lg(root(T)) < n < Lg(vg) = vo(n) ¢ x).

Let oo : ko — r be such that oo(k) is the value of w(n)(k) for each n € Fj, _,,
vo < n. Take £ < r such that

ifoer” op™ () Qo

then there is no (n,z) € A with 1« (54 <N < Npx(0)4r41
(remember the choice of 7* and that [A] < 7). Now take v; € Fj, ~such that
Vg < v1 and

(Vn € Fj._)(nn dn = w(n)(ko) = £)

(possible by (x)o + (x)1). By the choice of kg we know that

(V(n,z) € A)(Lg(root(T)) < n < Lg(w1) = wi(n) ¢ x)

(look at (iii)). Next continue like at the beginning to get n € Fj,_, such that 1, <7
and =(n <7, o0t(r)) A)- We are sure that o™ (¢) < m(n) and therefore there is no
(n,x) € A with N« (zm))+r < 1 < Nge(n(m))4r+1- Consequently we may continue
the procedure applied to build 1 and we construct n* € Fj ., _, such that
n<n* gt Im € F ..., then g(n*Im) <n*, and =(n =g (root(T)) A).

Since, by its construction, the sequence n* is in rng(valls]), it exemplifies that A
cannot witness the minimum in the definition of nor[s]. Consequently, nor[s] >
log,(r) and thus the tree—creature s satisfies the demand («)"®® of 3.2.3(2).

CLAM 7.5.8.3. The forcing notion Q' (K7 55, %7.58) does not have the strong
PP—property.
Proof of the claim: We will show that the generic real W shows that the strong
PP-property fails for Q{**¢(K7 5.8, X7.5.8). So suppose that (w; : i € B) is such that
B € [w]¥ and (Vi € B)(w; € [w]*) and let p € Q{"°(K7 55, %755). We may assume
that nor[th] > 1 for each n € TP. Take iy € B\ £g(root(p)) and build inductively
a condition ¢ > p such that for each n € T and v € pos(t})

th € Xr58(th) and mor[t]] > nor[t)] —1 and (io < lg(v) = v(io) & wi,)

(remember the definition of the norm of elements of K7 5g). Now clearly ¢ I+ ¢

W (ig) ¢ w;, ”, finishing the proof of the claim and the construction. O

CONCLUSION 7.5.9. It is consistent that cof(M) < d(RSFY).
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PROOF. Start with a model of CH and force with countable support iteration of
length ws of forcing notions Q4¢¢(K7 5.8, Y7.5.8). We know that Qi°¢(K7 5.5,Y7.5.8)
is proper, w*’-bounding and Cohen—preserving (by 3.2.5 + 3.1.1). Consequently
the iteration is of the same type (see [BaJu95, 6.3.21, 6.3.22]) and, by standard
arguments, in the final model we have non(M) = d = N;. But this implies that
cof (M) = R; too (see [BaJu95, 2.2.11]). Finally, as Q{"°(K75s,%755) does
not have the strong PP—property we easily conclude that the iteration forces that
(RPP) = Ny 0
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1.11
1.1.3
1.14
1.1.6
1.1.7

1.1.10

1.1.12
1.1.13
1.2.1
1.2.2
1.2.4

1.2.5
1.2.6
1.2.9
1.2.11
1.3.1

1.3.3
1.3.5

1.3.7
1.3.10
1.4.3
2.1.1

2.1.7
2.1.10
2.2.1
2.2.5
2.2.7
2.3.2
2.34
2.4.1
2.4.2

List of definitions

weak creatures, WCR[H];

finitary H, finitary K;

sub-composition operation, weak creating pair, the relation ~x;

basis basis(t), possibilities pos(w, S);

forcing notion Q¢ mor)(K,X) (for a weak creating pair (K,X) and a

norm condition C(nor));

Man(t), norm conditions and corresponding forcing notions Qs (K, X),

Qo (K, X), Ques (K, X), Qf(K, %), Qp(K, X);

fast function, H-fast function f:w X w — w;
name for the generic real W

My, My, creatures, CR[HJ;

composition operation on K, creating pairs (K, X);

finite candidates FC(K, X), pure finite candidates PFC(K, X), pure can-

didates PC(K,X), C(nor)-normed pure candidates PC¢(nor)(/,%) and
partial orders on them;

creating pairs which are: nice, smooth, forgetful, full;

forcing notions Qz(nor)(K, ¥)) for creating pairs (K, X);

when a condition p essentially decides a name 7, approximates 7;
partial orders <,p,, <5, <%0 <Wwoo < f.

quasi trees, well founded quasi trees, downward closure dcl(T"), succes-

sors sucer(n) of nin T, T split(T), max(T), T, lim(T'), fronts of a quasi
tree T7;

tree—creatures, TCR[H], tree-composition, bounded tree—composition;
forcing notions Q¢**(K, %) for e < 5, Q*°(K,¥), condition pl" for

p€Qe(K,X), neT?;

e-thick antichains in T? for p € QU°*(K, X);
partial orders <¢ (for e < 3);
local weak creating pairs;
creature t ' [mg,my), for a creating pair (K,X) we say when it is

omittory, growing;

creating pairs which are: gluing, simple;
creating pairs which capture singletons;

big creating pairs;

omittory—big creating pairs;

Halving Property and weak Halving Property;
big tree—creating pairs;

t—omittory tree creating pairs;

pre—norm on P(A), nice pre-norm;

pre-norms dp, dp!, (for i < 3, n € w);
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3.2.1  Cohen—preserving proper forcing notions;

3.2.3  creating pairs of the NMP-type, tree creating pairs of the NMP e
type;

3.2.7  trivially meagering weak creating pairs;

3.3.1  weak creating pairs of the NNP—type;

3.3.2  gluing and weakly gluing tree creating pairs;

3.3.4  strongly finitary creating pairs;

3.4.1  when a weak creating pair (K, X) strongly refuses Sacks property;

4.1.2  creating pairs which are: meagering, anti-big;

4.2.1  Xsum

423 (d,u)-sum X3

4.2.4  when a creating pair is saturated with respect to a family of pre—norms;

426  Xtsum,
4.3.1  decision functions, creating pairs of the AB-type, condensed creating
pairs;

4.3.7  creating pairs of the AB™type;

5.1.1  essentially f-big weak creating pairs;

5.1.6  reducible weak creating pairs;

5.1.7  h-limited weak creating pairs;

5.1.11 (H, F)-fast function;

5.2.1  Up(t), V;*(t), (¢, h1, he)-bounding forcing notions;

5.2.3  creating pairs which are monotonic, strictly monotonic, spread;

5.2.5 m-additivity add,,(t) of a weak creature ¢, (g, h)-additive weak creating
pairs;

5.2.8  t—good families of functions, (¢, F)-bounding forcing notions;

5.3.1  t-systems, regular t-systems, ]P)Z(nor)({’ (K,3)) and the partial order <
on it, quasi-W-generic I’

5.3.6  (I', W)—genericity preserving forcing notions;

5.3.8  Cohen sensitive t—systems, directed —systems;

5.3.10 (fo, h1, ho)-coherent #-systems, (£, F)-coherent sequences of #-systems;

6.1.1  creating pair which generates an ultrafilter;

6.1.3  when T generates a filter (ultrafilter), D(T');

6.1.5 interesting creating pair;

6.2.1  Ramsey filter, p—point, g—point, weak g—point;

6.2.5  interesting ultrafilters, games G*%(D), G*%(D), semi-Ramsey ultrafil-
ters, almost Ramsey ultrafilters;

6.3.1  tree creating pairs of the UP (D), sUP(D)"*® —types;

6.3.3  rich tree creating pairs;

6.3.5 R,(k,m);

6.3.7 simple except omitting creating pairs, omittory—compatible —systems;

7.1.1 RKBP;

712 RPP,

7.2.1  non-reducible filters, PP—ok partial orders, forcing notions with (D, x)-
strong PP-property, (D, F)-strong PP-property;

131 R, R, R RY

73.5 (D, f)—R?flocalization property.
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