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Abstract

We prove that if ZF is consistent then ZFC + GCH is consistent with
the following statement: There is for every k < w a model of cardinality
Ny which is Loow,-equivalent to exactly k£ non-isomorphic models of car-
dinality N;. In order to get this result we introduce ladder systems and
colourings different from the “standard” counterparts, and prove the fol-
lowing purely combinatorial result: For each prime number p and positive
integer m it is consistent with ZFC + GCH that there is a “good” ladder
system having exactly p™ pairwise nonequivalent colourings.’

1 Introduction

If M is a model, card(M) denotes the cardinality of the universe of M. Suppose
M and N are two models of the same vocabulary and & is a cardinal. We write
M =4 N if M and N satisfy the same sentences of the infinitary language
Looy- For a definition of Lo, the reader is referred to [Dic85]. For any model
M of cardinality x, define

No(M) = Card({/\//§ | card(N) = k and N = M}),

where N /2 is the equivalence class of A under the isomorphism relation. We
study the possible values of No(M) for models M of cardinality N;. In partic-
ular, we prove the following theorem:

Theorem 1 Assuming ZF is consistent, it is consistent with ZFC + GCH that

there is for every k < w a model M (of a vocabulary of cardinality < Xy) such
that card(M) = Ny and No(M) = k.
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When M is countable, No(M) = 1 by [Sco65]. This result extends to structures
of cardinality x when & is a singular cardinal of countable cofinality [Cha68§].
So the study of possible values of No(M) is divided into the following cases
according to the cardinality of M:

1) card(M) is weakly compact;
2) card(M) is singular of uncountable cofinality;

3) card(M) is uncountable, regular, and non-weakly compact.

In [She82a| Shelah was able to show that when « is a weakly compact cardinal
there is for every non-zero cardinal u < k, a model M such that card(M) = &
and No(M) = p. In a paper which is in preparation by the authors, the
problem of the possible value of No(M) between x and 2" for a model M of
weakly compact cardinality is completely solved.

Shelah has considered the singular case in two of his papers [She85, She86].
Let x be a singular cardinal of uncountable cofinality. In the former paper it
is shown that if one allows relation symbols of arbitrary large arity < x and p
is a non-zero cardinal with uf(") < k., then there exists a model M of singular
cardinality x with No(M) = p. In the latter paper Shelah gives a general way
to build models M with relations of finite arity only and for which the value
of No(M) is quite arbitrary: for every non-zero cardinal p € xU {s{(*)}, there
exists a model M of cardinality x such that No(M) = p and its vocabulary
consists of one binary relation symbol, provided that #(*) < k for all 6 < k.
The paper [She86] together with a recent paper [SV] offer a complete answer
to the singular case provided that the singular cardinal hypothesis holds. For
example it follows that No(M) = k is possible, even in L.

If V=L and k > Ny is a regular cardinal which is not weakly compact, No(M)
has either the value 1 or 2% for all models M having cardinality x. For xk = N;
this result was first proved in [Pal77a]. Later Shelah extended the result to all
other regular non-weakly compact cardinals in [She81b].

It seems that there are no published independence results about the case that
card(M) is a regular but not weakly compact cardinal. But it is known that
the independence result given in [She81a] implies the consistency of “there is
a model M of cardinality ®¥; such that No(M) = R¢” with ZFC + GCH.
Namely, in [She8la] Shelah proves: it is consistent with ZFC + GCH that
there is a group G for which the group of extensions of Z by G, in symbols
Ext(G,Z), is the additive group of rationals. Here Z is the additive group of
integers. Then one extension of Z by G can be directly coded to a model M
such that No(M) = card(Ext(G,Z)) = Rg. The Loy, -equivalence between two
coded models follows from the group theoretic properties of G (G is strongly
Ri-free). But Ext(G, Z) is a divisible group and hence this coding mechanism is
not applicable to the case 1 < No(M) < Vy. So there was the problem left if is
it consistent to have a model M of cardinality R; for which 1 < No(M) < Ry.
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As Shelah did with the Whitehead problem, we transform Theorem 1 into a
question of the nature of pure combinatorial set theory. The combinatorial
problem will be a variant of the uniformization principles and ladder systems
given for example in [She82b] or [EM90]. As a matter of fact the more compli-
cated ladder systems used here retrace back to the papers [She80] and [She81al.

For the benefit of the reader we sketch the “standard” notion of (7, 2)-uniformization.
For a limit ordinal § < w1, a ladder on § is a strictly increasing w-sequence of or-
dinals with limit §. Let S be a set of limit ordinals below wy. A ladder system on
S is a function 7 : S — “w; such that each n(d) is a ladder on §. A 2-colouring
on S is a function ¢ : S — “{0,1}. For all § € S and n < w, a 2-colouring ¢
on S associates the element cs5, (the (n + 1)th element of the sequence c(9))
for each “step” s, of a ladder system 7 on S, hence the name 2-colouring. A
2-colouring ¢ on S can be uniformized if there is a function f : w; — {0,1}
satisfying that for all § € S there is m < w such that for all n < w, n > m
implies f(15,) = ¢5n- Such a function f is called a uniformizing function and
we say that ¢ is uniform with respect to 7. The (7, 2)-uniformization holds if
every 2-colouring on S is uniform w.r.t. 7.

For our purpose we need a different kind of ladder system. The main difference is
that instead of the principle “all colourings are uniform” we want to know what
the “number of nonuniform colourings” can be. We consider colourings which
take values in a field, and hence we can define a natural equivalence relation
for colourings. (The following definition is from [She80], see also [ES96] where
colourings which take values in a group are considered.) For 2-colourings ¢ and
d on S let ¢ — d be the 2-colouring e on S defined for all § € S and n < w
by es,, € {0,1} and (esn + dsn) = ¢5n (mod 2). Then 2-colourings ¢ and d
on S are equivalent w.r.t. a ladder system n on S if ¢ — d is uniform w.r.t. n.
The number of pairwise nonequivalent colourings is the number of equivalence
classes of 2-colourings on S under the given equivalence relation. But as it
is pointed out in [She80, Theorem 6.2], for all set S C w; of limit ordinals
and ladder systems on S, the number of pairwise nonequivalent colourings is
either 1 or > 2%, In our transformation of Theorem 1 the value of No(M)
will correspond to the number of pairwise nonequivalent colourings. So, all the
cases 1 < No(M) < Ny are ruled out when only standard ladder systems are
considered.

The main result concerning the combinatorial problem is that for all finite fields

F

)

it is comsistent with ZFC 4+ GCH that there are “good” ladder system
and “good” equivalence for colourings (which take values in F') such that
the number of pairwise nonequivalent colourings is card(F).

Recall that all finite fields are of the size p™ with p a prime number and m a
positive integer.

In standard ladders each step is one ordinal. The principal idea of the “good”
ladders will be answering to the following simple question: what happens if
each step could be a finite set of ordinals, or even a “linear combination” of
standard steps?
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In order to make our presentation self contained we give proofs of some facts
which are essentially proved elsewhere (mainly in [She77] and [She8la]). In
Subsection 2.1 we give the exact definitions for the “good” ladder systems,
colourings, and equivalence. In Subsection 2.2 we introduce some basic facts
about iterated forcing.

In Section 3 the combinatorial problem is reformulated in a precise form and a
solution of the problem is presented. Some remarks concerning generalizations
are given in Subsection 3.3. Since ladder systems and uniformization principles
are also used in abelian group theory and general topology this section may be
of independent interest.

Section 4 is devoted to the proof of Theorem 1. We take a “good” ladder sys-
tem and code each colouring a to a model M,. Then all of the coded models
will be Loow, -equivalent, and moreover, they are isomorphic if and only if the
corresponding colourings are equivalent. So the main result really is a straight-
forward consequence of the independence result concerning the combinatorial
problem. The coding technique we have used in the proof of Theorem 1 is a
nice trick, and may also be of independent interest. Hence Section 4 is written
in a way that if the reader accepts Theorem 2 on faith, she or he can read only
Subsection 2.1 and then directly proceed to reading Section 4.

2 Preliminaries

For all sets X,Y, Z, ordinals « and functions f: X — Y:

the restriction f[Z has the meaning f[(Z N dom(f)),
XY is the set of all functions from X into Y,

@Y is the set of all a-sequences of elements in Y, and <Y is Uﬁ<a By

Let S be a subset of a limit ordinal p with uncountable cofinality. The set S is
stationary in p if for all closed unbounded subsets C of u, S N C is nonempty.
The set S is bistationary in p if S is stationary in g and g\ S is also stationary

in p.

2.1 Ladder Systems and Colourings

Suppose (F,+,-,0,1) is a field. We denote by Vecp the vector space over F
freely generated by (z¢ | £ < wi). Suppose y is an element of Vecr and e¢ € F
are coeflicients such that

Y= Z CeLe,

E<wy

where only finitely many of the coefficients are nonzero. The support of y, in
symbols supp(y), is the set {{ < wy | e¢ # 0}. For all functions f : p — F such
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that supp(y) C p < w1, f(y) is a shorthand for the following element of F,

> et f(9).

E<wt

A subset Y of Vecp is unbounded if for all < wy there is some y € Y for which
6 < min(supp(y)).

Definition 2.1

a) A Vecp-ladder on &, where 6 < wy is a limit ordinal, is a sequence (yn |
n < w) of elements in Vecr such that

1) Un<wsupp(yn) € 9,
ii) (min(supp(y,)) | n < w) is an increasing sequence of ordinals with
limit 8, and
iii) for all n < w, supp(yn) € Umen SUPP(Ym)-
b) A Vecp-ladder system on S, where S is a set of limit ordinals below wy,

is a function x from S into the Vecp-ladders such that for each § € S,
x(9) is a Vecp-ladder on §.

c) An F-colouring on S is a function from S into “F. The set of all such
colourings is Colg f.

For all § € S and Vecp-ladder systems @ on S

the (n + 1)th element in the w-sequence x(d) is denoted by @5 ,,;
supp(z(6)) is a shorthand for {J,, ., supp(xs,);

for a function f with supp(«(9)) C dom(f) and ran(f) C F, f(x(J)) is a
shorthand for the sequence (f(zs,) | n < w);

When f is a function with dom(f) = w; and ran(f) C F, f(x) denotes the
function from S into “F which maps each 0 € S into f(x(9)).

Definition 2.2 Suppose x is a Vecp-ladder system on S, a € Colg r, and D
s a filter over w including all cofinite subsets of w, i.e., all subsets I of w for
which w ~ I is finite.

a) If6 € S and f is a function with supp(x(0)) C dom(f) C wy andran(f) C
F, then f(x5,) = a5, for almost all n < w, or in symbols f(x(J)) ~p
a(0), when

{n <w | flxsn) = a(;,n} € D.

b) If f is a function with p C dom(f) and ran(f) C F, then f uniformizes
alp+1 with respect to x and D, when f(x(9)) ~p a(d) for allé € SNu+1.
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c) An F-colouring a on S is uniform w.r.t.  and D if there is f : w; — F
satisfying f(x(d)) ~p a(d) for all 6 € S. The set of all uniform F-
colourings on S w.r.t.  and D is Unify p.

d) The set Colg r forms a vector space over the field F, when addition in
Cols,r and operation of F' on Colg r are defined componentwise, and the
unit element for addition is the function which is constantly 0. Using the
addition of this space we define a and b in Colg r to be equivalent w.r.t.
x and D, written a ~z p b, if a — b is a uniform colouring w.r.t.  and
D. We denote by (a)r the subspace of Colg p generated by a € Colg .

It is easy to see that the set Unmify p forms a subspace of Colgr. So the
factor space Colg r/Unifg p also forms a vector space over F', and consequently,
for all a,b € Colsr, a ~z p b if and only if @ and b belong to the same
coset of Colg r/Unify p. If A and C are subsets of Colgp then A + C is
{a+c | ac Aand ce C}. Hence (b)r + Unif, p denotes the set

{a+c | ac(b)pandce Unifyp}
={(e-b)+c|ecFandce Unifgp}
= {d € Colg r |there is e € F such that e-b ~4 p d}.

Lemma 2.3 Suppose D is a filter over w including all cofinite sets of w, S C wy
is a set of limit ordinals, F is a field, and x is a Vecp-ladder system on S.

a) If a is an F-colouring on S, po < wi, and fo : uo — F uniformizes
alpo + 1 w.r.t. x and D, then for all py < wi \ (o + 1), there is an
extension f1 : u1 — F of fo which uniformizes al(uy + 1) w.r.t. « and
D.

b) If S is nonstationary in wy, then all F-colourings on S are uniform w.r.t.
x and D.

c) Let a be an F-colouring on S and g a function from w; into F. If there
exists < wy such that g(x(d)) ~p a(d) for all 6 € S\ u, then a is
uniform w.r.t. * and D.

Proof. a) Suppose S is enumerated by {0, | a < wi}, where §, < g for all
a < B < wi, and e?’n € F for £, < wy and n < w, are coefficients such that

a,n
Ts,n = Z e’ Tg.

£{<ba

Our first task is to find a function g, : supp(x(d,)) — F, for all a < wy, such
that the equation g (s,,n) = D¢y, e?’n - gal&) = as, n holds for all n < w.
Hence consider the following system of equations,

(A) for all n < w, Z 6?’n ga(§) = as,,n-
£<da
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By Definition 2.1(a.iii) the set supp(xs, n) \U,,<p SUPP(Zs, m) is nonempty for
all n < w. Besides F'is a field. Thus it is possible to define directly by induction
on n < w a solution g, : supp(«(d,)) — F for the system of the equations (A).

We prove by induction on a < wi, the following claim,

for all pg < 0 and fo : po — F uniformizing alug+1, thereis fi : 0 — F
uniformizing a[d, + 1 and satisfying fo C fi.

Suppose 19 = 0 and o = 0. Then f; = goU{(£,0) | £ € do ~dom(go)} satisfies
the claim.

Suppose oo = B+ 1, pg < o, and fy : po — F uniformizes afug + 1. Let g, be
a solution for the system of the equations (A). We may assume py > d3 since
if not, then by the induction hypothesis there is fj : d3 — F extending fy and
uniformizing a[dg + 1. It suffices to prove the claim for such f{.

Define a function f; : d, — F, for all £ < §,, by

fo(§) if & € po = dom(fo);
(B) f1(§) = S gal§) if € € dom(ga) ~ pio;
0 otherwise.

Then of course fy C f1 and for all 6 € SNy = (SN po) U{ds}, fi(x(d)) =
fo(x(8)) ~ a(5). By Definition 2.1(a.ii) {n < w | supp(w®s,n) N ds # 0}
must be finite. Therefore also fi(x(da)) = ga((da)) = a(ds) holds. So fi
uniformizes a[d, + 1.

Suppose then « is a limit ordinal. If the limit sup(S N d,) = € is smaller
than d,, i.e., do is not a limit of its predecessors in S, then we may assume
o = dom(fo) > 6 by the induction hypothesis. Furthermore, the function f;
given in (B), this time for different « of course, is a uniformizing function for
aldy + 1.

Suppose d,, is a limit point in S, i.e., § = d,. Let (e, | m < w) be an increasing
sequence of ordinals in S with limit d,. By the induction hypothesis there are
for all m < w functions h,, : €, — F uniformizing al¢,, + 1 and satisfying
R C hpg1. This time we may assume dom( fo) = o = €9 and fo = hg. Define
a function f; : 6 — F, for all £ < d,, by

fo(§) i€ < e = po = dom(fo);
f1(€) = € 9a(§) i & € dom(ga)  dom(fp);
hi(§) otherwise, where | = min{m < w | £ < €, = dom(hp)}.

In the definition above, g, is a solution for (A). Clearly fo C f; and fi(x(d)) =
fo(x(8)) =~ a(é) for all 6 € SN pg. For all § € SN dy, the set {n < w |
supp(xs,) N (dom(fo) Udom(ga)) # 0} is finite. Thus for all § € S N by, there
is some m < w such that fi(z(8)) ~ hm(z(5)) ~ a(f). Since also {n < w |
supp(xs,,n) Ndom(fo) # 0} is finite, f1(2(6a)) & ga(®(a)) = a(ds) holds. So
f1 uniformizes a[d, + 1.
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b) Suppose a is an F-colouring on S, and C' = {us | @ < w1} is a closed and
unbounded subset of w; disjoint from S. We define by induction on o < wy
functions fq : plo — F' such that (J,.,, fo is a uniformizing function for a. We
may assume pg = 0. So let fy be the function with empty domain. Suppose
a > 0 and for all v < B < «, functions f,, fg, satisfying f, C fz and f3
uniformizing alug + 1, are defined.

If o is a successor of the form 8 + 1, let f, : po — F be some extension of
fs which uniformizes a[fpo + 1. This is possible by (a). If « is a limit ordinal
then f, = U g<qa J/p uniformizes afpq + 1 by induction hypothesis, and since
pa € C N\ S. Tt follows that f =J,.,, fa uniformizes a.

c) Suppose g : w1 — F satisfies g(x(J)) =~ a(d) for some p < w; and for all
d € S~ p. By (a) there is f : p — F which uniformizes afyu + 1. Now, as in
the proof of (a), the function h defined for all £ < w; by

_ Jf(&) i & < p=dom(f);
he) = {g(ﬁ) otherwise;

uniformizes a. M3

Remark. It is possible to replace in Definition 2.1(a.ii) min by max. It is also
possible to replace in Definition 2.2 the filter D by a sequence (Ds | 6 € S) of
filters. Such replacements allows more freedom, but in the proof of Lemma 2.3
one should prove by induction the following slightly stronger statement: if
fo and a finite extension of it with domain C p; are given, then there is an
extension f; as in Lemma 2.3(a).

On the other hand one may like to replace the field by a ring. In this case for
Lemma 2.3 to work it is convenient to demand in addition to Definition 2.1(a)
that

the sets supp(y,), n < w, are pairwise disjoint, and

for each n < w, y, satisfies that for every b in the ring F’ there is a function
[ with f(yn) =0.

However, at present work there is no real need for these variants.

2.2 Forcing

All forcing arguments are considered to be taking place in the universe V of
all sets. Let (P, <p,1p) be a forcing notion, where 1p is a unique maximal
element with respect to the order <p. The subscript P from 1p will be omitted
everywhere else except in definitions. For all conditions p in P, p IFp ¢ means
p forces a sentence ¢. If every condition forces ¢, we write IFp ¢. The order <p
of conditions p, ¢ € P is interpreted in a way that ¢ is a stronger condition than
p if ¢ <p p. Hence for all sentences ¢, p IFp ¢ implies g IFp ¢, when ¢ <p p.
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The subscript P in the notation <p is not written when P is obvious from the
context.

Let G be a P-generic set over V. When ¢ is a P-name, the interpretation of o
in the generic extension V[G] is denoted by intg (o). For an object o in V[G], a
P-name for o is written 0, i.e., intg(0) = o. The canonical name for the generic
set G itself is G. If an object o is in V', we identify the name 6 with the object
o itself instead of using standard names . The only exceptions for these rules
are that the standard names for uncountable cardinals and collections ¥ X are
written @, and (¥ X)V respectively, to distinguish them from the cardinals R,
a > 0, and corresponding collections in the generic extension. If f is a P-name
for a function from X € Vinto Y € V and =z € X, a condition p € P decides
the value of f(x) when there is y € Y satisfying p IFp f(x) =u.

If P is a forcing notion having No-c.c. then P preserves all cofinalities > No,
ie., for all limit ordinals 0, if cf(f) = xk > Ng in V then IFp cf(d) = &.
Hence P preserves all cardinals too, i.e., if A > Ny is a cardinal in V' then
Fp “)Xis a cardinal”.

Suppose that (P, <p,1p) is a forcing notion in V" and C~2, <, and IQ are P-

Q7
names satisfying I-p “(Q, <, 1¢) is a forcing notion”. The two stage iteration

<P*@a <P 1P*@> is defined by

PxQ={(p,@) | p€PandpltpqecQ},
and for the elements in P*Q, (p, §) <P (p',q) ifbothp <pp'andplFp (¢ %Q
¢’) hold. So 1p,5 s the pair (1p, 1@). We identify elements (p, §), (', §) € P*Q
if both (p, q) <P (p',q) and (p',q) <P (p,q) hold. This iteration amounts

to the same generic extension as does the composition where one first forces
with P and then with Q.

An iterated forcing of length we with countable support,
(Poys <P, 1p,,) = CountLim(F,, Qa | o < wo)
is inductively defined for all a < wy as follows.
a) The forcing notion (Py, <p,,1p,) is defined by 1p, =0, Py = {1p,}, and
<p= Py X F.

b) Suppose for all 8 < «, QVB, < 0y’ IQ 5 are given Pg-names and they satisfy

IFp, “(Qp, <0, 1q,) is a forcing notion”.
Moreover, assume that for all 5 < a,
(Pg,<ps,1p,) = CountLim(PW,@v | v < B)

are already defined. It follows from (a) that V' = V[H] for all Py-generic
sets H over V. Hence we assume that (g, < 20’ 1, are standard names
and (Qo, <@, 1q,) is a forcing notion in V.

The set P, is the collection of all functions p satisfying the following
requirements:
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i) The domain of p is a, and for each 8 < «a the value of p(f) is a
Pg-name such that p[8 IFp, p(8) € Qp.

ii) The set {8 < a | p[B¥p, p(B) = IQﬁ} is countable.

c) For all & < w9 and p,q € P,, the order of these conditions is ¢ <p, p if
either « is a limit ordinal, and

for all 8 < «, qIB <p, pIp,

or otherwise, « is a successor ordinal of the form § 4+ 1, and

qalB <p, pIB,

q181Fpy 4(B) <q, P(B)-

d) 1p, is the function which maps each 8 < « into IQ 5

Remark. For all & < w9 and p € P,, we let dom(p) denote the set of ordinals
given in (b.ii) above. This set is usually called the support of p. So, one can as
well think that the domain of a condition p € P, really is the set dom(p). We
may write f € P,, @ < wy, when f is only a function satisfying dom(f) C «
and fU {(B,IQﬁ) | B € a~dom(f)} is a condition in P,. We abbreviate IFp,
by IFq and <p, by <,, or even more compactly by < when the subscript is
obvious.

For each 5 < wy, Pg*@g is isomorphic to Pg4q via the mapping (p, §) — p ~ (§)-
If G, is a P,-generic set over V then for each § < o, Gg denotes the Pg-generic
set {p[B | p € Ga}.

Fact 2.4 Suppose a < wy and P, = CountLim(Pg, @5 | B<a).

a) If P3 has Ra-c.c. for all f < «, then P, has Na-c.c.

b) If a = ws, Py, has Na-c.c., X is a set inV, and Y s P,,,-name satisfying
IFw, (Y € X and card(Y') < &2), then for all P,,-generic sets G over V,
there is o < wo such that the subset Y = intg(Y) is already in V[G,)].

c) Let S be a set of limit ordinals < wy and F a field of cardinality < V.
If 2% = Ry and Ikg (card(@vﬁ) = card(w1)) for all B < «, then there is a
collection {7 | v < wa} of Py-names satisfying ko {€*7 | v < do} =
6\0/15’]:'. Such a collection is called (P,,ws)-enumeration for 6\0/15’]:'.

For a < 8 < w9, p € P, and ¢ € Pg such that p <, ¢la the “composition” of
these conditions, in symbols p U g, is the function having domain « and defined

for all v < a by
p(y) ify <pB;
L =
(PUQ)(v) {CI(’Y) 5<<a

Then, as in [She77, Definition 1.1 and Fact 1.3] or [Gol93, Definition 1.12 and
Fact 1.13], p U ¢ is a condition in Pz and (p L ¢q) <g q.

10
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We shall also need the “quotient” forcing notion (1305 85 %m 8 Iavg) of an iterated
forcing Pg = CountLim(Pv,@v | v < B), where @ < 8 < wy. The following

definition is from [Gol93]. The P,-name P, g is such that
lFa Pap={p€ Ps | pla€Ga},

<.s is a Py-name for which

Fa<,, = <glPap,

and iawg is the standard name for 1p,. So, for all P, generic sets H over V

and p,q € Pop = intg(Pa ), we have p <, 3 ¢ in V[H] iff p <g ¢ in V, where
<ap=intg(<, ;). We abbreviate I-p, , by Ikq g.

Fact 2.5 Suppose a < 8 < wo, H is a P,-generic set over V', 0 is a Pg-name,
and ¢ is a formula. Then there is a P, g-name 6 in V[H| such that the following
hold.

a) If p € P, pla € H, and p IFg ¢(0) then in V[H], there is ¢ € Py g such
that ¢ <, 3 p and q ko8 ¢(0).

b) Ifin V[H], r € Py g and r o5 ¢(6) then in V, there is s € Pg satisfying
s<gr, sla€ H, and sl-g ¢(0).

Fact 2.6 Suppose o < 8 < wo, p,q € Pg, and H is a P,-generic set over V.
If both plov € H and qloe € H hold, then there are p',q' € Pz such that p' <g p,
¢ <gq, and p'la =¢'la € H.

3 The Combinatorial Problem

This section is devoted to the proof of the following theorem which is a precise
form of the theorem described in the introduction.

Theorem 2 Assume the following properties hold in V :

the generalized continuum hypothesis, GCH;

S is a set of limit ordinals below w1 and bistationary in wi;

F is a finite field;

Vec is the vector space over F' freely generated by (x¢ | £ < wi);

D is a filter over w including all cofinite sets of w.

Then there is a forcing notion (P,<,1) of cardinality Ny such that P satisfies
No-c.c., P does not add new countable sequences, and for every P-generic set G

over 'V, there is in V|G a Vec-ladder system x on S such that card(Colg p/Unif, p) =
card(F).

11
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Recall that the conclusion of the theorem is equivalent to the number of pairwise
nonequivalent F-colourings on S w.r.t. @ and D being card(F'). The idea of
the forthcoming proof of the theorem will be similar to the proof of [She8la,
Theorem 1].

From now on, all Vec-ladders on § and Vec-ladder systems on .S are called simply
ladders on § and ladder systems, all F-colourings on .S are called colourings for
short, and Col denotes the set of all F-colourings on S. The subspace of Col
generated by a colouring b is shortly (b).

3.1 Definition of the Forcing

To define an iterated forcing P :NCountLim(Pa,@a | a < wo) it suffices to
define names for forcing notions (Qa, <,,_,1q.) by induction on a < ws.

The forcing notion (Qo, <@, 1¢,) is defined as follows. The set @ is ILad xICol

where
ILad = {z]0 | zis a ladder system and 0 < w; },

ICol = {ecfu | c€ Coland p < wi}.
We shorten our notation for p = (216, c[u) € Qo by writing

p[1] for z[6 and p[2] for clu,
e < dom(p) if € < min{é, u}, and
dom(p) < € if max{0, u} <e.

For all pg,p1 € Qo, we define p; <@, po iff p; coordinatewise extends po, i.e.,
p1[1] 2 po[l] and pi[2] D po[2]. The pair of functions with empty domain is
the maximal element 1g, of Qo. If X C Qo is a set of pairwise compatible
conditions then we define

| Kp Il pe X}y =(Jfpl] | pe X} J{pl2] | pe X}).

Note that Qq is Ni-closed (which means every descending w-chain of conditions
has a lower bound). Hence @y does not add new countable sequences and N;
is not collapsed.

For every P;-generic set (G there are P,-names & and b, for a = 1 (later on «
might be any index in wy \ {0}), such that

Fo & = U{p(O)[1] | p € Ga}
Fo b= U{P(0)2] | p € Ga}

So, these names together with a generic set determine a ladder system and
a colouring. Hereafter uniform and equivalent mean uniform and equivalent
w.r.t. the generic ladder system @ and the filter D. Hence Unif denotes the set
of all uniform colourings w.r.t.  and D. Observe that the generic colouring b
satisfies |- (b ¢ Unif), as we shall prove in Lemma 3.6.

Forcing notions (@a, %Qa , IQQ>, for 1 < o < ws, are defined in such a way that

each @a “kills” an undesirable colouring. In order to ensure that all undesirable

12
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colourings will be killed, a bookkeeping function will be needed. Fix 7 to be a
function from wy onto we X wy such that whenever 7(a) = (3,) then g < a.

The bookkeeping function is useful only if we can ensure that the colourings
can be enumerated by we. Since we assume GCH the cardinality of Col is
card(®(“F)) = (280)®" = 2% = Ry, Hence there is an enumeration {c®7 | v <
wa} for Col in V. By Fact 2.4(c) the existence of a (P,,ws)-enumeration for
Col follows for 1 < a < wo, if we show that for each 8 < a,

(1) -5 card(@g) < card(wy).

Since Py is the trivial forcing {1}, 2% = Ry, and card(ICol) = card(ILad) =
(2R0)Ro — N M0 we have that card(Qg) = Ny, and so (1) holds trivially when
8 =0.

Suppose 1 < a < wp. Our induction hypothesis is that for each 8 < «a, there

is a (Pg,ws)-enumeration {7 | 4 < wy} for Col and that -5 (card(ég) =
card(wy)) holds. It follows from Fact 2.4(c) that there also exists a (Py,ws2)-

enumeration {¢*7 | v < wy} for Col.

Definition 3.1 Suppose (o) = (8,7). Then 8 < o and &7 has been defined.

We define a® to be a Py-name which refers to the same colouring as the Pg-
name €7, i.e., for every Py-generic sets H over V, inty(a®) = intp, @),

A P,-name @a is defined by

o G {1o.} ifa® € (b) + Unif;
CEC T Uf@®)  otherwise;

where IQQ s the standard mame for the function having empty domain, and
Uf(a®) is a P,-name satisfying

ko Uf(@®) ={f | p <1 and f : p — F uniformizes a |+ 1}.

A P,-name %Qa is defined by I-o (for allp,q € @a, D iQa qiffp 2 q).

For every p € P,, an index 8 < « is called p-trivial if B > 0 and p[f IFg @5 =
{1}. Observe that if 3 € dom(p) then p[3 ¥4 (p(ﬂ) = 1), and 3 is not p-trivial.
Note also that I (Uf(a®) # {1}) by Lemma 2.3(a). In fact, if p € P, and p

forces (a® ¢ (b) + Unif ) then p forces Q. to be a nontrivial forcing notion (see
Lemma 3.4(d) below).

We have to check that the property (1) for § = « holds. We shall prove that
P,, does not add new countable sequences. Hence I, (<“1F)Y = <“1F. This
implies that

IFo card(Qq) < card (' F) = card (' F)") = card (@),

since card(<¥1 F) = 2% = .

13
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Before proving that P, does not add new countable sequences, we introduce
useful notations and lemmas. Let Hg, for 8 < «, denote the model

(H(\),€,8,8,F.D.((P,,<,1) | 7 < 8)),

where \ is “some large enough” cardinal, for example (3,,)", and H()\) is the
set of all sets hereditary of cardinality < A. The expansion of the model Hpg
with new constant symbols “X7, Xo,...” is denoted by Hg(X1, Xo,...).

A condition p in Pg has height €, where 8 < o and € < wy, if for every v €
dom(p), plv IFy dom(p(y)) = €. We say that p is of height < € when p[vy Iy
dom(p(y)) < e. The notion p is of height > € is defined analogously. These
notions are from [She81a].

If X is a set of pairwise compatible conditions in P,, the “composition” of these
conditions, in symbols [ |,,c ) p, is the function f with dom(f) = |,y dom(p)
and for each 8 € dom(f), f(f) is a Ps-name such that

LKp(0) | pe X} if =0

ks f(B) = {U{p(ﬁ) | p€ X} otherwise.

Observe that f is not necessarily a condition in P, (as we pointed out earlier, by
this we mean that not even the extended function fU{(5,1) | 8 € a~dom(f)}
is a condition in P,).

Lemma 3.2

a) Suppose < a, (p, | n <w) is a descending chain of conditions in Pg,
6 < wy is a limit ordinal not in S, and (0, | n < w) is an increasing
sequence of ordinals with limit 6. Suppose also that for all v < j3,

i) there are infinitely many m < w for which ppy [y I, dom(pm(y)) >
O, and
ii) there are infinitely many n < w such that p, |7y Iy dom(p,(y)) < 6.

Then q = | |
has height 0.

new Pn 18 a condition in Pg, q < p, for every n < w, and q

b) For all B < a, p € Pg, and € < wy there are ¢ < p in Pg and § < wy such
that € < 0 and q has height 6.

Proof. The idea of the proof is similar to [She77, Lemma 1.5].

a) We prove the claim by induction on § < a. If § = 1 then g € P, € V,
and clearly the other properties hold too. Suppose 8 > 1 and for every v < 3,
qlv € Py, qly < pulvy for all n < w, and ¢[v has height 0. If 3 is a limit ordinal
then the claim holds directly by the definition of P3 and height. Note that
dom(q) is countable even if 8 has cofinality > w since dom(q) is a countable
union of countable sets.

14
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Suppose =~ + 1 and v € dom(q) (if v € dom(gq) then the claim follows from
the induction hypothesis). By the definition of ¢, q[v Ik, U, <, Pn(7) = q(7).
By (a.ii) and (a.i), ¢[y forces that dom(q(v)) = U 0, = 6. Since 6 ¢ S and

qlvy ”_'y pn(')’) € Q'ya

qly -, ¢ U pn(7) = q(7) uniformizes a” 16 + 17.

n<w

m<w

Consequently, ¢ € P3, ¢ < p, for all n < w, and ¢ has height 6.

b) Again we work by induction on f < a. If p € P, and 0 € dom(p) then
any extension ¢ € Py of p for which dom(q(0)) > e suffices to prove the claim.
Suppose 3 = v + 1, v € dom(p), and as the induction hypothesis, r < p[vy is
a condition in P, having height 8(> €). Since ply >, r I, (p(v) € @7) we get
by Lemma 2.3(a) that r forces

there is z € @7 for which z EQW p(y) and dom(z) > 6.

By the Maximal Principle there is a P,-name f satisfying the formula above

and moreover, we may assume 7 I, dom(f) = 6. Define a condition ¢ € Pg by
qly =r and ¢q(v) = f. Then ¢ has height 6.

Suppose that § is a limit ordinal, and for all p’ € Pg, v < 3, and € < w; there
is a condition r in P, satisfying r < p/[y and r has height ' > €¢/. We assume
that the supremum of dom(p) is  (otherwise the claim follows by the induction
hypothesis). We define by induction on n < w a descending chain (g, | n < w)
of conditions in Pg such that ¢ = | |, _, ¢, will be a condition in Pg and ¢ has
height 6(> e).

Let (7, | n < w) be an increasing sequence of ordinals with limit 8 (8 =
sup(dom(p)) must be of cofinality w). Note that the set of all § < wq, for which

there is a countable elementary submodel M of Hg(p, yn),,.,, such that
MNw; =0,

is closed and unbounded in w;. Because S is bistationary in w; we can choose
a countable elementary submodel M of the model Hz(p, vn),, <4 for which MnN
wr=60>ecand 0 ¢ S. Let (¢, | n < w) be an increasing sequence of ordinals
with limit 6 (e, € M for every n < w). The model M satisfies our induction
hypothesis and p, vo € M, thus there is a condition 79 < p[vg in P,, "M having
height greater than e¢y. We define gy to be ro U p (which really is a condition
in Pg N M). Similarly, when the condition ¢, € Pz N M is defined we can
find a condition g,41 € Pg N M such that g,1 <g ¢, and the initial segment
Gn+1[7n+1 has height greater than €,4+1. So (a.i) holds for (¢, | » < w) and
(€n | m < w). Since the conditions ¢,, n < w, are in M and M Nw; = 6,
also (a.ii) is satisfied. It follows from (a) that ¢ = | |,_,, ¢» is a condition in Pg
having height 0(> ¢). W32

Now we are ready to show that P, is Nj-distributive (see the next lemma).
Hence it will follow that N; is not collapsed and for every P,-generic sets G,
over V,if X € Vand V|Go] = (f : p — X and p < wy), then f is already in
V.
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Lemma 3.3 If E,, n <w, are dense and open subsets of Py, then (), ., En is
dense.

Proof. Let M be a countable elementary submodel of Ho (p, En),,,, for which
MNuwy =€ € w and € € S (for the existence of such model, see the proof
of Lemma 3.2(b)). Fix an increasing sequence (¢, | n < w) of ordinals with
limit e. We define by induction on n < w conditions ¢, € P, such that for each
n<w,

In € En,

qn is of height> ¢,

gn > qn+1-

Since M is an elementary submodel, Fy N M is a dense subset of P, N M. So
there is a condition r € Ey N M stronger than p. We let ¢y be some extension
of r having a height greater than €¢y;. This is possible since ¢y is in M, and
M is an elementary submodel of H(p, Ey),,,, Which satisfies Lemma 3.2(b).
Moreover, gy is in Ey since Ey N M is an open subset of P, N M. Similarly,
if g, € P, N M is already defined we can find ¢,4+1 € P, N M satisfying the
properties given above.

As in the proof of Lemma 3.2(b), ¢ = | |,,, gn really is a condition in P,. Now
q < g, for each n < w, and since E,, n < w, are open sets, it follows that

q € Npew En- [ |

From the preceding lemma it follows that for all & < we and p € P, there is
q < p in P, satisfying the following property: for every 5 < «, ¢ decides the
value of ¢(8) (proof of this fact can be made using the same kind of induction as
the proof of Lemma 3.2(b)). Hence, from now on, the reader can think, if he or
she wants, that all conditions in P, are “real” functions from « into <“'F', not
only “normal” conditions with names for sequences. Especially, this thought
might me helpful during the first reading of Lemma 3.8 below. But we shall
use the following conventions. We write dom(p(3)) = €, where p € P,, a < wo,
B € dom(p) \ {0}, and € € wy, when p is a condition which satisfies p[3 IFg
dom(p)(8) = e. Similarly, we write £ € dom(p(B)) if pIB Ik (€ € dom(p(B))),
and for ¢ € F' we write p(5)(§) = c if £ € dom(p(5)) and p[B IFg p(B)(&) = c.

We define g, for nonzero o < wo, to be the generic function determined by @a,
i.e., go is a P,yi-name satisfying

Fat1 Go = J{p(e) | p€ G}.
Then g, is a function in V[H] for any P,4i-generic set H since H contains
only compatible conditions. Note that in V[H], g, is the function with empty
domain iff Q, # Uf(a®).

Lemma 3.4

a) The forcing notion P is of cardinality Ra, and it satisfies Ra-c.c.

b) P does not add new countable sequences.
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c) For every P-generic set G over V, V[G] satisfies GCH and ((Ra)Y = Ry)
for all ordinals a.

d) For all nonzero a < wy and Pyy1-generic sets Goq1 over V., V[Gat1] E
a® € (b) + Unif.

e) For every P-generic set G over V, V|G| |= card(Col/Unif) < card(F).

Proof. Even though all the properties are standard we sketch proofs for them.
a) The claim follows directly by the property (1) on page 13 and Fact 2.4(a).

b) If we assume that there is a new subset of w in V[G], where G is a P-
generic set over V', then by the Ng-c.c. property of P and Fact 2.4(b) we can
choose av < wy such that the new subset is already in V[G,]. This contradicts
Lemma 3.3.

¢) The generalized continuum hypothesis is preserved by (a), (b), and by the
following well-known fact :

if card(P) < Wo, P has Na-c.c., 2% = Ny, ) is an uncountable cardinal,
and 6 = (oMY, then IFp 2* < 6.

By (a) the ordinals X", a > 2, are cardinals in the generic extension. Since
by (b), N,V is not collapsed, the claim follows.

d) Let Go41 be a P,yi-generic set over V. If (Q, = {1}) holds in V[G,] then
by Definition 3.1 V[G,] | a® € (b) 4+ Unif. Since V[Ga+1] 2 V[G,], the latter
formula is also satisfied in V[Gq41].

Suppose (Qa = Uf(a"‘)) holds in V[G,]. By Lemma 2.3(a) for each £ < w; the
generic set Go41 contains a condition p for which pla Ik £ € dom(p()). Thus
dom(ga) = w1 in V[Gay1). Let f, be a shorthand for intg, ,, (p(cr)). Then f,
uniformizes a®[(dom(f,)+1) in V[Gqa41]. Consequently, go = U{fp | p € G}
uniformizes a® in V[Gqat1]. So V[Gat1] E a® € (b) + Unif.

e) Assume the claim fails. Since card((b)r) < card(F), let G be a P-generic
set over V and d a colouring in V[G] for which d ¢ (b) + Unif. Since P has
No-c.c. and IFp (Card(d) < d)g) there must be, by Fact 2.4(b), 8 < wy such
that d € V[Gs]. By the definition of the forcing P and Fact 2.4(c), ({7 |
v < we} = Col) holds in V[Gg]. So there is v < wp with V[Gg] = d = 7.
By Definition 3.1 and since the bookkeeping function 7 is surjective, there is
o < wy such that (a® = ¢?7) holds in V[G,]. Then by (d), V[Gay1] satisfies
a® € (b) + Unif. Since V[Gq + 1] C V[G], (7 = a* = d € (b) + Unif) holds
in V[G] contrary to our initial assumption. [ |

Remark. It can be seen from the constructions in Subsection 3.2 below that P

is a proper forcing notion [She82b, Theorem 2.8(1) on page 86]. But this fact
does not, however, help with the main problem of Subsection 3.2.
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3.2 The Generic Colouring is Nonuniform

The main problem left after Lemma 3.4 is that maybe the size of Col/Unif is
smaller than the size of F' in the generic extension. Since card(Col/Unif) <
card(F') implies Col = Unif, we may, equivalently, suspect that the generic
colouring b is uniform in the generic extension. As a preliminary lemma we
want to show that the generic colouring b is initially nonuniform, but first we
have to prove the following auxiliary lemma.

Lemma 3.5

a) Suppose p € P, a < wsq, 6 € S, and dom(p(0)) < §. If § is a ladder on
0, and € is an w-sequence of elements in I, then there is ¢ < p satisfying

dom(q) = dom(p) U {0},
pl(a~{0}) = gl(a {0}),
qlFo @(6) =y and b(d) = ¢.

b) Suppose p € Py, a < wo, A is a finite subset of o~ {0}, (cg | B € A) is
a sequence of elements in F, and (yg | 5 € A) is a sequence of elements
in Vec such that supp(yz) € dom(p(B)). Then there is a condition s < p
in P, satisfying for all € A that

either (3 is s-trivial or s(5)(ysz) = cs.
Furthermore, if for each B € A,

(A) pIB ks Qs = Ut(@?),
then we can also ensure that
dom(s) = dom(p) U A,

plla~A) =sl(a~ A),
dom(s(8)) = max(supp(ys)) + 1.

Proof. This proof is essentially the same as the proof of [She77, Lemma 1.5].

a) Define r € Qo to be any extension of p(0) which satisfies r[1](§) = y and
r[2](6) = ¢. Then ¢ defined by dom(q) = {0} and ¢(0) = r is a condition in P;.
Moreover, ¢ <; p[1 and thus the condition ¢ U p is as required in the lemma.

b) It suffices to prove the lemma when A is a singleton {3}, since the result for
larger sets follows by induction, of course different induction depending on (A).

If (A) holds then define ¢ = p, otherwise let ¢ < p in P, be such that either
(B is g¢-trivial or g[8 forces @5 to be nontrivial. If 8 is ¢-trivial then s = ¢
is as wanted. Otherwise, assume ¢[3 forces @5 to be nontrivial. Let 8 be
max(supp(yg)). By Lemma 2.3(a) (as in the proof of Lemma 3.2(b)) there is a
Pg-name f for which

185 f € Qp.q(B) C fand 6 C dom(f).
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Define g to be a Pg-name for a function such that ¢[3 IFg (dom(g) = 0+1, f[& =
g0, and g(yz) = cg). Then

q!B I3 g uniformizes a’1o + 2.

Thus ¢[S forces both (g € @5) and (§ EQB q(ﬁ)), and we can define a condition
r € Psuy by dom(r) = (dom(q) N 8) U {8}, qIB = r[B, and r(8) = §. Then
r <g+1 q[S+1, and hence s = rLig is a condition in P, satisfying the properties
required. BN

Lemma 3.6 The generic colouring b satisfies |1 b ¢ Uni.

Proof. Suppose, contrary to the claim, that there is a condition p € P, and P;-
name h for a function from w; into F such that p forces h(&) ~ b. Let M be a
countable elementary submodel of H; (p, k) such that MNw is an ordinal § € S
(such M exists by a same kind of argument as in the proof of Lemma 3.2(b)).
Choose two increasing sequences (€, | n < w) and (£, | n < w) of ordinals
with limit 4. We define by induction on n < w conditions g, € P, N M and
elements d, € F' (F = F N M since F is finite).

Let r € P N M be such that » < p and ¢y < dom(r). We define ¢ € P N M
to be an extension of r which decides the value of il(f()), say dyp € F' and
qo k1 ﬁ(fo) = dy. Similarly, if we assume that ¢, and d, are already defined,
we let gn+1 € PN M and d,4+1 be such that €,41 < dom(gp+1) and g1 IF1
h(&ns1) = dpnya.

Since ¢, € M, dom(g,(0)) < ¢ holds for every n < w. As pointed out many
times before, ¢ = ||, ¢n is a condition in P; which does not yet decide the
values of &(d) or b(J). These properties together with Lemma 3.5(a) and the
fact that (z¢, | n < w) is aladder on § ensure that there is r < ¢ in P; satisfying
for each n < w that r I-y Z5, = ¢, and gg’n = d, + 1. This contradicts the
fact that 7 < p and p Iby (h(&(5)) ~ b(J)), since for all n < w,

rley B(&sp) = h(€n) = dn # dy + 1 = bg,,.

Note that it follows from Lemma 2.3(b) and Lemma 3.6 that after forcing with
the first step P the set S is still stationary in w;. An analogous situation
also concerns the forthcoming proof of the theorem: we shall show that b is
nonuniform after forcing with the whole iteration P, thus the set S must remain
stationary in wy (recall that cardinals are preserved by Lemma 3.4(c)).

To prove the theorem it suffices to show that the following holds,
IFp “b is nonuniform”.

Assume, contrary to this claim, that there exists a P-generic set G over V
and in the generic extension V|G| a uniformizing function h : w; — F' for the

colouring b = intg(b). Since card(h) < Wy we can choose, by Lemma 3.4(a)
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and Fact 2.4(b), the minimal ordinal a* < wy such that & is already in V]G]
(@ > 2 by Lemma 3.6). For the rest of this section, i.e., for the rest of the
proof of Theorem 2, let h be a P,«-name, and p* € P,« be a condition such
that

(2) p* ko« “h uniformizes b”.

By assuming this we are aiming at a contradiction. Note that G is not fixed.
To shorten our notation, we abbreviate the set {p € Py~ | p <o+ p*} by P*.
Purely for technical reasons we assume 0 € dom(p*).

Although the proof of Lemma 3.6 was simple, it has already revealed the main
idea of the forthcoming proof. Namely, we want to contradict (2) by finding an
index 0* € S and a condition 7 in P* which forces h(&(5*)) % b(6*). The next
lemma indicates that this is not a trivial task.

Lemma 3.7 IfY is an unbounded subset of Vec and d is an element in F, then
there is no single condition p € P* which forces (h(y) #* d) for everyy €Y.

Proof. Assume such an unbounded set Y and a condition p € P* exist. Let M
be a countable elementary submodel of H,«(p,Y") such that M Nw; =46 € S.
Since M is an elementary submodel, ¥ N M must be unbounded in §. Fix a
ladder (y, | n < w) on ¢ such that y, € YN M for all n < w. Since p € M and
MnNw; =46, dom(p(0)) < §. By Lemma 3.5(a) there is ¢ < p in P* satisfying
for all n < w, B
q o @5 = yn and bs,, = d.
Since ¢ < p, q forces ( (Tsm) # E@n), for all n < w. This contradicts ¢ < p*

and p* forces h(z(8)) ~ b(0). [

Because there is no single condition which decides enough about h we shall use
a descending chain (p, | n < w) of conditions and a lower bound r of the chain.
Since P,, for 2 < a < o, are not Ni-closed, it is not easy to find suitable chain
and bound. The following lemma, together with Lemma 3.11 and Lemma 3.12,
solves this problem. The idea behind the following 3.8, 3.9, 3.10, and 3.11 is
similar to the constructions in the proof of [She77, Theorem 1.1].

Before the lemmas we fix some notation. Suppose a function f is | |, _,, px where
(pr | k < w) is a descending chain of conditions in P*. Such a function f is
said to be a countable union of conditions in P*, and as in Lemma 3.2, f has
height €, where € < wq, if

for each k < w, pg is of height < ¢, and

for all @ € dom(f) and 0 < ¢, there is k < w such that a € dom(py) and
pg is of height > 6.

For all a < o, £ < wy, and ¢ € F, we write f(a)(§) = ¢, when there is n < w
such that p,(a)(§) = c. Soif g = (y, | » < w) is a sequence of elements in
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Vec, a = (a, | n < w) is a sequence of elements in F', and o € dom(f) then
f(a)(y) = a means that

{n <w |there is k < w such that pylalFa pr(a)(yn) = an} € D.

We write f C p, where p € P, and o < o*, if dom(f) C dom(p) and for each
B € dom(f) the condition p[/ forces f(8) C p(/3). Note that if @ € dom(f) then
there is n < w such that a € dom(p,) and p,[a Ky pp(a) = 1. Tt follows that
ol forces Q) to be nontrivial, and hence « is not p,,-trivial for any m < w.

Let 0* be an ordinal satisfying dom(p*(0)) < §* € S and A* a nonempty and
countable subset of a* \ {0}. Suppose {0} U A* is enumerated by {a; | i <i*},
where 2 <i* <wjand 0 =ap < o; < aj forall 0 <@ < j <i*.

Lemma 3.8 Suppose that y = (y, | n < w) is a ladder on §* and for each
u 1t — YF there exists a mapping f, satisfying the following properties:

a) fu is a countable union of conditions in P*, dom(f,) C {0} U A*, and f,
has height 6*;

b) for all u,v :i* — “F and i < ¥, if uli = vli then f,la; = fylai;
c) for every nonzero i < i*, if a; € dom(fy,) then fi(a;)(y) =~ u(i).

Then there is u : i* — “F and a condition v € P* such that f, Cr, i.e., T is a
lower bound for the conditions which form f,. Moreover, r forces ( (5*) = ’)

and (Eg*m #0) for every n < w.
Proof. The proof below is directly based on [She77, Lemma 1.7].

First of all we define for each u : ¢* — “F a condition r§ € P; as follows. By

(a) fu is a union of conditions and dom(f,(0)) = §*. Hence, by the definition

of Qo, fular = full is a condition in P; (dom(f,la1) = {ao} = {0}).
Lemma 3.5(a) there is a condition r§ <; f,[1 in P; for which

(A) ry k1 &(0%) = g and fl;(;*,n =1,for all n < w.

Since f, is a union of conditions stronger than p*, r§ <; p*[1. Clearly, f, o1 C
rg. Note that for all u,v : i* — “F if u[l = v[1 then f,[1 = f,[1, by (b).
Hence we may assume 7§ = r{ for all u,v satisfying u[1 = v[1.

For technical reasons we define a;» to be a=_1) + 1 if i is a successor ordinal
and sup{a; | i < i*} otherwise. We prove by induction on k& < ¢* the following
extension property for all 1 < j < k <i*:

ifu:i" —“F and p € Py, satisty
pll <y rg and fula; C p,
then there are v : i* — “F and r € P,, such that

ulj =vlj,rley <a; p,and fylag Cr.
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Suppose first that 1 < j < k < ¢*, k is a successor ordinal, and v : i* — “F
and p € P, are as required above. Observe that this includes the case j = 1
and k = 7+ 1 = 2. We may assume k = j 4+ 1 since otherwise there are,
by the induction hypothesis, ' extending u and p’ such that u[j = «'j and
fu lag—1 C p'. Tt suffices to prove the claim for such «’ and p'.

If aj ¢ dom(f,) then v = u and r = p satisfy the claim. Assume a; € dom(fy).
Let ¢ <pin F,; and a sequence d € “F be such that

(B) g o, @ (5%) = d.

Note that by Lemma 3.3, d is in V. Define a function v : i* — “F for all i < i*

by
v(z’):{ .

u(i) otherwise.

Since v[j = ulj, it follows from (b) that f,[a; = fulo; € p > q. Let (pp, |
m < w) be a descending chain of conditions exemplifying that f, is union of
conditions in P* and f, has height 6*. Then pp,[a; >4, g for every m < w, and
furthermore, for each § € SN d* there is m < w such that

pmljIFa; foleg)(@(6)) = pm(e)(2(9)) ~ a (9).

By (c) and since q <q; pm [y the set {n <w | fo(a;)(yn) = v(j)(n)} is in D.
This together with ¢[1 <; r{, (A), and (B) imply that

¢k, folag)(@(67) = fuolay) (@) = v(j) = d = a® (5).

We define r to be ¢ U {(e;, fu(a;))}. Then r is a condition in P,, satisfying
rlaj =q <a; pand fylag Cr.

The second case is that k < ¢* is a limit ordinal. Suppose 1 < j < k and u,
p satisfy the assumptions of the extension property. Our induction hypothesis
is that the extension property holds for all ¥ < k. Let M be a countable
elementary submodel of

Ha*(é*,i*,(ozi | i <), pou, (P | w:i* — “F), (fu | w:i*—>wF)),

such that MNw; =60 € w1~ S. We let (0, | n < w) be an increasing sequence
of ordinals with limit 6, and (j, | n < w) be an increasing sequence of ordinals
with limit &k, where jo = j. Note that each j, is in M since i* < w; and MNw;
is an ordinal.

We define by induction on n < w conditions ¢, € P, N M and functions
Uy 2 7F — “F in M as follows. Let ug be v and ¢¢ € Pajo N M be an extension
of p having height greater than y. This is possible by Lemma 3.2(b).

Suppose u, € M and g, € P,; NM are already defined. Suppose also that g,
has height greater than 0, ¢,[1 <1 ry™, fu,[®j, C qn, and up[jm = Um [jm for
every m < n. Since M is an elementary submodel, our induction hypothesis
holds in M. Hence there are in M a function u,,; and 7’ in Pajn+1 with
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Unt11dn = Unljn, 710, <aj, ns and fy, . log,,, C r’. We define ¢,11 in
Poéjn+1 N M to be an extension of v’ having height greater than 6,,;. Again,
this is possible by Lemma 3.2(b).
Now g, 11, <aj, Gn and Un41[jn = unljn for all n < w. We define r to be
Ll @n- This is a condition in P,, by Lemma 3.2(a). We define a function
v:i* — “F for all i <¢* by
(0) {um(z) if i < k,where m = min{n < w | i < jn};
v(i) =

u(i)  otherwise.

Then directly by their definition and (b), r and v satisfy

fv“”:: LJ ﬁmraﬁlg LJ gn = T.

n<w n<w

| _E¥

Consequently, there is a lower bound for a certain descending chain of conditions
if the functions f,, u : i* — “F, satisfying the requirements of the preceding
lemma exist (remember, f, is a union of conditions but not necessarily a condi-
tion itself). We shall find those functions as unions of conditions in special kinds
of trees. We again need some more notation. Let A = (4,, | m < w) be a chain
of finite subsets of the set A* such that A,, = A* for all m < w if A* is finite,
and otherwise A is increasing and A* = J,,,.,, Am. Such a chain A is called a
filtration of A*. The disjoint union (J,,,, A; x {l}, for m < w, is abbreviated by
Agm. For m <w, Agy Nais a shorthand for the set (e, (AN a) x {I}, and
for a function n having the domain A, nl«a is a shorthand for the restriction

nl(Agn Na).
Definition 3.9 Suppose m < w. We set
Ind(Ac) ={n | n is a function from Ao, into F'}.

An Ay, -condition tree T' is a mapping from Ind(Ac,,) into P* with the property
that for all n,v € Ind(Ac,) and o € Ay,

nla = via implies T(n)[a = T(v) .

Sometimes we abbreviate T'(n) by T;,.

Suppose n < m < w. An Agp-condition tree T is stronger than an Ap-
condition tree R, in symbols T < R, if for each n € Ind(A<y), T(n) <a=
f“ﬁFAgn)

An Ay -condition tree T is of height > €, € < wi, if all the conditions in T are
of height > €. The notion “T has height < €” is defined analogously.

Definition 3.10 Suppose A is a filtration of A*, § is a ladder on §*, and € is
an increasing sequence of ordinals with limit §*. An (€ 1%)-tree system on A is
a family T = (T™ | m < w) of functions fulfilling the following requirements
for each m < w:
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a) T™ is an Ay -condition tree;
b) for all n € Ind(A<m), dom(T3") C {0} U A* (where A* =, ., Am);

c) for all n € Ind(Agy) and a € Ay, a is T;"-trivial or T (a)(ym) =
(e, m);

d) T™ is of height > €, and < §*( = sup€);

e) Tm > Tm+1.

Recall that we assume a € dom(7;") and T [« IFo supp(ym) C dom(7)" ()
when we write T () (ym) = n(a, m).

Lemma 3.11 For each (€, 3)-tree system T on A there are indices n™ € Ind(A<y,),
m < w, such that (T™ (™) | m < w) is a descending chain of conditions hav-
ing a lower bound r € P*. Moreover, r forces (53((5*) = g) and for all n < w,

b&*,n 7& 0.
Proof. The idea of the following proof is similar to [She77, Lemma 1.8]. Recall
that {«; | i < i*} is an increasing enumeration of {0} U A*.
For all m < w and u : i* — “F we define the index 7/ € Ind(A,,) by setting
for all (a,n) € A,

' (o, n) = u(i)(n),

where ¢ < i* is the index with a = «;. We set

fu= L] 7).

m<w

Now, if f, was as required in Lemma 3.8 and T™(n™) > T™+!(n™*+1) for every
m < w, then it would follow, by the same lemma, that there is some u and
r € P* such that f, C r and r forces (£(6*) = ) and (Eg*m #0) for all n < w.
By the definition of f,, » would be a lower bound of the descending chain
(T™(m") | m < w) of conditions. So to prove the claim it suffices to check that
the conditions 7" (n;'), m < w, form a descending chain of conditions and f,
satisfies the properties wanted in Lemma 3.8.

(a) The function f, is well-defined since for all 7 and n such that (a;,n) € Ao,

M (ai,n) = u(i)(n) = nj ™ (ai, n),

ie., " = ™AL, and so by Definition 3.10(e), T™(n™) > T™F (nmt1).
For each u : i* — “F, dom(f,) C {0} U A* by Definition 3.10(b), and f, has
height §* by Definition 3.10(d).

(b) Suppose u,v : i* — “F, 0 < i < ", and u[i = v[i. For all m < w and
(a,n) € Agm Ny, o must be a; for some j < i since o < ¢, and furthermore,

1y (g, m) = u(j)(n) = v(5)(n) = ny' (e, n).
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Thus for each m < w, n*[a; = 0" [e;, and by Definition 3.10(a), T (n)") [ov; =
T™(n*) ;. Consequently, for all 5 € dom(f,) N a; = dom(f,) N ay,

s fu(8) = |J T (B8) = | T (i) (B) = fu(B),

m<w m<w
and we may assume f,(3) is the same name as f,(3), i.e., fula; = fula;.

(c) Let u : i* — “F and ¢ < ¢* be such that o; € dom(f,). Then «; is not
T™(n))-trivial for any m < w. Let n < w be such that a; € A,,. Then for each
m >n, a; € A, and by Definition 3.10(c),

fuloi)(ym) = T™ (") () (ym)
= Uﬂn(aiam)

W31

Now the main problem to be solved is the existence of a tree system where each
condition tree decides enough information about the uniformizing function h.

Lemma 3.12 There exist a countable subset A* of o* ~ {0}, a filtration A of
A* 0" € S, an increasing sequence € of ordinals with limit 0%, a ladder § on &%,
and an (€,7)-tree system T on A such that for all m < w and n € Ind(Acy,),
T lkas B(ym) = 0.

We get the desired contradiction using the tree system given by the preceding
lemma together with Lemma 3.11. Namely, a lower bound r € P* given by
Lemma 3.11 satisfies

7 lFor &g = ym and by, # 0, for all m < w.

On the other hand, Lemma 3.12 ensures that the lower bound r also satisfies
the following condition:

r ko h(ym) = 0, for all m < w.

It follows that r <,- p*, 0* € S, and r Iy~ (ﬁ(ﬁz(é*)) % 5(5*)) contrary to
our assumption (2) on page 20. So, to prove Theorem 2 it suffices to show that
Lemma 3.12 holds. To achieve this goal we have to analyze the relation between
the values of conditions and the value of & in detail. Therefore we shall delay
the proof of Lemma 3.12 until the end of this subsection.

The following is a strengthening of Lemma 3.7.
Lemma 3.13 Suppose a < a*, d € F, Y 1is an unbounded subset of Vec,

p € P*, and H is a P,-generic set over V containing p{a. Then there is an
unbounded subset Z of Y and for every z € Z a condition q° € P* satisfying

q* <a* D,
¢’la € H,
¢ ko h(z) = d.
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Proof. Suppose the lemma fails, and fix a, p,d, Y, and H. Recall what Fact 2.5
asserts and note that in V[H]| the condition p belongs to P, +. Consider the
set Y and p in V[H]. By our assumption, for all unbounded Z C Y there must
be some z € Z such that

for all s € P¥,if sla € H and s <o+ p then s W o~ h(z) = d.
Directly by Fact 2.5(b), the following holds in V[H],
for all r € Py o+, if 7 <q o+ p then r g o= ﬁ(z) =d.

Hence, for all sets Zy = {y €Y | 6< min(supp(y))}, where 6 < w1, there is
29 € Zg such that in V[H], for every r <, o p in P, o+ there is a condition
t <aar T in Page for which t kg o h(zg) # d. This means that in V[H] the
collection of those conditions which forces (h(zg) # d) is dense below p in the
sense of Py . Thus in V[H], plFaa+ (h(ze) # d) for all § < w;. By Fact 2.5(b)
there is s <4+ p in P* forcing (h(zg) # d), for all § < w;. This contradicts
Lemma 3.7. |

Definition 3.14 For all nonzero a < o* and p € P* we define Pos,(p) to be
the set of tuples (co, do,c1,d1) € F* satisfying the following requirement. There
is an unbounded subset Y of Vec, and for each y € Y conditions q! < p in
P*, 1 =0,1, such that

a) ¢la=q]la;

b) either « is both gf-trivial and g} -trivial, or otherwise ¢} (a)(y) = ¢ for
both i =0 and1;

c) ¢! IFox h(y) = d; for both i =0 and 1.
In the following lemma, the property (c) will be the principal one later on.

Lemma 3.15

a) If p € P* and nonzero a < a* are such that there is q <q» p in P* for
which « is q-trivial, then (c,dy,c,d1) € Posy(p) for all ¢,dy,d; € F'.

b) If a < a* nonzero, p € P*, and (cy,d, c1,d) € Posy(p), where ¢y # ¢1,d €
F, then there are c,dy # di € F such that (c,dy,c,dy) € Posy(p).

c) For all p € P* and nonzero a < o, there are ¢,dy # dy € F such that
(c,do,c,dy) € Posy(p).

Proof. a) Let H be a P,-generic set over V containing ¢[«. By Lemma 3.13
there are an unbounded subset Y of Vec and conditions (¢f | y € Y) in P*
such that for every y € Y,

4 <4q,
qg[aEH,

@ o= h(y) = do.
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By the same lemma there are an unbounded subset Z of Y and conditions
(¢ | y € Z) in P* such that

4 <4q,
qilo € H,
4} lFax h(y) = di.

By Fact 2.6 there are, for y € Z and i = 0,1, v/ < ¢/ in P* such that r{]a =
r{la. Then for all ¢ € F, the unbounded subset Z of Vec and the conditions
(r! | i =0,1and y € Z) exemplify that (c,dy,c,d1) € Posa(q) C Posa(p).
Observe that « is r/-trivial for i = 0, 1.

For the rest of the proof, we can restrict ourselves to the case that pla forces
Q. to be nontrivial by (a).

b) Suppose an unbounded subset Y of Vec and conditions ¢f,¢/ <pfory €Y
exemplify that (co,d,c1,d) € Pos,(p). By the nontriviality of o we assume that
fori=0,1and y €Y,
@l = qf la,
( )( y) =
«h

()d

Consider some y € Y and ¢J. Let H be a P,-generic set over V such that
gola = g{la € H. By Lemma 3.13 there must be an unbounded subset Z§
of Vec satisfying for all z € Z§ that max(supp(y)) < min(supp(z)) and there
is 7§ € P* such that r§* < ¢f, r¥*la € H, and 7§* o+ h(2) = 0. Since
Z§ is unbounded, we can use the same lemma again. Hence there must be
some z¥ € ZY and a condition rl’zy < ¢¥ in P* such that rl’zy [ € H, and
Y2 | h(z¥) = 1. By Fact 2.6 there are in P* conditions s¥ < r/*" for
i = 0,1 such that sfla = s{|a.

By Lemma 3.5(b), we may assume that dom(z¥) C dom(s!(«)) for both i =
0 and 1. Since F' is countable and Y is uncountable, there is an unbounded
subset Z of Y and (ag,a1) € F? such that the pair (s§(a)(z¥),s¥(a)(zY)) is
(ap, ay) for every y € Z.

Define ey = a1 —ag and e; = ¢g — ¢1. Since ¢y # ¢1, €1 is not 0 (ep might be 0).
Now, for all i = 0,1 and y € Z the following hold

S?(a)(eoy + elzy) = egc; + e1a4,

Y kg ﬁ(egy +e12Y) = eod + eqi.

Consequently, the unbounded subset {(epy + e12Y) | y € Z} of Vec and the
conditions s¥, for ¢ = 0,1 and y € Z, exemplify that (c,do,c,di) € Posa(p),
where ¢ = egcp + e1ap (= eper + e1a1), dp = epd + €10, and di = epd + e11.
Clearly, dy # d;.

c¢) We may assume that pla decides the value of dom(p(«)). Suppose, con-
trary to the claim, that there are no elements c¢,dy # dy in F such that
(¢,do,c,d1) € Posa(p). By (b) this implies that there are no ¢y # ¢1,d € F
satisfying (co,d, c1,d) € Pos(p) either.
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Let H be a P,-generic set over V such that pla € H. Define Posg(p) to be the
set of all (¢, ¢,d) € w; x F' x F such that there is ¢ € P* satisfying the following
requirements:

q <a* D

qla € H,

q(a)(§) = ¢,

q ko (&) =d.
It is easy to see, using Fact 2.5, that for all £ < wy satisfying £ ¢ dom(p(«)), and
¢ € F, there is d € F such that (£, ¢,d) € Posg(p). Namely, by Lemma 3.5(b)
there is ¢ < p for which ¢(«)(§) = ¢ and gJa = pla € H. Since qla € H, and
q ko (h: @1 — F), the following holds in V[H] by Fact 2.5(a): there are r < ¢
in P, o+ and d € F for which 7 oo+ h(€) = d. By Fact 2.5(b) there is s < r in
P* satisfying s|a € H and s I B({) = d. So, s exemplifies (¢, ¢,d) € Posg(p).

Another easy property is that if there is an unbounded subset I of w; and
¢o, c1,dp,d1 € F such that for every £ € I both (£, co,dp) and (€, c1,d;) are in
Posg(p), then (cg,do, c1,d1) is in Pos,(p). Namely, if for £ € I the conditions
qf < p, i = 0,1, exemplify that (§,¢;,d;) € Posg(p), then both qg o and qf [
belong to H. By Fact 2.6 there are rf < qf in P* for ¢ = 0,1 and & € I, such
that rg la = rf foe. The set {z¢ | £ € I} and the conditions rf, for i = 0,1 and
¢ € I, exemplify that (cg,dp, c1,d1) € Posy(p). Observe that these two simple
observations together imply that Pos,(p) is always nonempty.

It follows from our initial assumptions that we can fix g/ < w; such that the
definition
me(c) = diff (€, ¢,d) € Posg(p)

yields in V[H] an injective function m¢ : F — F' when p/ < § < wy. Since F is
finite each 7¢ is in fact a permutation of F'. From the definition of Posy(p) it
follows that p lFax (T¢(ga(€)) = h()) for all i/ <& < wy.

A function ¢ : F — F is a line if there are k,m € F' such that ¢(a) = ka +m
for all a € F' (k is the slope of the line).

Our proof of (c¢) will have the following structure.
1) First we assume that there are unboundedly many ¢ < w; such that ¢

is not a line. It will follow that there are ¢,dy # di € F such that
(¢,dp,c,dy) € Posy(p), contrary to our initial assumption.

2) We assume the converse of (1), i.e., we suppose p < wi is a limit such
that ¢/ < p and for every p < & < wy,

A) kg and mg are elements in F' such that m¢(a) = kea + mg holds for
13 3 I3 13 3
all a € F in V[H].

Since each ¢ is injective k¢ # 0 for every p < { < wi. Using this
assumption we shall make two more steps.

i) We show that
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there is no # < w; and e € F such that k¢ = e whenever

max{f,u} <& < wy.
Observe that this is the only part of the proof of the theorem where

the condition (a® ¢ (b) + Unif) in Definition 3.1 is essential, i.e.,
that we do not “kill” colourings which are too “close” to the generic
colouring b.

ii) The last case is that for all £ > p there is ( > £ such that k¢ # k¢,
i.e., the slopes of lines ¢, m¢ are different. This will yield that there
are ¢y # c1,d € F such that (co,d, c1,d) € Pos,(p), contrary to our
initial assumption.

1) We shall show that for each 6 < w; there are y? € Vec, conditions ¢?, 7% < p
in P*, and elements ¢?,d? # ¢? in F such that min(supp(y?)) > @ and

¢’la=11a,

¢’(a)(y’) = & = r’(a)(y”),
q9 H_a* h(ye) = dev

7 1k h(y?) = €°

Since the choice of 6 will be arbitrary, it will follow that there are uncountable
I Cw; and ¢,d # e € F such that for every § € I, & = ¢, d? = d, and € = e.
Then the unbounded subset {y? | 6 € I} of Vec and conditions (¢, 7% | 6 € I)
will exemplify that (c,d, c,e) is in Posy(p), where d # e, contrary to our initial

assumption.

Let 8 < wp be given. Since there are uncountably many ¢ < w; for which
T¢ is not a line and only finitely many permutations of F, fix { < ¢( < wy
such that max{y/, 6, dom(p(«))} < & and m¢ = m¢ is not a line. Let 7 be the
function m¢ = m¢. Fix arbitrary a # by € F', and let 1y be the line satisfying
Yo(a) = m(a) and 1o(by) = m(by). Since 7 is not a line there is b; € F' for which
m(b1) # ¥o(b1). Let 1 be the line for which ¥ (a) = m(a) and 11 (b1) = 7(by).

By Lemma 3.5(b) and since p[a forces (@a = Uf(a®)), there is a condition

q® € P* such that

pla=¢’la,
¢’ <p,
¢’ (a)(€) = a=¢"(a)(Q).

By the same lemma again, there is v’ € P* such that

pla =r%la,
r? <p,
() (€) = by and r?(a)(¢) = by.

Hence ¢’ o = r? o € H. From the definition of m¢ and ¢ it follows that

¢’ ko h(€) = me(d’(@)(€)) = vo(a) and A(¢) = me(¢°(2)(C)) = ¥1(a)-

(A proof of this fact is a reasoning concerning I+ and Ik o+ similar to what
we have done many times earlier.) Analogously, r? satisfies 7¢ IF - (h(f) =

o (bo) and 1(¢) = 11 (b)).
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Define eg = by —a and e; = a — bg. Since a # by and a # by both ey and e; are
nonzero. Define y¥ = (eowe + e1x¢) and a? = ega + e1a (= egbg + e1b1). Then

qe(a)(ye) = epa+ era = a’ = egby + €161 = re(a)(ye).
Moreover,

¢ Ikar B(y?) = eoh(€) + e1h(C) = egtbo(a) + 1t (a),
and ) 3 }

% ko h(y?) = eoh(€) + e1h(C) = eotbo(bo) + extb1(by).
Define d’ = egio(a) + eyt (a) and € = egio(bo) + e191(by). Then d’ # €f
Namely, if they are equal then

eotho(a) + e1v1(a) = eotho(bo) + e1t1(b1)
implies
egk()(a — b()) = elkl (bl — a),

where ko and k; are the slopes of the lines ¢y and ; respectively (i.e., for
i = 0,1 we assume 1;(a’) = k;a’ + m; for all ' € F). But from the choice of
the lines ; it follows that kg # k1. Hence the preceding equation contradicts
our choice of ey and e;.

2.i) Suppose K is a P, +-generic set over V[H]| satisfying that p € K and for
the elements A = int K(ﬁ) and g, = intx(ga), where the names h and Ja are
given in Fact 2.5, the equations (h(£) = m¢(ga(€))) for all p < € < wy hold in
VIH][K].

A proof of (B) follows. Fix, contrary to the claim, § > u and e satisfying (B).
Define in V[H]| a function f:w; — F for all £ < w; by

o if e < 0;
16 = {7‘(’5(0) otherwise.

Then f satisfies in V[H] the following equation for all @ € F and 6 < £ < wy,
(&) = me(0) = me = (ea + mg) — ea = me(a) — ea.

Hence, independently of what g, is, the following equation holds in V[H][K]
for all 6 € S and for almost all n < w,

bsn, —e- ag, = hMxsn) — e ga(Tsn)
= (Decoet™ M) — e (TCecse™  gal6))
= Yeas (2" (A(&) - 9a(9)))
= Yees (" (me(9a(&) — €+ 9a(9)) )
= Yeosed" f(8),

where each x;, is assumed to be of the form ng eg’nxg.
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But f is already in V[H]. So, from Lemma 2.3(c) it follows that b ~ e-a®, and
hence, (a® € (b) + Unif) holds in V[H]. By Definition 3.1, intz(Qq) must be
{1}. Since pJa € H, this contradicts our initial assumption that p[« forces @a
to be nontrivial.

2.ii) If the size of F is 2, then for every pu < & < w; the value of k¢ must be
constantly 1 contradicting (B). Hence the lemma holds if F' is of size 2.

Now, card(F) > 2, (A) holds, and k¢ # 0 for all 4 < £ < w;. Analogously to
the case (1), to prove that there are ¢ # e,d € F for which (¢, d, e, d) € Poss(p),
it suffices to show for arbitrary # < w; the existence of 3? € Vec, and conditions

¢’, r? in P* satisfying

Let 6 < w; be given. Fix & > max{u,60,dom(p(c))} and ¢ > £ such that
ke # ke. Asin (1) fix ¢’ < p such that

qgf =rla € H,
¢ (@)(¢) =1and ¢’ () (¢) =1,
rf(a)(€) =2 and r?(a)(¢) = 2.

Define e = —k¢ and ec = ke. Then ecke + ecke = 0, and e¢ + e¢ # 0 since
ke # ke. If we let 3% be (egwe + ecac), then

¢"(0)(y") = ec - (@) (&) + ec - ¢ (@) (¢) = ee + e,

and B
¢’ ko h(y’) = ec- (ke +me) +ec - (ke +me)
= (eche + ecke) + (egme + egmy)
= (egme +ecmg).
By a similar reasoning r? satisfies

() (y?) 2(e¢ + e¢),
rlae h(y?) = 2(echke + eck¢) + (eeme + ecme) = (egme + ecmy).

Hence ¢/ = e¢ +ec(# 0), e = 2c(£ ), and d? = egme + e¢cme are the desired
elements of F'. W15

Now we can proceed with analyzing properties of condition trees. Recall that A
is a filtration of A*. Suppose m < w, T'is an A,,-condition tree, n € Ind(Agy,),
and p is a condition in P* such that p|y < T'(n)[v for v = max A,,. We define
a function T'[n/p] by setting for all v € Ind(A,,) that

oy if v =n;
Tln/pl(v) = {pmu UT(v) otherwise;
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where 3, = max{y € A, | vy =nlv}. Observe that for each v € Ind(A,),
T[n/p](v) is a condition in P* since p[B3, < 1,18, = T,[B,. Hence, T([n/p| is
an Ay,-condition tree and T'[n/p] < T.

Lemma 3.16 Suppose € < wy and T is an Agy,-condition tree. Then there is
an Acm-condition tree R <T of height > e.

Proof. Suppose {n; | i < k}, k < w, is an enumeration of Ind(A,,). We
define by induction on j < k, A,,-condition trees R’ as follows. Let R° be T.
Suppose j < k, R for all i < j are defined, and the conditions R’(n;), i < j,
are of height > e. By Lemma 3.2(b) there is p < R’(n;) in P* having height
greater than e. We define R7*! to be Ri[n;/p]. It follows that RF < T is an
Acm-condition tree of height > e. [

Definition 3.17 We fiz the following notation for each m < w:

Val(Ac,) = {7 | 7is a function from Ind(A,) into F'},
IInd(Ac,) = {nfla+1| ac A, andn € Ind(Acn)},
IVal(Aey) = {o | ois a function from IInd(Ay,) into F'}.

Let m < w and T be an Acp,-condition tree. For all y € Vec and (o,7) €
IVal(A,) x Val(Agy,) we write

Tly] = (o,7)
if for each n € Ind(Ay,), both of the requirements
for each o € Ay, either « is T,-trivial or T, (a)(y) = o(nfa + 1),

and

Ty ko h(y) = 7(n),

are satisfied. We define TPos(A<y,) to be the set of all (o,7) € IVal(Agy,) X
Val(Agy,) with the following property. For all Acy,-condition trees T there exist
an unbounded subsetY of Vec and for eachy € Y an Ay, -condition tree TY <T
satisfying TY]y] = (o, 7).

Suppose m < w and T is an Ap,-condition tree. We set

Dec(T) = {y€Vec | forallne€ Ind(Ay,)and o € Ay,
o is T,-trivial or supp(y) C dom(T())},

Dec(T) = {ye€Vec | forallneInd(A,)and a € Ay,
supp(y) € dom(T; ()},

Dec;(T) = {y€ Vec | foreachn € Ind(Ay,), )
T, decides the value of h(y)}.

For i =0,1, (0;, ) € IVal(Acy,) X Val(Agy,) and e; € F' we define the sum

eo - (00,70) +e1 - (01,71)
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to be the pair (o,7) € IVal(Ag,,) x Val(Agy,), where for all v € IInd(A.,,) and
n € Ind(Acp)

o(v) = ey -oo(v)+er-o1(v),

() = eo-7o(n)+ e Ti(n).

Lemma 3.18 Suppose m < w and T is an A<, -condition tree.

a) For every y € Vec there is an Acp-condition tree R < T for which y €
Dec(R) N Dec; (R).

b) For all y € Dec(T) and o € IVal(AL,,) there are an Ap,-condition tree
R < T and T € Val(Agy,) such that Ry] = (o, 7).

c) For every o € IVal(Ag,,), there is T € Val(Ag,,) such that (o,7) €
TPos(Acp,).

d) If (0i,7i) € TPos(Acm) and e; € F, fori=0,1, then 3 _,_q, e (0i,7) is
in TPos(Aqp).

Proof. a) Suppose Ind(Ac,,) = {n; | i < k}. Let R” be T. Assume A,,-
condition trees R’, i < j < k, are already defined.

(A) By Lemma 2.3(a) there is p < R?(n;) in P* for which supp(y) C dom(p(«))
for all & € A,,.

Assume g < p in P* decides the value of h(y), and define R7*! to be R7[n;/q].
Then y € Dec(R*) N Dec; (R*).

b) This is proved as (a). The only difference is that instead of (A) the following
is used:

by Lemma 3.5(b) there is p < R/(n;) in P* satisfying for each o € A,
that either « is p-trivial or otherwise p(a)(y) = o(n;la + 1).

Then the function 7 € Val(A,,) satisfying R¥[y] = (o,7) is uniquely deter-
mined by RF.

c¢) Since T and the domains of the conditions in 7" are countable there must
be a limit 7 < w; such that for every y € Vec, min(supp(y)) > 6 implies
y € Dec(T). Hence, directly by (b), for every y € Dec(T) there are TY < T
and 7Y € Val(Ag,) satisfying TY[y] = (o,7Y). Since Val(Acy,,) is countable
and Dec(T) uncountable, there must be an unbounded subset Y of Dec(T)
and 7 € Val(A,,) such that 7 = 7Y for each y € Y. Thus Y and the trees
(TY | y € Y) stronger than the arbitrary A,,-condition tree T exemplify
(0,7) € TPos(Acm).

d) Since (09, 79) € TPos(Ag,,) there are an unbounded subset Y of Vec and
for each y € Y, an A y,-condition tree T < T satisfying T{/[y] = (o0, 70).
Because (01,71) € TPos(Acy,), there exist for each y € Y an Ay,-condition
tree T} < T and an element z, € Vec such that max(supp(y)) < min(supp(zy))
and T/ [z,] = (01,71). Consequently, for all y € Y,

TV eoy + e12y] = e - (00,70) + €1 - (01,71)-
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So the unbounded subset {(egy + €12y) | y € Y} of Vec and the trees (I} |
y € Y) stronger than an arbitrary T exemplify that >, _q,e; - (05, 7) is in
TPos(Acm). [_EBH]

We let 07 be the 0-function of IVal(Ag,,) and 0y be the 0-function of Val(A,).
For all 7 € Val(A¢,), n € Ind(Ag,y), and d € F, 7[n — d] denotes the function
in Val(Ag,,) which is the same as 7 except it maps 7 into d.

Lemma 3.19 For every o’ € IVal(Ay,) the pair (o,0y) is in TPos(Acy).
Proof. We shall prove the following claim.

For every ng € Ind(A«y,) there are (o,7) € TPos(Ay,) and di € F such
that di # 7(no) and (o, T[no + di]) is in TPos(Ap,).

This suffices, because if the claim holds then by Lemma 3.18(d)

7—(770} d ) (07 7[770 = dl]))
OIVal OVal

7(no)—d1 ( mes Oyt o = 7(no) — da])
= (02{&170%&1[770 — 1]) € TPos(Acm),

<m). Furthermore, by Lemma 3.18(c), there is 7/ € Val(A<y,)
€ TPos(A«,), and hence by Lemma 3.18(d),

(@, 7") = Xnpemdac,,) 7 (m0) - (0™, 033" [no — 1)
— (O./7 T/) (OIVal )
= (0/,0;2) € TPos(Ap,).

for all ny € Ind(A
for which (o’,7")

For the rest of the proof of the lemma let o be the maximal element of A,,,
T be an Agy,-condition tree, and 79 be an arbitrary element of Ind(Agy,).
By Lemma 3.15(c) there are ¢,dy # dy € F, an unbounded subset Z of Vec,
and conditions p§,pY < T(no), for each y € Z, exemplifying (c,do,c,dq) €
Posq (T (n0)). This means that for all y € Z, i = 0,1, and § € A,,,

ppla = pila,
P} IFax h(y) = d;,
Py (8)(y) = pY(B)(y) or B is p!-trivial for both ¢ = 0 and 1.

By Lemma 3.18(a) there is an Ay,-condition tree TY < T[no/pg] for every
y € Z such that y € Dec(TY) N Dec; (1Y). Since Z is uncountable there must
be an unbounded subset Y of Z and (o, 7) € IVal(Ag,) x Val(Ag,,) such that
TY[y] = (o,7) for all y € Y. So Y and the trees (TY | y € V) stronger than an
arbitrary tree T' exemplify (o, 7) is in TPos(A<y,). Observe that TY(no) < pg
implies TY(ng) lFox h(y) = 7(no) = do.

Now, the function

RY =TY[no/(T*(no) ) U pY]

is a A p-condition tree for each y € Y, since TY(np)[a <

pyla = pYla. Hence
Y and (RY | y € Y) exemplify (o, 7[no — di]) is in TPos(A<p,

). n
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We are now ready to give the last missing piece.

Proof of Lemma 3.12. Fix a countable elementary submodel M of H,~ (p*, fz)
satisfying M Nw; = 6* € S. We define A* = M Na*. Let A be a filtration of
A*. Since the sets A, C A* C M, m < w, are finite they belong to M as well
as the sets Ind(A<y, ), IInd(Agy,), and Val(Agy,). Let € = (e, | m < w) be an
increasing sequence of ordinals with limit 6*.

For each m < w we define the A,,-complete element of IVal(A,,) to be the
unique o € IVal(Ag,,) for which o(nla+1) = n(a,m) for all n € Ind(A,,) and
o€ Ay,

We define a ladder § = (ym, | m < w) on §* and an (€,y)-tree system (T |
m < w) on A by induction on m < w. Our main tool is Lemma 3.19 which will
ensure that 73" forces (B(ym) = 0) for all m < w and 7 € Ind(Ay,). During
the induction we work inside M.

Suppose m = 0. We define a trivial A.g-condition tree R in M by, R(n) = p*
for each n € Ind(A<p). Note that dom(p*) C {0} U A*. By Lemma 3.16 there
is in M an A g-condition tree R’ < R which is of height > ¢y. By Lemma 3.19
there are yg € Vec N M and an A_g-condition tree 7° < R’ in M satisfying

€ < min(supp(yo)) and TO[?JO] = (07 OXi“),

where o is the Ag-complete element of IVal(Ag).
Similarly, when 3., € Vec N M and T™ in M are already defined, we can find
Ym+1 € VecN M and an Ay, ;1-condition tree T+ < T™ in M satisfying

e 1, MEE(EUDD(ghn))} < MIN(EUDD (gt 1)
T+ is of height > €11,

Tm+1[ym+1] = (0-7 Oxs—l‘rl)a
where o € IVal(Aqpn41) is Apy+1-complete.

It follows directly from the definition above that ¥ is a ladder on §* and for
every m < w,

T™ is an Acp,-condition tree,

for all n € Ind(Acp), dom(T") C {0} U A%,
T™ is of height > €, and < 0%,

Tt <

Moreover, for each m < w and n € Ind(A,,) the property T [ym,] « (o,05)
guarantees that 3
T e h(ym) = 03 () = 0,

and since o is A,,-complete,

a is T'-trivial or T} (a)(ym) = o(nla + 1) = n(a,m), for all a € Ap,.
|
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3.3 Remarks

There is a forcing notion which gives the conclusion of Theorem 2 for all finite

fields simultaneously. Namely, we defined an iterated forcing P, = CountLim(P,, @'Oi |
a < w9) for fixed k. The extended result would follow if each @’g was replaced

by Q2 x Q3 x ... where Q! takes care of the case (i) = (p,m) and 7 is a
coding for the pairs of primes and positive integers. So F; would be the field of

size p™ where 7(i) = (p,m). For example, to prove that for each “coordinate” i

the cardinality of Colg r,/Unif, p is as wanted, it would suffice to concentrate

on one coordinate i, and define the condition trees and systems, Pos,(p), etc.,

only for fixed . Hence an assumption that the size is wrong for some ¢ would

lead to a contradiction in the same way as in Subsection 3.2.

It is possible to have a Vecp-ladder system on S such that card(Colg r/Unifz p) =

Ng. A proof of this fact would be a forcing argument just like the one we

have given. The only difference is that instead of one generic colouring b, one
should add generic colourings <Em | m < w) by defining @y = ILad x “ICol.

Then by replacing (b)r + Unif with ((bo,b1,...)r + Unif) the desired result
would follow. The conclusion of such a generalized theorem would be I-p
card(ColS,F/Unif@D) = card((bg, by,.. )F) = Ng. Other changes would be, for
example, that Lemma 3.6 would have the form IF; “if x € <E(), by, .. ) then x & Unif”,
and analogous changes would be needed in Lemma 3.15.

We may also continue the iteration longer than ws and get the consistency of
our main result with CH + “any reasonable value for 281”7, The Ny-c.c. for
such a forcing follows from the use of pic [She82b| or better [She98, Section 2
of Chapter 8].

During the given proof, for example in Lemma 3.3, it is possible to use the
general claim on preservation of (w; ~\ S)-complete forcing notions and the
preservation of properness for the preservation of stationarity [She82b, Chapter
5] or [She98, Chapter 5. But this does not, however, help with the main
problem.

4 The Models

As in the preceding sections, we assume that S C w; is a set of limit ordinals,
Fis a field, D is a filter over w including all cofinite sets of w, Vec is the vector
space over F' freely generated by (z¢ | £ <wi), « is a Vec-ladder system on S,
Col denotes the set of all F-colourings on S, and Unif is the set of all uniform
colourings.

Let M be a model of vocabulary p, 0 < n < w, and R € p a relation symbol
with n 4+ 1 many places. We say that R is a partial function in M if there
are X C M"™ and Y C M such that the interpretation RM of the symbol R
in M is a function from X into Y. For all relations R € p, which are partial
functions in M, RM(x) = y means 2 ~ (y) € RM, and atomic formulas R(z, y)
are written in the form R(z) = y.
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Definition 4.1 We define a vocabulary p and for all a € Col models Mg of
vocabulary p by the following stipulations:

a) Fach model Mg has the same domain (S x F<¥)U (Vec x F'), where

F<“={ue“F | {n€w | u(n) =0} € D}.

b) For eachy € Vec, Ry is a unary relation symbol in p and RyM“ ={y}xF.
c¢) Foreachd € S, Ry is a unary relation symbol in p and Rs™Ma = {§}x F<¥.

d) For each n < w, Pr® denotes a function from S x F<“ into Vec x F
defined for all (6,u) € S x F<¥ by

Pre(5,u) = (T, asn +r u(n)).

For each n < w, Pr, is a binary relation in p and Pr,Mae = Pr?. So Pr,
is a partial function in Mg.

e) For allbe F, +b € p, +bMa : Vec x F — Vec x F, and for all (y,¢) €
Vec x F,
+0Me(y,¢) = (y,c+rb).

f) For all u € F<“, tu € p, +uMae : S x F<¥ — S x F<¥, and for all
(0,v) € S x F<¥,
+uMa(5,v) = (6,0 +(F<w)y u),

where v+(p<wyu is the function in F'<¥ defined for alln < w by (v4(p<w)
u)(n) =v(n) +p u(n).

g) The symbol + is in p, +Me : (Vec x F)? = Vecx F, and for all (y,b), (z,¢) €
Vec x F,
(ya b) +Ma (Z,C) = (y +Vec 2, b +r C)-

h) For each e € F, e- is a binary relation in p, eMa : Vec x F — Vec x F,
and for all (y,b) € Vec x F,

e'Ma (y7 b) = (6 ‘Vec Y, € F b)

Remark. The cardinality of p is Wy just for the convenience of the reader. A
finite vocabulary is possible by parameterizing the relations as in [She85, Claim
1.4].

For each s € p~ {Pr, | n < w}, the interpretation s is the same for all
a € Col. Hence we omit the superscript M.

For p < wy, the restriction of Mg to the set
({y € Vec | supp(y) C pu} x F) U ((SNp+1) x F<¥)

is denoted by Mg u + 1.
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Lemma 4.2 Suppose a,b € Col and u < w;.

a) If f:p— F uniformizes (b—a)lu+1, then Mglu+1= Mplu+ 1.

b) If Malp+ 1= Mplu+ 1, then there is f : u — F which uniformizes
(b—a)lp+1.

¢) Ma =cow; Mp.

Proof. a) Suppose f : yu — F uniformizes (b—a)[p+ 1. We define ¢ : Mg [p+
12 Mplp+ 1 by the following equations.

For all £ < p,
[’($57 0) = ($£7 f(g))a

and for all (y,c) € Vec x F, we set

y,c) = +C(Z€<Md§.(b($§70)))
a (qu dexe, (Pecpde- f(§)) +e
= (v, f(y) +o),

where y is of the form . dewe, de € F, and f(y) = > ¢, de - f(§) as
in Section 2.

Forallde SNnu+1,
1(5,0) = (5,01),

where 0 denotes the 0-function of F<¥, and f)g is a function from w into
F defined for all n < w by

0f(n) = (Yecsel™  £(€) — (bom — asn)
= f(wé,n) - (bdn - aén)a

where 5, is of the form ng eg - x¢, and for all £ <6, 65 eF.
Furthermore, we define for all (6,u) € (SN u+ 1) x F<¥, that

Lo, u) = +u(L(5,0))
= ((5, 0§+u).

Since f uniformizes (b — a)lp + 1, the function Og isin F<¢ for all 6 € SN
w+ 1. Clearly ¢ is bijective, and directly by the definition it preserves all the
interpretations of the symbols in p~.{Pr,, | n < w}. Hence, to prove that ¢ is an
isomorphism, it suffices to show that for all n < w and (0, u) € (SNu+1)x F<¥,

UPre(6,u)) = u(Tsn, asn +u(n))
= (mé,ny f(a:(5 n) +asn + u(n )
= (33(5,717 bé,n ( ($5 n) (b6,n - aé,n)) + u(”))
(@50, bsn + Og(n) +u(n))
(5s bon + (0 +u)(n))
= Prb(3, 0 +u)
= Prb (¢(0,u)).
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b) Suppose then ¢ : Mglp+ 12 Mplp+ 1. We let f: u — F be the unique
function satisfying for all { < pand c € F, f(§) = c iff 1(z¢,0) = (x¢, ¢).

Assuming that xs,, is of the form Z§<5 eg’n - ¢, for all 6 € S and n < w, the
following equation holds in both models,

(x50, 0) = (O™ e, 0) =D e+ (x¢,0)

£<6 <o

Hence the isomorphism ¢ satisfies

L($5,n>0) = E§<5 § 135,
= Eg<5 ¢ (e, f(f))
= ($5,ny f(mé,n)) .

In addition to this, ¢ satisfies t(xsy,asn) = (cc(;,n,f(a:(;,n) + a(;,n). So the
following equation holds for all 6 € SN+ 1 and n < w,

(m&na f(mé,n) + aé,n) = L(m5,n> aé,n)

L (Pré (s, 0))

Pr? ((o, 0))

= Pr2(s, 03)

(mé,na bé,n + O(Li(n))a

where 0% is the function in F< satisfying ¢(,0) = (,0%). It follows that for
alld e SNp+1and n < w,

bé,n —Qsn = f(w&n) - 03(”)
Since 0% € F<, (b — a)(6) ~ f(x(0)) for all § € SN p+ 1, i.e., f uniformizes
(b—a)lp+1.

c¢) To prove the claim we show that for all pg < pu1 < wy and 1o : Mg g +1 =
Mpluo + 1, there is 11 : Mglpur +1 = Mpfur + 1 which is an extension of ¢.
This suffices by [Dic85, Theorem 4.3.1 on page 353].

By (b) the existence of ¢y implies that there is fo : po — F uniformizing
(b—a)luo + 1. By Lemma 2.3 there is an extension fi : yu; — F of fy which
uniformizes (b—a)[p; + 1. Hence by (a), thereis ¢; : Mg [p1 +1 2= Mplpg +1.

It can be easily seen from the proof of (b) that if p < wq, () : Mglp+1 =
Mplp+ 1, and f : p — F is the function given in the proof of (b), then the
isomorphism ¢ given in the proof of (a) is the same as /. Hence fo C f; implies
to C t1. | P

Lemma 4.3

a) For all a,b € Col, Mg = My iffa ~ b.

b) Suppose N is a model of vocabulary p, card(N) = Ry, and N =ocw; Mg
for some a € Col. Then there is b € Col such that N = M.
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c) For each a € Col, No(Mg) = card(Col/Unif).

Proof. a) The claim holds by (a) and (b) of Lemma 4.2.
b) We let ¢s, for all 6 € S, be the following La, (p)-sentence,
rsn | n <w)Vs e Rg( \/ ( /\ Pr,(s) =15, A /\ Pr,(s) # r(;,n)).
IeD nel new~t

For all § € S, ¢s holds in A since the interpretation 75, = (€5, @sy), for all
d € S and n < w, satisfies the formula in Mqy. We let (r5,, | n <w), d € S,
be a sequence of elements in A satisfying ¢, and ss be the unique element in
R(;N which satisfies P, (85) =15y for all n < w.

We define ¢ : (S x F<*)U (Vec x F) — N by the following stipulations.

For all 6 € S,
1(6,0) = ss,

(where 0 denotes the 0-function of F<¢ ), and for all (§,u) € S x F<¥,

L(0,u) = +UN(L<5,6)).
For all € < wy, (¢, 0) is an arbitrary element in RméN, and for all y € Vec,

W(y,0) = ZN ((df')N(L(wg»O)))a

{<w

where y is of the form » ., dewe. For all (y,c) € Vec x F, set 1(y,c) =
+CN(L(y, 0))

Using ¢ we define b to be the F-colouring on S which satisfies for all § € S and
n < w,
L(mé,na b6,n) =Tsn-

Such a colouring exists since ¢ is surjective.

To show that ¢ is an isomorphism between My and N we first note that ¢ is
a bijection, and that the preservations of the interpretations of the symbols in
p~ {Pr, | n < w} are obvious. So it suffices to check that ¢(Pr2(d,u)) =
PrnN(L((S, u)) for all n <w and (6,u) € S x F<¥.

For all u € F<¥ n < w, and s € RV,
+u(n)N(PrnN(s)) = PrnN(+uN(s)),
since in Mg, for all (4,v) € S x F<¥,

+u(n) (Prg(é, U)) = +u(n) (ac(;’n, asy, + v(n))
= (az(;,n, asn, +v(n)+ u(n))

(€5, @sn+ (v+u)(n))

Pro(d,v + u)

= Pr¢ (+u(5, v))
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Thus for all n < w and (0,u) € S x F<¥ the following equation holds,

L(Prb(6,u)) = t(zsn, bsn + u(n))
= (+u(n ) (@5, bsn))
+u(n ) (e(@s05 bsn))
= +u(n ) (ron)
+u(n ) (Prn (35))
= Pr ( ))
- PrnN< N (u(8,0)) )

= Pr,V (L(é, u)),

where we assumed that ¢ preserves the interpretations of symbols +u(n) and
+u.

c) By Lemma 4.2(c) and (a) No(Mg) is at least card(Colg r/Unifz p). On
the other hand, (b) shows that No(Mg) < card({Mc/= | ¢ € Colgp}) =
card(Colg r/Unif, p). M3

Proof of Theorem 1. Let S be bistationary in wy and F' of size 2. Then by
Theorem 2 it is consistent with ZFC + GCH that there is a Vec-ladder system
@ on S such that card(Col/Unif) = 2. Then for any a € Col, No(M,) = 2 by
Lemma 4.3(c). Now Theorem 1 follows from the following fact [She82a]:

if there is a model M for which No(M) = 2, then for each k < w there is
a model M, of the same cardinality as M with No(My) = k.

We sketch the proof of this fact. Fix 1 <[ < w and let A = card(M). Define
M1 to be the disjoint union of [-many copies of M. Add a binary relation
symbol ~ to p, say p' = pU{~}, and set for all 2,y € M, that  ~Mi+1 g iff
x and y are in the same copy of M. Then each model of cardinality A which
is Looa(p)-equivalent to M;,1 must have the same structure as M; 1 has, i.e.,
it is a disjoint union of [-many equivalence classes under ~, and each class
alone forms a model N;, i < [, of cardinality A which is L. (p)-equivalent to
M. Since there are [ 4+ 1-many ways to select, up to isomorphism, the models
Ni =oox M for i < [ (the order in the selections of N; is immaterial, only
the number of N; which are isomorphic to M matters), and because all such
selections are pairwise Loy (p)-equivalent, No(M;11) must be [ + 1. [ ]
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