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2 SAHARON SHELAH

§1 Introduction

For unexplained terms, background and history see the excellent representation
in Makowsky [Ma]. We show that in many cases, Beth theorem and weak defin-
ability fail. This may seem less “obviously true, just need proof” now then in 1975,
when this was done and should have been written. The reason is that then it was
not unreasonable to think the subject will continue to produce counterexamples
only. But, by Mekler Shelah [MkSh 166] it is consistent that the logic L(∃≥ℵ1) has

W.(= weak) Beth. By [Sh 199] INT
(
L(Qcf≤ℵj ) , L(aa) ) holds and the Beth closure

of L(Qcf≤2ℵ0
) (cofinality at most continuum) is compact.

In §2 we concentrate on counterexamples to W. Beth, and in §3 on counterex-
amples to Beth for ∆-closure of L∞,ω.

In §2 we gave sufficient conditions for the failure of Beth and Weak Beth (in 2.1-
2.7). This involves PrxL1,L2

(µ,Θ, σ) (see Definition 2.1). So we deal with finding

instances of those properties for logics of the form LΘ,κ (in 2.8) then discuss why
we cannot have some desirable cases (see 2.9-2.12); we state our conclusion on the
failure of Beth and Weak Beth for logics of the form LΘ,κ in 2.13. In 2.14-2.18
we look at properties of logics related to the properties existence of models with
automorphisms.

In §3 we show ∆-closures do not satisfy Beth. In 3.2-3.4 we give a sufficient
(quite general) condition for the failure of Beth (or Weak Beth) for the ∆-closure
of L , which include using a counterexample to interpolation (σ1,¬σ2).

In 3.3 we get specialized conclusion Beth theorem fail for (L ,∆(L∞,ω)) if in
L we can, essentially, have a pseudo elementary classes separating two regular
cardinals as cofinality. For this we rely on the abstract theorem 3.4, but the main
work is verifying the condition from there which is done in 3.13. Before this 3.6,
give specific conclusion (Lω2,ω and L(∃≥λ)(λ = cfλ > ℵ0) does not satisfy Beth
even when we look for the explicit definition in ∆(L∞,ω). This is an example for
the abstract conclusion: ∆-interpolation does not imply Beth.

In the end 3.15, we use a forcing of Gitik to derive a universe where for regular
µ < λ even in ∆(L∞,µ) we cannot find interpolants for L(∃≥λ) (or any L , L(∃≥λ) ≤
∆(L )).

The main work as mentioned above is in 3.13; which is a kind of generalization
of Morley omitting type theorem, this time controlling cofinalities of “many” orders
(many — a set of linear orders indexed by sets which have to be large themselves);
[for “few” orders see [Sh 18].

I thank Janos Makowsky for his many contributions to this) paper. The reader
would do better to have a copy of [Ma]; (for Theorem 2.8 - [Sh 189]), for 2.10 - [Sh
133], [Sh 228], for 2.11(1) - [Sh 129], for 2.12 - [Sh 125], for 3.13 stage [G] : [\Sha ,
VII,§5], for 3.15 - Gitik [G].
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THEOREMS OF BETH AND CRAIG 3

A logic L is a function such that for any vocabulary τ , L (τ) is a set of sentences
(so for M a τ -model and ψ ∈ L (τ), M |= ψ or M |= ¬ψ, this is preserved by
isomorphism. If not said otherwise, L is closed under the obvious operations: Λ,
¬, ∃x, and substitution. Of course, τ1 ⊆ τ2 ⇒ L [τ1] ⊆ L [τ2] and L commute
with renaming relation and function symbols.

1.1 Open Problems: 1) W. Beth (L(∃≥λ) (i.e. provably in ZFC)?
2) for κ strong limit singular, (or weakly compact) is there ψ ∈ Lκ+,ω all whose
models have cardinality κ and are L∞,κ-equivalent (but there are at least two)?
(See [Sh 228]).
3) Is L(Qec) (equal cofinality quantifier) compact?
(Note: 3.13 is an approximation: if we restrict ourselves to a suitable class of
cardinals).

Recall:

1.2 Definition. : 1) M +N or [M,N ] is the disjoint sum of M,N (e.g. consider
them as structures of different sorts).
2) For logics L1,L2 let PPP (L1,L2)(= pair preservation properties) means, that
for models M,N , ThL1(M +N) is determined by 〈ThL1(M), ThL2(N)〉.
3) For logics L1,L2INT (L1,L2) means: if ϕ1 ∈ L1(τ1), ϕ3 ∈ L1(τ2) and |= ϕ1 →
ϕ3 then for some ϕ2 ∈ L2(τ1 ∩ τ2) :|= ϕ1 → ϕ2 and |= ϕ2 → ϕ3.
4) ϕ = ϕ(P, R̄) ∈ L ({P})∪ R̄) is a Beth definition (W. Beth definition) if for every
R̄-model M there is at most one [exactly one] PM ⊆ |M |, (M,P ) |= ϕ.
5) For logics L1,L2, Beth(L1,L2) [or W. Beth (L1,L2)] means that: if ϕ(P, R̄) ∈
L1({P})∪ R̄}) is a Beth definition (W. Beth definition) of P , then some ψ(x, R̄) ∈
L2(R̄) is an explicit definition of P , i.e.

M = (A, R̄M , PM ) |= ϕ⇒ PM = {a : M |= ϕ[a, R̄]}.

6) INT (L ) means INT (L ,L ) and Beth(L ) means Beth(L ,L ) and W.Beth(L )
means W.Beth(L ).
7) L1 ≤ L2 if for every vocabulary τ , L1(τ) ⊆ L2(τ).
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4 SAHARON SHELAH

§2 Sufficient Conditions for Beth Failure and Applications

2.1 Definition. 1) PraL1,L2
(µ, θ, σ) [L a logic, σ, θ are infinite cardinals, µ a

cardinal] means: (compare with 1.2)

(∗) there is a sentence ψ ∈ L1 such that:

(i) ψ has only rigid models

(ii) ψ has exactly µ models up to isomorphism

(iii) every model of ψ has cardinality ≤ θ, (remember θ ≥ ℵ0)

(iv)a there is M |= ψ, and a, b ∈M,a 6= b such that (M,a) ≡L2
(M, b)

(v) the vocabulary of ψ has cardinality < σ.

2) PrbL1,L2
(µ, θ, σ) means as in (1) replacing (iv)a by:

(iv)b there are models M0,M1 of ψ not isomorphic but L2-equivalent (so µ > 1).

3) PrcL1,L2
(µ, θ, σ) means as in (1) when we replace (iv)a by:

(iv)c if M1,M2 are models of ψ then M1 ≡L2
M2.

4) PrdL1,L2
(µ, θ, σ) means as in (1) but instead (iv)a:

(iv)d we have: (iv)c and (iv)a for every M |= ψ.

2.2 Observation. 1) There is obvious monotonicity (in L1,L2, θ, σ); i.e. if L1 ≤
L ′1, L2 ≥ L ′2, θ ≤ θ′, σ ≤ σ′, and x ∈ {a, b, c, d} then PrxL1,L2

(µ, θ, σ) implies

PrxL ′1,L ′2
(µ, θ′, σ′).

2) PraL1,L2
(µ, θ) implies PrbL1,L2

(µ′, θ) for some µ′, µ ≤ µ′ ≤ µ+ θ.

3) If µ > 1, PrcL1,L2
(µ, θ, σ) implies PrbL1,L2

(µ, θ, σ).

4) PrdL1,L2
(µ, θ, σ) implies PrxL1,L2

(µ, θ, σ) for x = a, c.

Proof. 1) - 4). Use the same example.
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THEOREMS OF BETH AND CRAIG 5

2.3 Theorem. 1) If PrbL1,L3
(µ, θ, σ) and PPP (L2,L3) and Lσ,ω ≤ L1 ≤ L2 ≤

L3 then Beth(L1,L2) fail.
2) Suppose PraL1,L2

(1, θ, σ), Lσ,ω ≤ L1 ≤ L2 ≤ L3 and PPP (L2,L3) then W.

Beth(L1,L2) fail.

Proof. 1) Let M be a model of ψ ∈ L1[τ ]. For simplicity assume τ has no function
symbols. We construct a τ ∪{P}-structure B in the following way: B = M ×{0}∪
M × {1}, i.e. B is the disjoint union of two copies of M.

For each n-ary relation symbol R ∈ τ let RM be its interpretation in M . Now
we put Ri = {((a1, i), · · ·(an, i)) : (a1, · · ·, an) ∈ RM} and RB = R0 ∪R1.

P is a unary predicate and PB = M×{0}. (Alternatively, use multi-sorted models).
Let F be a binary relation symbol not in τ ∪ {P}. Let ϕ be a τ ∪ {P, F}-sentence
of L1 expressing that:

(1) Both, the relativized structure on P and on ¬P are models of ψ;

(2) F is a τ -isomorphisms from P to ¬P ;

(3) F is of order two, i.e. F 2 is the identity on P .

Clearly, ϕ defines F implicitly, since ψ has only rigid models, by (i) of 2.1. So
assume, for contradiction, that Beth(L1,L2) holds. Let θ ∈ L2 be an explicit
definition of F . By 2.1(2), ψ have non-isomorphic models M,N that M ≡L3 N .
We use PPP (L2,L3) to conclude that

(∗) M +N ≡L2
M +M

where the first sort represents the interpretation of P and the second sort the
interpretation of ¬P . Clearly, M +M has an expansion satisfying ϕ and therefore
θ defines a τ -isomorphisms between the two sorts. So (∗) says that θ also defines
a τ -isomorphism in M + N . This is expressed by a sentence in Lσ,ω (as σ > |τ |)
hence in L . Therefore M ∼= N contradicting the choice of M,N .
2) Like part (1) only in the end we use (M,a) ≡L2 (M, b), a 6= b where M is (the)
model of ψ.

2.4 Remark. The closure properties of the (set of sentences of the logics) L1 are
very weak: we use a conjunction of a sentence from Lσ,ω (the isomorphism) and
two copies of ψ.
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6 SAHARON SHELAH

2.5 Theorem. If PrbL1,L3
(µ, θ, σ) κ+ ≥ σ+, µ+ + θ+, Lκ+,ω = L0 ≤ L1 ≤ L2 ≤

L3, PPP (L2,L3) then Weak Beth for (L1,L2) fail.

2.6 Remark. 1) We assume (implicitly) the vocabulary consist of predicates and
function symbols with finite arity.
If we want to delete this assumption we should demand in 2.1, for every model M
of ϕ:

‖M‖+
∑{

{‖RM‖ :R a predicate of M}+
∑
f

|{(ā, b) : FM (ā) = b}| :

FM a function of M

}
is ≤ θ.

2) We choose below a proof which does not require that Li are closed under infini-
tary operations just include Lκ+,ω and closure under: relativization for L1 (defini-
tion of ψ1) and finitary operations for L2 (see end of argument).
3) I do not see many closure requirements on L (except isomorphism of vocabu-
laries); only substitute in

∃x
one sort

∃y
second sort

[ϕ(x, y) ∧ (∀x′)
first sort

(x ≤ x′)]?

Proof of 2.5. Let ψ exemplify PrbL1,L2
(µ, θ, σ).

Let Mi(i < µ) be a complete list up to isomorphism with no repetition of
models of ψ, and each has vocabulary τ , so |τ | ≤ κ (as |τ | < σ, σ ≤ κ+) and
without loss of generalityM0 ≡L3 M1. Without loss of generality the universe of
each Mi is {β : αi ≤ β < αi+1} and 〈αi : i ≤ µ〉 is increasing continuous, α0 = 0.
Let α(∗) = αµ, so α(∗) < κ+. Let us define a model M∗:

(a) RM
∗

(R a two place predicate) is
{< i, α >: αi ≤ α < αi+1 and i < µ}

(b) if P is an n(P )-place predicate of τ , then QP is an (n(P )+1)-place predicate
and QMP =

{
< i, a1, ..., an(P ) >:< a1, ..., an(P ) >∈ PMi

}
(c) (similarly for every function symbol of F )

(d) <M
∗

is {< α, β >: α < β < α(∗)}.
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THEOREMS OF BETH AND CRAIG 7

Let τ∗ be the vocabulary of M∗. Let ψ0 ∈ Lκ+,ω(τ∗) characterize M∗ up to
isomorphism. Let [τ1, τ2] be the vocabulary of [N1, N2] when N` has vocabulary τ`
(e.g. each N` finitely sorted). Let ψ1 ∈ L1([τ∗, τ ]) be such that:

[N1, N2] |= ψ1 ⇔ (N1 |= ψ0 and N2 |= ψ) .

Let F be a new unary function, and let ψ2, ψ3 ∈ L|τ |+,ω ([τ∗, τ ] + {F}) say:

[N1, N2] |= ψ2 iff F as a one to one function from

N2 into N1 and there is x ∈ N1 such that :

Rang F = {y : N1 |= R[x, y]} and for every predicate

P of ψ, and a1, ..., an(P ) ∈ N2,

N2 |= P (a1, ..., a(P )) iff

N1 |= QP (x, F (a1), ..., F (an(P )))

(similarly for function symbols).

[N1, N2] |= ψ3 iff F is as above, but the

x there is <N1 -first.

Now every model of ψ1 can be expanded uniquely to a model of ψ2 (equivalently
to a model of ψ1 ∧ ψ2):
however, [M∗,M0] ≡L1

[M∗,M1] as M0 ≡L3
M1 (by (iv)b of Definition 2.1(2) and

PPP (L1,L3)). If some ϕ(x, y) ∈ L2[τ∗, τ ] define F for models of ψ1 (as would
be the case if W. Beth (L1,L2) holds), then using ϕ(x, y) we easily distinguish
between [M∗,M0] and [M∗,M1]. Now expanded by the function it defined.

So one is a model of ψ3 the other not. So W. Beth(L1,L2) fail as required.

2.7 Conclusion. If

(a) Lσ,ω ≤ L1 ≤ L2 ≤ L3

(b) ψ ∈ L1[τ ] has a unique model M up to isomorphism, |τ | < σ, M is rigid,
‖M‖+ |τ | ≤ κ and for some a 6= b from M , (M,a) ≡L3 (M, b)

(c) PPP (L2,L3)

then W. Beth(L1,L2) fail.

Proof. By 2.5.
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8 SAHARON SHELAH

2.8 Theorem. 1) If 1 < µ ≤ θκ = θ ≥ ℵ0, κ = cf(κ) > ℵ0 then PrcLθ+,ω,L∞,κ
(µ, θ, θ+)

(hence PrbLθ+,ω,L∞,κ
(µ, θ, θ+)).

2) If θ ≥ κ = cf(κ) > ℵ0 then for some µ, θ ≤ µ ≤ θκ, PrbLθ+,ω,L∞,κ
(µ, θ, θ+).

3) Really PrxLθ+,ω,Lκ+,ω
(µ, θ,ℵ0) hold for x = a, b, c, d provided that [x = b, d |= µ >

1] (with little effort, but this gives little more than the previous parts).

Proof. Essentially from [Sh 189].
1) By [Sh 189, Fact 3.10,p.46] there is a smooth (κ-system)A, ‖A‖ = θκ = θ, with
E(A) = µ every hi,j is onto Gi(κ = cf(κ) > ℵ0 is understood).

Now look at the proof of [Sh 189, Fact 3.11,p.47], it proves all we want.
We define models Ma for a ∈ Gr(A); note |vocabulary (Ma)| ≤ µ.

By [Sh 189, 3.12,p.47]

Ma
∼= Mb iff a− b ∈ Fact(A).

By [Sh 189, 3.13,p.48] any two Ma,Mb are L∞,κ-equivalent. Let ψ be the sentence
expressing (∗) of [Sh 189, 495]. By [Sh 189, 447 - 4413] {Ma : a ∈ Gr(A)} is the
class of models of ψ up to isomorphism. As

E(A) = Gr(A)/Fact(A)

we finish.
2) Like above using [Sh 189, 3.8] instead 3.15.
3) Not used, and is easy, so we left it to the reader.

2.9 Definition. For a model M .
1) For logic L

noL (M) = {N/ ∼=: N ∼=L M , ‖N‖ = ‖M‖}.
2) When L = L∞,‖M‖ we omit it.

2.10 Theorem. 1) If µ is a weakly compact cardinal λ ≤ µ or λ = 2µ then
PraLµ+,µ,L∞,µ

(λ, µ,ℵ0).

2) If µ is singular strong limit cardinal, λ < µ or λ = 2µ then 1)’s conclusion holds.

Proof. 1) By [Sh 133] there is a model M , ‖M‖ = µ ≥ |vocabulary(M)| and
no(M) = λ (see Definition 2.9) (decreasing the vocabulary is easy, see [Sh 189]).
2) Use [Sh 228].
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THEOREMS OF BETH AND CRAIG 9

2.11 Lemma. 1) Suppose V = L and µ is regular uncountable not weakly compact
then PrbL∞,µ,L∞,µ(≤ µ, µ, µ+) fail (hence by monotonicity PrxLκ+,µ,L∞,µ

(≤ µ, µ, µ+).

2) If L1 ≤ L2 ≤ L3 and

(∗) there is no model M, ‖M‖+|vocabulary(M)| = θ = ‖M‖, 1 < noL2
(M) ≤ µ

then PrxL1,L3
(≤ µ, θ,<∞) fail for x = a, b, c, d.

Remark. The assumption V = L is necessary in 2.11, see 2.12.

Proof. 1) Follows from (2) as (∗) of part (2) of this lemma holds (for λ = ℵ1 by
Palyutin, for λ ≥ ℵ1, by [Sh 129].
2) By 2.2 without loss of generalityx = b, and let ψ exemplify PrbL1,L2

(≤ µ, µ,<

∞) and we shall eventually get a contradiction.
Let M0,M1 be as in (iv)b of Definition 2.1. So in K = {M : ‖M‖ = µ, M ≡L∞,µ

M0} there are at least two non-isomorphic models. By (∗), in K there are at least
µ+ non-isomorphic models, but as ψ ∈ L1 ≤ L2 ≤ L3, all of them are models of
ψ, so (ii) of Definition 2.1 (applied to ψ) is contradicted.

2.12 Fact: In some generic extension of V :

(i) V |= G.C.H.

(ii) for some ψ ∈ Lω2,ω, all modelsM of ψ are L∞,ω1
-equivalent, and noL∞,ω1

(M) =
ℵ0.

Proof. By [Sh 125]. (Let G be a strongly ℵ1-free abelian group of cardinality ℵ1.
Let H = G × Z, h the natural projection from H onto G. Considering H,G,Z as
abelian groups, let M be [H,G,Z] enriched by h and individual constant for every
c ∈ G∪Z). Now as G is strongly ℵ1-free, if h′ : H ′ → G is a homomorphism onto G,
Ker h = Z then [H ′, G,Z;h] ≡L∞,ω1

M . Easily (if you understand the definitions)
no(M) = |Ext(G,Z)|. But by [Sh 125], |Ext(G,Z)| can be ℵ0.

2.13 Conclusion. 1) If κ is regular, > ℵ0 then W.Beth(L(2κ)+,ω, L∞,κ) fail.
2) If κ is weakly compact> ℵ0 or κ strong limit, ℵ0 < cf(κ) < κ then W.Beth(Lκ+,κ, L∞,κ)
fail.
3) If θ ≥ κ = cfκ > ℵ0 then Beth(Lθ+,ω, L∞,κ) fail.
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10 SAHARON SHELAH

Proof. 1) Use 2.5 for L1 = L(2κ)+,ω,L2 = L3 = L∞,κ; µ = 2κ = θ, σ = µ+ (and κ

there is 2κ here) now we have to verify the hypothesis: PrbL1,L3
(µ, θ, σ) by 2.8(1);

PPP (L2,L3) is well known. (I think it is due to Malitz — see [Ma]).
2) Like (1) but use 2.10 instead 2.8(1).
3) Use 2.3(1) and 2.8(2).

Remark. 1) So by 2.11 in 2.8 we cannot replace θκ = θ by θ ≥ κ. Can we replace
it by θ = κ+α? Note, that the proof of 2.11, use only the following consequences of
V = L on µ

(a)µ every stationary S ⊆ µ has a stationary subset S∗1 which does not reflect.
Moreover, S∗1 satisfies a square principle:

(∗)S∗1 there is 〈Cδ : δ < µ, δ limit〉, Cδ is a club of δ disjoint to S∗1 , α ∈
Cδ&α = sup(Cδ ∩ α)⇒ Cα = Cδ ∩ α

(b)µ for every stationary S ⊆ µ the weak diamond is satisfied (see Devlin Shelah
[\DSh:65 ],[\Shb , Ch.XIV,§1].

Now those demands are not hard, e.g. define

(a)′µ there is a closed unbounded subset C of θ and a function h : C → θ,

h(α) < α such that ∀α < θ[h−1({α}) does not reflect and it satisfies (∗)].

Now (a)′µ ⇒ (a)µ, (a′)µ holds in L, and if V |= “(a)′µ” then (a)′µ holds in any
extension of V (in which µ is still a regular cardinal).

∗ ∗ ∗

Now we continue [Sh 199, §3].

2.14 Definition. Let L1 ⊆ L2 be logics.

(i) We say that the pair of logics L1,L2 has the Local Homogeneity Property, if
for every τ -structure M and c1, c2 ∈M such that < M, c1 >≡L2

< M, c2 >
and every ϕ ∈ ThL1

(< M, c1, c2 >) there is model < N, cN1 , c
N
2 >|= ϕ and

a τ -automorphism g of N such that g(cN1 ) = cN2 . If L1 = L2 we just say
that L1 has the Local Homogeneity Property

(ii) We say that L has the Local Automorphism Property, if for every τ -
structure M and infinite subset P ⊆ M , every sentence ϕ of the theory
ThL (< M,P >) has a model < N,P ′ > which has an automorphism g of
N such that g � P ′ 6= Id.

We now define a Local Automorphism Property for pairs of logics.
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THEOREMS OF BETH AND CRAIG 11

2.15 Definition. 1) We say that the pair of logics L1,L2 has the Local Auto-
morphism Property, if for every τ -structure M , every infinite subset P ⊂ M , and
for every a, b ∈ P , a 6= b such that < M, a >≡L2

< M, b >, every sentence ϕ of the
theory ThL1

(< M,P >) has a model < N,P ′ > which has an automorphism g of
N such that g � P ′ 6= Id.
2) We define similarly when (L1,L2) has the Local Homogeneity Property.

Note that we do not require in 2.14(i) that the automorphism interchanges a
and b.

2.16 Theorem. Let Li, i = 1, 2, 3 be three logics such that L1 ≤ L2 ≤ L3 and
that INT (L1,L2) and PPP (L2,L3) hold. Then the pair of logics (L1,L3) has
the Local Homogeneity Property.

Proof. Let M and c1, c2 ∈ M be as in the hypothesis of the Local Homogeneity
Property (see Definition 2.14(1)). Let M ′, c′1, c

′
2 be a disjoint copy. Put N =

[M,M ′]. Put T = ThL2
(< N, c1, c2, c

′
1 >) = ThL2

(< N, c1, c2, c
′
2 >). The equality

holds because of PPP (L2,L3). Let c1, c2 be constant symbols with interpretations
c1, c2 and c be a constant symbol with interpretation c′1 or c′2 respectively. Let F1, F2

be two new function symbols. Let ψi, (i = 1, 2) be the sentence which says that Fi
is a τ -isomorphism (modulo name changing) mapping the first sort into the second
sort which maps ci into c.

Clearly, T ∪{ψi} has a model for each i = 1, 2. Let ϕ ∈ T ∩L1[τ ]. If {ϕ,ψ1, ψ2}
has a model [M1,M

′
1, F1, F2] we get the required automorphism in M1 from the

composition of F1 and F−1
2 . So assume that {ϕ,ψ1, ψ2} has no model. We now

apply INT (L1,L2) and find θ ∈ L2[τ ] such that ψ1 → ϕ∧ θ and ϕ∧ θ → ¬ψ2 are
both valid. But ϕ ∧ θ ∈ T and T has models which allow expansions satisfying ψ1

and also models which allow expansions satisfying ψ2, a contradiction.

2.17 Theorem. Suppose

(a) L1 ≤ L2 ≤ L3

(b) PPP (L2,L3)

(c) If ψ ∈ L2 (τ ∪ {P,Q}) (τ -vocabulary, P,Q predicates)

and: for every τ -model M

|{Q : for some P (M,Q,P ) |= ψ}| ≤ 1

then for some ϕ(x) ∈ L1(τ) for every τ -model M
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12 SAHARON SHELAH

(M,Q,P ) |= ϕ |= Q = {a : M |= ϕ[a]}

Then (L1,L3) has the weak Local Automorphism Property (which means, in 2.15(1)
we add to the hypothesis |PM | > h(|τ |), h a function depending on L ).

Of course,

2.18 Observation. If the pair (L1,L2) has the Local Homogeneity Property then
this pair has the Local Automorphism Property.
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§3 ∆-Closure does not help Beth

Our main Theorem is 3.5, but most of the work is done in 3.13, and the interest
is exposed in the conclusions 3.6 (specific logics), 3.7 (counterexamples in abstract
model theory).

Essentially the theorem says that ∆(L∞,ω) is far from having Beth property:
even for implicit definitions in quite weak logics (like L(∃≥ℵ1), Lω2,ω).

The proof uses the idea of Morley omitting type theorem (in Stage I of the proof
of 3.13), Hutchington’s idea of using a model with large cofinality so that it has
many Lκ,ω-elementary submodels with cofinality ℵ0 and with cofinality ℵ1, and
the proof of not Beth(L ) (see the exposition [Ma]).

However, the following theorem isolates a sufficient condition for the failure of
the Beth (weak Beth) Property for ∆-logics.

Recall:

3.1 Definition. For a logic L , let 0(L ) be the minimal cardinal λ ≥ ℵ0 such that
for every vocabulary τ and ψ ∈ L [τ ] for some τ ′ ⊆ τ of cardinality < λ : if M1,M2

are τ models and M1 � τ ′ = M2 � τ ′ then M1 |= ψ ⇔M2 |= ψ.

3.2 Definition. Let L be a logic with dependence number 0(L ) ≤ µ. Let σ(P ) =
σ1(P ) ∨ σ2(P ) be a L (τ ∪ {P})-formula and σ1(P ), σ2(P ) are contradictory.
1) M is a (µ, κ)-counter example for σ (strictly speaking for 〈σ1(P ), σ2(P ), P 〉) if
M has vocabulary τ , |τ | < µ and: for every expansion of M to a τ∗-structure M∗,
and T ⊆ ThL (M∗), where |T | < κ, (note τ ⊂ τ∗), P /∈ τ∗, and card(τ∗) < µ, there
are τ∗-structures N1, N2 such that:

(i) N` |= T

(ii) N` |= (∃P ) [(N`, P ) |= σ`(P )] for ` = 1, 2.

2) If κ = ℵ0, µ = 0(L ) we say M is an L -counterexample for σ.

3.3 Remark. We can use for σ`(P ), σ∗(P ) ∧ ϕ(P ), σ∗(P ) ∧ ¬ϕ(P ).

3.4 Fact: Let L be a logic with dependence number 0(L ) ≤ µ. Let σ(P ) be a
L (τ ∪ {P})-formula which is an implicit (weak implicit1) definition of P.
1) Assume that M is an L -counter example for σ. Then ∆(L ) does not have the

1i.e. for every τ -model there is a unique P
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14 SAHARON SHELAH

(Weak) Beth Property.
2) If M is a (µ,∞)-counter example for σ then ∆(L ) fails the FWROB (see [Ma]).

Proof. 1) Let σ(P ) be a L (τ ∪ {P})-formula which is an implicit (weak implicit)
definition of P . Assume for contradiction that there is an explicit definition for P
given by a formula θ(x) ∈ ∆(L ). Since ∆(L ) has the same dependence number
as L , there are a vocabulary τ# with τ ⊆ τ# and card(τ#) < µ and θ1(x),
θ2(x) ∈ L (τ#) which forms the ∆-definition of θ. This means that for every τ -
model M and a ∈M there is a unique ` ∈ {1, 2} such that for some expansion M#

of M to a τ#-model M∗ |= θ`[a]. Let for simplicity τ# − τ = {Ri : i < α}, and let
R′i a predicate with (n(Ri) + 1)-place. Now let M a L -counterexample to σ(P ),
for every a ∈M let `(a) ∈ {1, 2}, Rai ⊆ n(Ri)|M | for i < α be such that:

(M,Rai )i<α |= θ`(a)[a].

Define R′i = {< a > ˆb̄ : b̄ ∈ Rai where a ∈ M}, M∗ =: (M,R′i)i<α define θ′`(x)
accordingly (substitute Ri(x, y1, ..., yn) instead Ri(y1, ..., yn). Note: for a ∈ M∗ :
M∗ |= θ′`[a] iff M∗ |= θ3−` [a]. Let T = {∀x[θ′1(x) ≡ ¬θ′2(x)]}{ϕ : M∗ |= ϕ,ϕ is

F Sub
P (x)
θ′`(x)σ`(P ) for ` = 1, 2}. So there are N1, N2 as required in Definition 3.2 so

there are for ` = 1, 2, P ` ⊆ N`, (N`, P
`) |= σ`(P ). By the choice of (θ1(x), θ2(x))

and of M∗, for ` = 1, 2 we have:

P ` = {a ∈ N` : N` |= θ1[a]}.

So N` |= F Sub
P (x)
θ′`(x)σ`(P ) hence M∗ |= F Sub

P (x)
θ′`(x)σ`(P ). Let P ∗ = {a ∈ M∗ :

M |= θ1[a]}, then M∗ |= σ`(P
∗) for ` = 1, 2; but σ1(P ), σ2(P ) are contradictory;

contradiction.
2) Same proof with T = ThL (M∗).

3.5 Theorem. Beth(L ,∆(L∞,ω)) and, for every µ, FWROB(L ,∆(Lµ,ω)) fail if
for some distinct regular cardinals κ1 6= κ2 and θ` ∈ L (τi) where τ1∩τ2 = τ0 = {<},
we have, for ` = 1, 2 :

(a) Kd
` =: {M � τ0 : M |= θ`} are disjoint

(b) for arbitrarily large µ, if (|M |, <µ) is a linear order of cardinality µ and
cofinality κ` then M ∈ K`.

Proof. It follows from the main lemma 3.13 proved below and 3.4. So we first draw
conclusion, and then proceed to preparation for 3.13.
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3.6 Conclusion. 1) If λ > ℵ0 is regular, µ any cardinal then Beth(Lω,ω(∃≥λ),∆(L∞,ω) )
and FWROB(Lω,ω(∃≥λ),∆(Lµ,ω)) fail.
2) In particular this holds for the logic with the quantifier: there are uncountably
many.
3) Beth(Lω2,ω,∆(L∞,ω), FWROB(Lω2,ω,∆(Lµ,ω)) fail.
4) For µ > ℵ1 Beth(∆(L∞,ω)) fail and Beth(∆(Lµ,ω)), FWROB(∆(Lµ,ω)) fail.

3.7 Corollary. Let L1,L2 be two logics. Then

(i) ∆-Int(L1,L2) (see definition below) does not imply BETH(L1,L2)

(ii) ∆-Int(L1,L2) does not imply WFROB(L1,L2).

The subsequent definitions and lemmas lead to a proof of 3.5.

3.8 Definition. ∆-Int(L1,L2) means: if ψ` ∈ L1[τ`] for ` = 1, 2, τ = τ1 ∩ τ2 and
the class of τ -models is the disjoint union of
K1 = {M � τ : M a τ1-model satisfying ψ1} and
K2 = {M � τ : M a τ2-model satisfying ψ2}
then K1 is the class of τ -models of ψ∗ for some ψ∗ ∈ L2[τ ].

Explanation: What is the point of the following game? We, on the one hand,
want to build a type of indiscernibles to be able to control the cofinality. On the
other hand, if the type say it is bounded, we are lost. If the cofinality is weakly
compact, we can use partition theorems, but maybe the class of weakly compact
is bounded. But restricting ourselves to rapid sequences solve the dilemma — it
ensures unboundedness, and gives one type.

3.9 Definition. Suppose M is a model, A a subset of |M |, < a two place relation
which linearly orders A with no last element, and Φ a set of formulas ϕ(x̄, d̄) in the
vocabulary of M with parameters from |M |.
1) We say 〈ai : i < α〉 is rapid for (A,<) over Φ inside M if in the following game
player I has no winning strategy:

a play last α moves:
in the β-th move player I choose bi ∈ A and player II choose ci ∈ A,
such that bi < ci
in the end player II wins if for every ϕ(x1, x2, ..., xn, d̄) ∈ Φ, and i1 <
i2 < · · · < in < α we have:
M |= ϕ[ai1 , ..., ain , d̄] ≡ ϕ[ci1 , ..., cin , d̄].
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2) If B ⊆M,Θ a set of formulas with vocabulary included in the vocabulary of M ,
we write (B,∆) instead Φd(B,∆) =: {ϕ(x̄, d̄) : d̄ ⊆ B and ϕ(x̄, ȳ) ∈ Θ}.
3) We write (Ψ, n) instead Φ(Ψ,n) where Φd(Ψ,n) =: {ϕ(x1, ..., xn, d̄) : ϕ(x1, ..., xn, d̄) ∈
Ψ}.
4) We write (B,Θ, n) instead Φ(Φ(B,Θ),n).

5) If Θ is the set of first order formulas in the vocabulary of M we omit it.
6) Writing “ ≤ n” instead “n” has the obvious meaning.
7) Instead “A”, “ < ”, “B” we may write a formula which defines them. If the
identity of “ < ” is obvious — we omit it.

3.10 Claim. 1) For any model M,A,B ⊆ M , < (two-place relation) such that
(A,<) is linear with no last element, Φ are as above and ai ∈ A for i < α, we have:

〈ai : i < α〉 is rapid for (A,<) over (Φ,≤, 0) inside M.

2) If 〈ai : i < α〉 is rapid for (A∗, <) over Φ∗ inside M,Φ ⊆ Φ∗, A ⊆M, 〈i(ζ) : ζ <
ξ〉 is a strictly increasing sequence of ordinals < α then 〈ai(ζ) : ζ < ξ〉 is rapid for
(A,<) over Φ inside M .
3) If 〈ai : i < α〉 is rapid for (A,<) over (Φ∗, n) inside M,n = 2, [x1 < x0] ∈ Φ
then 〈ai : i < α〉 is strictly increasing and |α| < cf(A,<).

Proof. Easy.

3.11 Claim. If 〈ai : i < α〉 is rapid for (A,<) over Θ inside M,Θ ⊆ Ψ, cf(A,<)
is bigger than 2|Ψ|+|α| then there are bi(i < α) such that:

(a) 〈bi : i < α〉 is rapid for (A,<) over Ψ inside M

(b) for ϕ(x1, ..., xn, d̄) ∈ Θ, i1 < · · · < in < α we have M |= ϕ[bi1 , ..., bin , d̄] ≡
ϕ[ai1 , ..., ain , d̄].

Proof. The point is that any family of less than cf(A,<) strategies for player I can
be combined to one strategy.

3.12 Remark. In 3.13 (and 3.6) if we assume there is a class of measurable, we can
simplify the proof and get N � τ ≺ M . We can waive the notion of “rapid” just
let Dη be a normal ultrafilter on λη and H(η) is such that {i : ηˆ < i > appear
H(η) ∈}Dη.
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3.13 Main Lemma. : Suppose

(a) ψ ∈ Lµ+,ω[τ ], |τ | ≤ µ (where τ is a vocabulary);

(b) M∗ |= ψ, (τ = vocabulary of µ), ψ |= ThLω,ω (M∗)

(c) T is a non-empty set of finite sequences of ordinals, closed under initial
segments, <>∈ T , and for every η ∈ T for some cardinal λη > µ:

ηˆ < i >∈ T ⇔ i < λη

(d) T = PM
∗
, <M= {ηˆ < i >, ηˆ < j >) : η ∈ T , i < j < λη}, FM` (η) = η � `,

PM
∗

n = {η ∈ T : `g(η) = n}, R a coding function on {ηˆ < i >: i < λη}
(e) η 6= ν ⇒ λη 6= λν for η, ν ∈ T ; λη�k < λη for k < `g(η), η ∈ T and for

simplicity [η, ν ∈ T , `g(η) < `g(ν) |= λη < λν ]

(f) for η ∈ T , λη is regular and ≥ i(2µ)+(µη) where µη =: µ+
∑
{λν : λν < λη})

(g) κ1 6= κ2 are regular cardinals < Min
η∈T

λη

(h) τ0 ⊆ τ , the relation belongs to τ0, K0 a class of τ0-models, (closed under
isomorphism), such that for every η ∈ T : (M∗ � τ0) � {ηˆ < i >: i < λη}
belongs to K0

(i) if M ∈ K0 then <M linearly ordered |M |
(j) if M ∈ K0, ` ∈ {1, 2}, ‖M‖ = µ and cf(|M |, <M ) = κ` then for some Q,

(M,Q) ∈ K`

(k) K` is a class of (τ0∪{Q})-models closed under isomorphism and K ′` = {N �
τ0 : N ∈ K`} and K ′0,K

′
1 are disjoint

then there is a τ -model N of ψ and Q ⊆
⋃
n

PNn such that:

(1) PN0 ⊆ Q (necessarily |PN0 | = 1)

(2) for every x ∈ PNn letting Nx = (N � τ0) � {y ∈ PNn+1 : Fn(y) = x}, the
following are equivalent:

(i) cf(Nx, <) = κ1

(ii) cf(Nx, <) 6= κ2

(iii) (Nx, Q ∩Nx) ∈ K1

(iv) (Nx, Q ∩Nx) /∈ K2 (hence Nx /∈ K1)
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Proof.

Stage A - Definition: 1) We say (M,H) is an α-approximation if:

(α) M is an expansion of M∗ with Skolem functions (for first order formulas);
having a name for every subformula of ψ

(β) M has vocabulary of cardinality ≤ µ
(γ) H has domain ⊆ PM (= T ) and for every η ∈ Dom(H)H(η) is a <-

increasing sequence of members of B∗η = {ηˆ < i >, i < λη} of length

iα(µη)+ : 〈Hη(i) : i < iα(µη)+〉
(δ) H(η) is rapid for (B∗η , <) over A∗η =: ∪{B∗ν : λν < λη} inside M∗.

2) If we omit α this means for some α. We call (M,H) full if Dom H = PM
∗
.

Stage B - Definition: 1) We say for approximations (M `, H`), (` = 1, 2) that
(M1, H1) ≤ (M2, H2) if:

(α) M2 is an expansion of M1

(β) Dom H1 ⊆ Dom H2

(γ) for every η ∈ DomH1, there is an increasing sequence 〈i(ζ) : ζ < `g(H2(η))〉
of ordinals < `g(H1(η)) such that the sequences H2(η), 〈H1

η (i(ζ)) : ζ <

`g(H1(η))〉 realize the same type in M1 over A∗η.

2) We say (M1, H1) ≤pr (M2, H2) if in addition Dom H1 = Dom H2, `g(H1(η)) =
`g(H2(η))
(both relations defined in this stage are partial order).

Stage C - Definition: 1) We say an approximation (M,H) is (n,m, k)-indiscernible
if:

for any distinct η1, ..., ηm ∈ PM
∗

n , and for ` = 1, ...,m, b̄`, c̄` are increas-
ing subsequences of H(η`) of length k then the types b̄1ˆ···ˆb̄n, c̄1ˆ···ˆc̄m
realizes over

⋃
`≤n

PM
∗

` inside M∗ are equal.

2) If k = m omit it.

Stage D - Fact: For every α < i(2µ)+(µ) there is an α-approximation (M,H).

Proof. Expand M∗ by names for subformulas of ψ and then add Skolem functions.
Lastly use 3.11 to define H, Dom H = T .

Stage E- Fact: For any approximation (M1, H1), we can find M2, H2 such that:
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(α) (M2, H2) is an approximation, (M1, H1) ≤ (M2, H2).

(β) there is a predicate R ∈ τ(M2)− τ(M∗), R = {(η, a) : a ∈ H1(η)}.

Proof. First find an expansionM3 of M1 by suitable R, so |τ(M3)| ≤ µ. Second find
an expansion M2 of M3 which has Skolem functions and |τ(M2)| ≤ µ. Lastly we
find H2 : just apply 3.11 for each η ∈ Dom H1 and apply 3.11 with H1(η), (B∗η , <),

Θη = {ϕ : ϕ an Lω,ω[τ(M1)]-formula with parameters from A∗η},Ψη = {ϕ : ϕ an

Lω,ω[τ(M2)]-formula with parameters from A∗η} here standing for 〈ai : i < α〉,
(A,<), Θ, Ψ there. What we get (〈bi : i < iα(µη)+〉) will be called H2(η).

Stage F - Claim: If (M1, H1) is an α-approximation β + k × m ≤ α, n,m, k <
ω then there is a β-approximation (M2, H2) which is (n,m, k)-indiscernible and
(M1, H1) ≤ (M2, H2).

Proof. By polarized partition relation of Erdos Hajnal Rado [EHR]. See represen-
tation (in our terminology) [Sh 18], (or [\Sha , AP]) (or Erdos Hajnal Mate Rado
[\EHRM ]).

Stage G: Rest of the proof of Theorem 3.13.
We use the style of [\Sh18 , §5] — see [\Sha , VII,§5].

Let χ be regular, large enough, such that M∗ ∈ H(χ), <∗χ a well ordering of H(χ),
and let A = {i : i ≤ µ} ∪ τ(M∗).

Let A∗ = (H(χ),∈, <∗χ,M∗, a)a∈A. There is a model A of ThLω,ω (A∗) such that
A omit every type which A∗ omits and {t : A∗ |= “t is an ordinal < i(2µ)+(µ)} is
not well ordered. So there are tn ∈ A such that:

|= “tn is an ordinal < i(2µ)+(µ)

|= “tn+1 + (n+ 1)2 < tn”.

In A we define by induction on n,Qn, (M
n, Hn) such that:

(α) A |= “(Mn, Hn) is a tn-approximation

(β) A |= “(Mn, Hn) ≤ (Mn+1, Hn+1)

(γ) If n = 2(m2 + k), k < m then (Mn+1, Hn+1) is (m, k)-indiscernible and
(Mn+1, Hn+1) relates to (Mn, Hn) as in Stage E

(δ) Rn ∈ τ(Mn+1)− τ(Mn), for n = 2m+ 1
Rn = Rn+1 = {(η, a) : a ∈ Hn(η)}.
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For n = 0 use stage D.
For n = `+ 1, ` odd use stage E to define (Mn, Hn).
For n = `+ 1, ` even use stage F to define.

Now let τn = τ(Mn), Nn be the Skolem Hall of ∅ in Mn (more exactly Mn as
interpreted in A). So τ(Nn) = τn, τn ⊆ τn+1, |τn| ≤ µ, Nn ≺ Nn+1 (i.e. Nn ≺
(Nn+1 � τn)) and let Nω =

⋃
n

Nn, τω = ∪τn. So Nn ≺ Nω.

We now define by induction on n ≤ ω model N∗n and Qn such that:

(A) N∗0 = Nω, τ(N∗n) = τω

(B) N∗n ≺ N∗n+1, N∗ω =
⋃
n<ω

N∗n,

(C) For ` ≤ n, P
N∗n
0 = P

N∗n+1

`

(D) N∗n is the Skolem Hull of |Nω| ∪ (
⋃
`≤n

PN
∗
n)

(E) Qn ⊆ P
N∗n
n

(F ) Q0 = P
N∗0
0

(G) for every η ∈ PN
∗
n

0 (where Nη is defined as in (2) of the conclusion of 3.13):

if η ∈ Qn then cf
(

(N∗n+1)η, <
N∗n+1

)
= κ1

if η /∈ Qn then cf
(

(N∗n)η, <
N∗n+1

)
= κ2

(H) for each η ∈ PN
∗
n

n = P
N∗n+1
n , ((N∗n)η, Q) ∈ K1 ∪K2

(I) for each n < ω, every Lω,ω[τn]-type realized in N∗n is realized in N∗0 = Nω,
i.e. in some Nm, m < ω.

The construction is straightforward: in the induction step use the indiscernibility
built in [we can add ‖N∗n‖ = µ].

3.14 Remark. We can get from the proof some additional information which does
not seem useful. We can use δ(µ) instead i(2|τ|)+ , omit every type which M∗ omit.

We can have in N∗n+1, assign arbitrary cofinalities to (|N∗n+1|, <N
∗
n+1).

3.15 Theorem. Suppose in (our universe of set theory) V , for every α there is a
measurable of order α (see e.g. Gitik [G]). Then in some generic extension V ′:

(∗) for every regular µ < λ: if L is a logic, L(∃≥λ) ≤ ∆(L ) then Beth(L ,∆(L∞,µ))
fail.
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Proof. Immediate by Gitik [G], but to clarify we deal with it lengthily. We use the
following theorem of Gitik [G]:

(⊕) if κ is a measurable of order θ, θ a regular cardinal < κ and λ < κ then for
some forcing notions Pκ,λ,θ,Q

˜
κ,λ,θ(∈ V Pκ,λ,θ ) the following holds.

Pκ,λ,θ is λ-pseudo complete (see [Sh:b, Ch.X]) does not collapse cardinals, retain
the regularity of κ.
Q
˜
κ,λ,θ is λ-pseudo complete, does not collapse cardinals, change the cofinality of κ

to θ and add no new sequences of ordinals of length < θ.
We also have (really follows generally, see [Sh 250]) minimal elements ∅ and order
≤0 witnessing to λ-pseudo completeness.

Suppose W is a set of triples (κ, λ, θ), of regular cardinals θ < λ < κ such that∧
`=1,2

(κ`, λ`, θ`) ∈W ∧ κ1 < κ2 ⇒ κ1 < λ2.

Let W [κ′] = {(κ, λ, θ) ∈W : κ < κ′}. We define PW as

{
p̄ :p̄ = 〈p(κ,λ,θ) : (κ, λ, θ) ∈W 〉,

p(κ,λ,θ) is a PW [κ]-name of a member of

Pκ,λ,θ such that

{(κ, λ, θ) :1 0 ≤ p(κ,λ,θ)} is finite

}

with obvious order (both ≤ and ≤0).
Next QW ∈ V PW is defined as:

{
q̄ :q̄ = 〈q(κ,λ,θ) : (κ, λ, θ) ∈W 〉

q(κ,λ,θ) ∈ (Q(κ,λ,θ))
V PW [κ] and

{(κ, λ, θ) ∈W : ¬0 ≤0 q(κ,λ,θ)} is finite

}

order the obvious one (≤ and ≤0).
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Now PW , QW has the expected properties. We force with the iteration R̄ =
〈Ri : i < ∞〉 (support as in PW ) where for each i for some µi, R̄ � i ∈ H(µi),
Ri ∈ {PWi

, PW∗i , QWi
}, 2µi < Min{λ : (κ, λ,Θ) ∈Wi}.

The rest is left to the reader.
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[G] Kurt Gödel. The consistency of the axiom of choice and the general-
ized continuum-hypothesis with the axiomes of set theory. Princeton
University Press, 1940.
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