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Abstract. This was non-essentially revised in late 2020. First point is not-

ing that the proof of [She04b, Th.4.3] which says that the proof giving the
consistently b = d = u < a gives that also s = d. The proof use a measurable

cardinal and a c.c.c. forcing so it give large d and assume a large cardinal.

Second point is adding to the results of §2,§3 which say that (in §3 with
no large cardinals) we can force ℵ1 < b = d < a. We like to have ℵ1 < s ≤
b = d < a. For this we allow in §2,3 the sets Kt to be uncountable; this

require non-essential changes. In particular, we replace usually ℵ0,ℵ1 by σ, ∂.
Naturally we can deal with i and similar invariants.

Third we proof read the work again. To get s we could have retain the

countability of the member of the It-s but the parameters would change with
A ∈ It, well for a cofinal set of them; but the present seem simpler.

We intend to continue in [S+a].

Original abstract We show that consistently, every MAD family has cardi-

nality strictly bigger than the dominating number, that is a > d, thus solv-

ing one of the oldest problems on cardinal invariants of the continuum. The
method is a contribution to the theory of iterated forcing for making the con-

tinuum large.
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2 SAHARON SHELAH

Annotated Content

§0 Introduction
[Was not changed in 2020]

§1 CON(a > d)

[We prove the consistency of the inequality a < d, relying on the theory of
CS iteration of nep forcing (from [She04a], this proof is a concise version).
(2020) Was not changed]

§2 On CON(a > d) revisited with FS, ideal memory of non-well ordered length

[We use itaration of c.c.c. forcing along a non-well orderd linear order with
non-transitive memory. Does not depend on §1 but use a measurable κ.
We define “FSI-template”, a depth on the subsets on which we shall do
induction; we are interested just in the cases where the depth is <∞. Now
the iteration is defined and its properties are proved simultaneously by in-
duction on the depth. After we have understood such iterations sufficiently
well, we proceed to prove the consistency in details.

(2020) The change is that we do not require Kt (and the members of
It) to be countable, this require non-essential changes. We also add the
promised result].

§3 Eliminating the measurable

[In §2, for checking the criterion which appears there for having “a large”,
we have used ultra-power by some κ-complete ultrafilter. Here we construct
templates of cardinality, e.g. ℵ3 which satisfy the criterion; by constructing
them such that any sequence of ω-tuples of appropriate length has a (big)
sub-sequence which is “convergent” so some complete κ-complete filter be-
have for appropriate κ-sequence of names of reals as if it is an ultrafilter
and as if the sequence has appropriate limit.

(2020) We add the elimination of the measurable also from the result
with s.]

§4 On related cardinal invariants

[We prove e.g. the consistency of u < a, starting with a measurable cardinal.
Here the forcing notions are not so definable, so this gives a third proof of
the main theorem (but the points which repeat §3 are not repeated).

(2020) The addition is noting that the proof give also s = d in the
consistency, again not relying on §2.]
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§ 0. Introduction

We deal with the theory of iteration of of c.c.c. forcing notions for the continuum
and prove CON(a > d) and related results. We present it in several perspectives;
so §2 + §3 does not depend on §1; and §4 does not depend on §1, §2, §3. In §2 we
introduce and investigate iterations which are of finite support but with so called
ideal, weakly transitive memory and linear, non well ordered length and prove
CON(a > d) using a measurable. In §4 we answer also related questions (u < a);
in §3, relying on §2 we eliminate the use of a measurable, and in §1 we rely heavily
on [She04a].

Very basically, the difference between a on the one hand and b, d on the other
hand which we use is that a speaks on a set, whereas b is witnessed by a sequence and
d by a quite directed family; it essentially deals with cofinality; so every unbounded
subsequence is a witness as well, i.e. the relevant relation is transitive; when b = d
things are smooth, otherwise the situation is still similar. This manifests itself by
using ultrapowers for some κ-complete ultrafilter (in model theoretic outlook), and
by using “convergent sequence” (see [She87] and later [Shed, §2], [Shee]), or the
existence of Av, the average, from [She90]) in §2, §3, respectively. The meaning
of “model theoretic outlook”, is that by experience set theorists starting to hear
an explanation of the forcing tend to think of an elementary embedding j : V →
M and then the limit practically does not make sense (though of course we can
translate). Note that ultrapowers by e.g. an ultrafilter on κ, preserve any witness
for a cofinality of a linear order being ≥ κ+ (or the cofinality of a κ+-directed
partial order), as the set of old elements is cofinal and a cofinal subset of a cofinal
subset is a cofinal subset. On the other hand, the ultrapower always “increase” any
set of cardinality at least κ, the completeness of the ultrafilter.

∗ ∗ ∗

This (is a ≤ d?) is one of the oldest problems and well known on cardinal
invariants of the continuum (see [vD] and Roitman [Mil]). It was mostly thought
(certainly by me) that consistently a > d and that the natural way to proceed is
by CS iteration 〈Pi,Q

˜
i : i < ω2〉 of proper ωω-bounding forcing notions, starting

with V |= ffffGCH, and |Pi| = ℵ1 for i < ω2 and Q
˜
i “deal” with one MAD

family Ai ∈ VPi ,Ai ⊆ [ω]ℵ0 , adding an infinite subset of ω almost disjoint to every
A ∈ Ai. The needed iteration theorem holds by [She98, Ch.V,§4], saying that in
VPω2 , d = b = ℵ1 and no cardinal is collapsed, but the single step forcing is not
known to exist. This has been explained in details in [She00b].

We do not go in this way but in a totally different direction involving making
the continuum large, so we still do not know

Problem 0.1. Is ZFC + 2ℵ0 = ℵ2 + a > d consistent?
To clarify our idea, let D be a normal ultrafilter on κ, a measurable cardinal and

consider a c.c.c. forcing notion P and assume we have

(a) a sequence f̄
˜

= 〈f
˜
α : α < κ+〉 of P-names such that 
P “〈f

˜
α : α < κ+〉 is

<∗-increasing cofinal in ωω” (so f̄
˜

exemplifies 
P “b = d = κ+”)

(b) a sequence 〈A
˜
α : α < α∗〉 of P-names such that


P “{A
˜
α : α < α∗} is MAD that is α 6= β ⇒ A

˜
α ∩ A

˜
β is finite and

A
˜
α ∈ [ω]ℵ0”.
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4 SAHARON SHELAH

Now P1 = Pκ/D also is a c.c.c. forcing notion by  Loś theorem for Lκ,κ; let j : P→ P1

be the canonical embedding; moreover, under the canonical identification we have
P ≺Lκ,κ P1. So also 
P1 “f

˜
α ∈ ωω”, recalling that f

˜
α actually consists of ω

maximal antichains of P (or think of (H (χ),∈)κ/D, χ large enough). Similarly

P1 “f

˜
α <

∗ f
˜
β if α < β < κ+”.

Now, if 
P1
“g
˜
∈ ωω”, then g

˜
= 〈g

˜
ε : ε < κ〉/D,
P “g

˜
ε ∈ ωω” so for some

α < κ+ we have 
P “g
˜
ε <
∗ f

˜
α for ε < κ” hence by  Loś theorem 
P1

“g
˜
<∗ f

˜
α

” (so

before the identification this means 
P1 “g
˜
<∗ j(fα)”), so 〈f

˜
α : α < κ+〉 exemplifies

also 
P1
“b = d = κ+”.

On the other hand 〈A
˜
α : α < α∗〉 cannot exemplify that a ≤ κ+ in VP1 because

α∗ ≥ κ+ (as ZFC |= b ≤ a) so 〈A
˜
α : α < κ〉/D exemplifies that 
P1

“{A
˜
α : α < α∗}

is not MAD”.
Our original idea here is to start with a FS iteration Q̄0 = 〈P0

i ,Q
˜

0
i : i < κ+〉 of

nep c.c.c. forcing notions, Q
˜

0
i adding a dominating real, (e.g. by dominating real

= Hechler forcing), for κ a measurable cardinal and let D be a κ-complete uniform
ultrafilter on κ and χ � κ. Then let L0 = κ+, Q̄1 = 〈P1

i ,Q1
i : i ∈ L1〉 be Q̄0 as

interpreted in (H (χ),∈, <∗χ)κ/D, it looks like Q̄0 replacing κ+ by (κ+)κ/D. We

look at Lim(Q̄0) =
⋃
{ P0

i i < κ+} as a subforcing of Lim(Q̄1) identifying Q
˜
i with

Q
˜

j0(i), j0 the canonical elementary embedding of κ+ into (κ+)κ/D (no Mostowski

collapse!). We continue to define Q̄n and then Q̄ω as the following limit: for the
original1 i ∈ κ+, we use the definition, otherwise we use direct limit (“founding
fathers privilege” you may say). So Pi = Lim(Q̄i) is l-increasing, continuous when
cf(i) > ℵ0; so now we have a kind of iteration with so called ideal, weakly transitive

memory and a not well founded base. We continue κ++ times. Now in VLim(Q̄κ
++

),
the original κ+ generic reals exemplify b = d = κ+, so we know that a ≥ κ+. To
finish assume p 
 “{A

˜
γ : γ < κ+} ⊆ [ω]ℵ0 is a MAD family”. Each name A

˜
γ is a

“countable object” and so depends on countably many conditions, so all of them
are in Lim(Q̄i) for some i < κ++. In the next stage, Q̄i+1, 〈A

˜
γ : γ < κ〉/D is a

name of an infinite subset of ω almost disjoint to A
˜
β for each β < κ+, contradiction.

All this is a reasonable scheme. This is done in §1 but rely on “nep forcing” from
[She04a]. But a self contained another approach is in §2,§3, where the meaning of
the iteration is more on the surface (and also, in §3, help to eliminate the use of
large cardinals). In §4 we deal with the case of an additional cardinal invariant, u.

Note that just using FS iteration on a non well-ordered linear order L (instead of
an ordinal) is impossible by a theorem of Hjorth. On nonlinear orders for iterations
(history and background) see [RS]. On iteration with non-transitive memory see
[She00a], [She03] and in particular [She03, §3].

Continuing this work J. Brendle has proved the consistency of cf(a) = ℵ0, (note
that in 3.6 we have assumed λ = λℵ0 in V hence cf(λ) > ℵ0 even in VP).

I thank Heike Mildenberger and Juris Steprans for their helpful comments. After
publication this was revised simplifying §2.

Notation 0.2. 1) P,Q denote forcing notions
2) Let P ⊆ Q means that for p, q ∈ P we have p <P q iff p <Q q
3) let P ⊆ic Q iff P ⊆ Q and for every p, q ∈ P we have p, q are compatible in P iff
they are compatible in Q

1 which mean not the ones added by taking ultrapowers
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4) Let PlQ iff P ⊆ic Q and every maximal anti-chain of P is a maximal anti-chain
of Q

Convention 0.3. 1) When using t, (t, K̄) we mean as in Def 2.1.
2) When using (t, K̄, ū,Lim(Q̄)) we mean as in 2.6
3) We may write It instead Itt or Iqt when t,q is clear from the contecxt.
4) Dealing with e.g. tζ we may write t[ζ] in subscript and superscripts.
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6 SAHARON SHELAH

§ 1. On Con(a > d)

In this section, we look at it in the context of [She04a] and we use a measurable
cardinal.

Definition 1.1. 1) Given setsA` of ordinals for ` < n, we say T is an (A0, . . . , An−1)-
tree if T =

⋃
k<ω

Tk where Tk ⊆ {(η0, . . . , η`, . . . , ηn−1) : η` ∈ k(A`) for ` < n} and

T is ordered by η̄ ≤T ν̄ ⇔
∧
`<n

η` E ν` and we let η̄ � k1 =: 〈η` � k1 : ` < n〉

and demand η̄ ∈ Tk ∧ k1 < k ⇒ η̄ � k1 ∈ Tk1 . We call T locally countable if
k ∈ [1, ω) ∧ η̄ ∈ Tk ⇒ |{ν̄ ∈ Tk+1 : η̄ ≤T ν̄}| ≤ ℵ0. Let lim(T ) = {〈η` : ` < n〉 :
η` ∈ ω(A`) for ` < n and m < ω ⇒ 〈η` � m : ` < n〉 ∈ T }.

Lastly, for n1 ≤ n we let prj limn1
(T ) = {〈η` : ` < n1〉 : for some ηn1

, . . . , ηn−1

we have 〈η` : ` < n〉 ∈ lim(T )}; and if n1 is omitted we mean n1 = n− 1.
2)

K = {T̄ : for some sets A,B of ordinals we have
(i) T̄ = (T1,T2),
(ii) T1 is a locally countable (A,B)-tree,
(iii) T2 is a locally countable (A,A,B)-tree, and
(iv) QT̄ =: (prj lim(T1), prj lim(T2)) is a c.c.c. forcing notion

absolute under c.c.c. forcing notions (see below)}

2A) We say that QT̄ is c.c.c. absolute for c.c.c. forcing if: for c.c.c. forcing notions

P l R we have P ∗ Q
˜

T̄ l R ∗ QT̄
˜

(though not necessarily QVP

T̄
l QVR

T̄
in VR) so

membership, order, non-order, compatibility, noncompatibility and being predense
over p in the universe VP, are preserved in passing to VR, note that predense sets
belong to VP (the QT̄ ’s are snep, from [She04a] with slight restriction). Similarly
we define “QT̄1

l QT̄2
absolute under c.c.c. forcing” (compare with 2.6, clause

(A)(a)(iii) in the definition).
3) For a set or class A of ordinals, KκA is the family of T̄ ∈ K which are a pair
of objects, the first an (A,B)-tree and the second an (A,A,B)-tree for some B
such that |T1| ≤ κ, |T2| ≤ κ. For a cardinal κ and a pairing function pr with
inverses pr1,pr2, let Kκpr1,γ

= Kκ{α:pr1(α)=γ} and Kκpr1,<γ
= Kκ{α:pr1(α)<γ}. Let |T̄ | =

|T1|+ |T2|.
4) Let T̄ , T̄ ′ ∈ K, we say f is an isomorphism from T̄ onto T̄ ′ when f = (f1, f2)
and for m = 1, 2 we have: fm is a one-to-one function from Tm onto T ′m preserving
the level (in the respective trees), preserving the relations x = y � k, x 6= y � k
and if f2((η1, η2, η3)) = (η′1, η

′
2, η
′
3), f1((ν1, ν2)) = (ν′1, ν

′
2) then [η1 = ν1 ⇔ η′1 =

ν′1], [η2 = ν1 ⇔ η′2 = ν′1].

In this case let f̂ be the isomorphism induced by f from QT̄ onto QT̄ ′ .

Definition 1.2. For T̄ ′, T̄ ′′ ∈ K let T̄ ′ ≤K T̄ ′′ mean:

(a) T ′` ⊆ T ′′` (as trees) for ` = 1, 2

(b) if ` ∈ {1, 2} and η̄ ∈ T ′′` \T ′` and η̄ � k ∈ T ′` then k ≤ 1

(c) QT̄ ′lQT̄ ′′ (absolute under c.c.c. forcing); note that by (a) + (b) we have:
x ∈ QT̄ ′ ⇒ x ∈ QT̄ ′′ and QT̄ ′ |= x ≤ y ⇒ QT̄ ′′ |= x ≤ y.

Paper Sh:700a, version 2021-02-10 4. See https://shelah.logic.at/papers/700a/ for possible updates.



ARE a AND d YOUR CUP OF TEA; REVISED SH700A 7

Remark 1.3. The definition is tailored such that the union of an increasing chain
will give a forcing notion which is the union.

Claim/Definition 1.4. 0) ≤K is a partial order of K.
1) Assume 〈T̄ [i] : i < δ〉 is ≤K-increasing and T̄ is defined by T̄ =

⋃
i

T̄ [i] that is

Tm =
⋃
i<δ

Tm[i] for m = 1, 2 then

(a) i < δ ⇒ T̄ [i] ≤K T̄

(b) QT̄ =
⋃
i<δ

QT̄ [i].

2) Assume T̄ ′, T̄ ∈ K. Then there is T̄ ′′ ∈ K such that T̄ ′ ≤K T̄ ′′ and QT̄ ′′ is
isomorphic to QT̄ ′ ∗ Q

˜
T̄ and this is absolute by c.c.c. forcing. Moreover, there is

such an isomorphism extending the identity map from QT̄ ′ into QT̄ ′′ .
3) There is T̄ ∈ Kℵ0

ω such that QT̄ is the trivial forcing.
4) There is T̄ ∈ Kℵ0

ω such that QT̄ is the dominating real forcing.

Proof. See [She04a]. �1.4

Claim 1.5. 1) Assume T̄ [γ] ∈ Kpr1,γ for γ < γ(∗). Then for each α ≤ γ(∗)
there is T̄ 〈α〉 such that QT̄ 〈α〉 is Pα where 〈Pγ ,Q

˜
β : γ ≤ γ(∗), β < γ(∗)〉 is an

FS-iteration and Q
˜
β = (QT̄ [β])

V[Pβ ] and T̄ 〈α〉 ∈ Kpr1,<α and T̄ 〈α1〉 ≤K T̄ 〈α2〉
for α1 ≤ α2 ≤ γ(∗), T̄ [γ] ≤K T̄ 〈α〉 for γ < α ≤ γ(∗). We write T̄ 〈α〉 =

∑
γ<α

T̄ [γ].

2) In part (1), for each γ < γ(∗) there is T̄ ′ ∈ Kpr1,γ such that T̄ ′, T̄ are isomor-

phic over T̄ [γ] hence QT̄ ′ ,QT̄ are isomorphic over QT̄ [γ].

3) If in addition T [γ] ≤K T ′[γ] ∈ Kpr1,γ for γ < γ(∗) and 〈Pγ ,Q
˜

′
β : γ ≤ γ(∗), β <

γ(∗)〉 is an FS iteration as above with P′γ(∗) = QT̄ ′ , then we can find such T̄ ′ with

T̄ ≤K T̄ .

Proof. Straightforward. �1.5

Claim 1.6. Assume

(a) κ is a measurable cardinal

(b) κ < µ = cf(µ) < λ = cf(λ) = λκ and (∀α < µ)(|α|ℵ0 < µ) for simplicity.

Then for some c.c.c. forcing notion P of cardinality λ, in VP we have: 2ℵ0 =
λ, d = b = µ and a = λ.

Proof. We choose by induction on ζ ≤ λ the following objects satisfying the follow-
ing conditions:

(a) a sequence 〈T̄ [γ, ζ] : γ < µ〉
(b) T̄ [γ, ζ] ∈ Kλpr1,γ

(c) ξ < ζ ⇒ T̄ [γ, ξ] ≤K T̄ [γ, ζ]

(d) if ζ limit then T̄ [γ, ζ] =
⋃
ξ<ζ

T̄ [γ, ξ]

(e) if γ < µ, ζ = 1 then QT̄ [γ, ζ] is the Qdom, dominating real forcing =
Hechler forcing
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(f) if γ < µ, ζ = ξ + 1 > 1 and ξ is even, then T̄ [γ, ζ] is isomorphic to
T̄ 〈γ + 1, ξ〉 over T̄ [γ, ξ] say by jγ,ξ where T̄ 〈γ + 1, ξ〉 =:

∑
β≤γ

T̄ [β, ξ] and

let ĵγ,ξ be the isomorphism induced from QT̄ 〈γ+1,ξ〉 onto QT̄ [γ, ζ] over
QT̄ [γ,ξ]

(g) if γ < µ, ζ = ξ+1, ξ odd, then T̄ [γ, ζ] is almost isomorphic to (T̄ [γ, ξ])κ/D
over T̄[γ,ξ] which means that we say jγ,ξ is an isomorphism from (T̄ [γ, ξ])κ/D

onto T̄ [γ, ζ] such that by jγ,ξ, 〈x : ε < κ〉/D is mapped onto x.

There is no problem to carry the definition. Let Pζ = QT̄ 〈µ,ζ〉 where T̄ 〈µ, ζ〉 =:∑
γ<µ

T̄ [γ, ζ] for ζ ≤ λ,P = Pλ and Pγ,ζ = QT̄ 〈γ,ζ〉.

Now

�1 |P| ≤ λ.

[Why? As we prove by induction on ζ ≤ λ that: each T̄ [γ, ζ] and
∑
γ≤µ

T̄ [γ, λ]

has cardinality ≤ λ. Hence for γ < µ we have: the forcing notion QT̄ [γ,λ] in the

universe VQT̄ 〈γ,λ〉 has cardinality ≤ λℵ0 = λ.]

�2 in VP we have b = d = µ

[Why? Let η
˜
γ be the QT̄ [γ,1]-name of the dominating real (see clause (e)). As

T̄ [γ, 1] ≤K T̄ [γ, λ], clearly η
˜
γ is also a QT̄ [γ,λ]-name of a dominating real, but

this is preserved by (forcing by) Pγ hence 
Pγ+1 “η
˜
γ dominates (ωω)V[Pγ,λ]”. But

〈Pγ,λ : γ < µ〉 is l-increasing with union P and cf(µ) = µ > ℵ0 so 
P “〈η
˜
γ : γ < µ〉

is <∗-increasing and dominating”, so the conclusion follows.]
We shall prove below that a ≥ λ, together this finishes the proof (note that it

implies 2ℵ0 ≥ λ hence as λ = λℵ0 by �1 we get 2ℵ0 = λ)

�3 
P “a ≥ λ”.

So assume p 
 “A
˜

= {A
˜
i : i < θ} is a MAD family, i.e. (θ ≥ ℵ0 and)

(i) A
˜
i ∈ [ω]ℵ0 ,

(ii) i 6= j ⇒ |A
˜
i ∩A

˜
j | < ℵ0 and

(iii) A
˜

is maximal under (i) + (ii)”.

Without loss of generality 
P “A
˜
i ∈ [ω]ℵ0”.

As always a ≥ b, by �2 we know that θ ≥ µ, and toward contradiction assume
θ < λ. For each i < θ and m < ω there is a maximal anti-chain 〈pi,m,n : n < ω〉
of P and a sequence 〈ti,m,n : n < ω〉 of truth values such that pi,m,n 
P “n ∈ A

˜
i

iff ti,m,n is truth”. We can find a countable wi ⊆ µ such that: [
⋃

m,n<ω
Dom(pi,m,n) ⊆

wi], pi,m,n ∈ QΣ{T̄ [γ,λ]:γ∈wi}, moreover, γ ∈ Dom(pi,m,n)⇒ pi,m,n(γ) is aQ∑
{T̄ [β,λ]:β∈γ∩wi}-

name.
Note that Q∑

{T̄ [β,λ]:β∈γ∩wi,i<θ} lQ∑
{T̄β :β<γ}, see [She04a].

Clearly for some even ζ < λ, we have {pi,m,n : i < θ,m < ω and n < ω} ⊆
Q∑

{T̄ [β,ζ]:β<µ}. Now for some stationary S ⊆ {δ < µ : cf(δ) = κ} and w∗ we

have: δ ∈ S ⇒ wδ ∩ δ = w∗ and α < δ ∈ S ⇒ wα ⊆ δ. Let 〈δε : ε < κ〉
be an increasing sequence of members of S, and δ∗ =

⋃
ε<κ

δε. The definition of
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〈T̄ [γ, ζ + 1] : γ < µ〉, 〈T̄ [γ, ζ + 2] : γ < µ〉 was made to get a name of an infinite
A
˜
⊆ ω almost disjoint to every A

˜
β for β < θ (in fact (

∑
γ<µ

QT̄ [γ,ζ])
κ/D can be

l-embedded into
∑
γ<µ

QT̄ [γ,ζ+2]). �1.6

Remark 1.7. In later proofs in §2 we give more details.
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§ 2. On Con(a > d) revisited with FS, with ideal memory, non-well
ordered length

(Pre 2020 introduction to this section) We first define the FSI-templates, telling
us how do we iterate along a linear order L; we think of having for each t ∈ L, a
forcing notion Qt, say adding a generic ν

˜
t, and Qt will really be ∪{QV[〈ν

˜
s:s∈A〉] :

A ∈ It} where It is an ideal of subsets of {s : s <L t}; so Qt in the nice case
is a definition, e.g. as in 1.1(2A). In our application this definition is constant,
but we treat a more general case, so Q

˜
t may be defined using parameters from

V[〈ν
˜
s : s ∈ Kt〉],Kt a subset of {s : s <L t} so the reader may consider only

the case t ∈ L ⇒ Kt = ∅. In part (3) of Definition 2.1 instead distinguishing “ζ
successor, ζ limit” we can consider the two cases for each ζ. The depth of L is the
ordinal on which our induction rests (as otp(L) is inadequate).

Now (2020) we allow uncountable Kt-s (and similarly η
˜
, ν), a non-essential

change.

Definition 2.1. 1) An FSI-template (= finite support iteration template) t is a
sequence 〈It : t ∈ L〉 = 〈Itt : t ∈ Lt〉 = 〈It[t] : t ∈ L[t]〉 such that:

(a) L is a linear order (or partial, it does not really matter); but we may write
x ∈ t instead of x ∈ L and x <t y instead of x <L y

(b) It is an ideal of subsets of Lt = {s : L |= s < t}, (but see 2.3(4)(b)).

2) Let t be an FSI-template.

(c) We say K̄ = 〈Kt : t ∈ Lt〉 is a t-memory choice (or (t, K̄) is an FSI-template)
if

(i) Kt ∈ Itt
(ii) s ∈ Kt ⇒ Ks ⊆ Kt.

(d) We say L ⊆ Lt is K̄-closed if t ∈ L⇒ Kt ⊆ L
(e) for K̄ a t-memory choice and L ⊆ Lt which is K̄-closed we say K̄ ′ = K̄ � L

if Dom(K̄ ′) = L and K ′t is Kt for t ∈ L, (it is a (t � L)-memory choice, see
part (5)).

(f) We say that A is K̄-countable (or, pedantically (t, K̄)-countable) when
(A = ∅ or) there are tn ∈ Lt and K̄-closed, An ∈ Ittn for n < ω such that

A = ∪{An ∪ {tn} : n < ω}. We define similarly K̄-finite or (K̄,< ∂)-finite
) for any (infinite) ∂

(g) Let K†t be Kt ∪ {t}
(h) We let ∂(t) = sup{|A|+ + ℵ0 : A ∈ It for some t ∈ L} and ∂(t, K̄) = ∂(t).

Let ∂(K̄) = sup{|K̄t| : t ∈ Lt}.

3) For an FSI-template t and t-memory choice K̄ and K̄-closed L ⊆ Lt we define
Dpt(L, K̄), the t-depth (or (t, K̄)-depth) of L by defining by induction on the ordinal
ζ when Dpt(L, K̄) ≤ ζ.

For ζ = 0: Dpt(L, K̄) ≤ ζ when L = ∅.

For ζ a successor ordinal: Dpt(L, K̄) ≤ ζ iff:
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(a) there is L∗ such that: L∗ ⊆ L, |L∗| ≤ 1, (∀t ∈ L)(∀A ∈ Itt )(A ∩ L∗ = ∅)
hence L\L∗ is K̄-closed and Dpt(L\L∗, K̄) < ζ and for every t ∈ L∗ we
have:

�t,L L\L∗ ∈ Itt and 2 it is K̄-closed.

For ζ > 0 a limit ordinal: Dpt(L, K̄) ≤ ζ iff:

(b) there is a directed partial order M and a sequence 〈La : a ∈M〉 with union
L such that the sequence is increasing, i.e., M |= “a ≤ b⇒ La ⊆ Lb”, each
Lb is K̄-closed, (∀b ∈ M)(ζ > Dpt(Lb, K̄)) and t ∈ L ∧ A ∈ It ∧ A ⊆ L ⇒
(∃a ∈M)A ⊆ La.

So Dpt(L, K̄) = ζ iff Dpt(L, K̄) ≤ ζ ∧ (∀ξ < ζ)Dpt(L, K̄) � ξ

3A) Dpt(L, K̄) =∞ iff (∀ ordinal ζ) [Dpt(L, K̄) � ζ].
4) We say K̄ is a smooth t-memory choice or (t, K̄) is smooth if Dpt(L

t, K̄) < ∞
and K̄ a t-memory choice (and t is an FSI-template).
5) If K̄ is omitted we mean it is the trivial K̄, that is Kt = ∅ for t ∈ Lt. We
say t is smooth if the trivial K̄ is a smooth t-memory choice. For L ⊆ Lt let
t � L = 〈It ∩P(L) : t ∈ L〉.
6) Let L1 ≤t L2 mean L1 ⊆ L2 ⊆ Lt and t ∈ L1 ∧A ∈ Itt ⇒ A ∩ L2 ⊆ L1.

Definition 2.2. Let t = 〈It : t ∈ Lt〉 be a FSI-template and K̄ a t-memory choice.
1) We say L̄ is a (t, K̄)-representation of L (or (t, K̄)− 0-representation of L) if :

(a) L ⊆ Lt is K̄-closed

(b) L̄ = 〈La : a ∈M〉
(c) M is a directed partial order

(d) L̄ is increasing, that is a <M b⇒ La ⊆ Lb
(e) L =

⋃
a∈M

La

(f) each La is K̄-closed

(g) if t ∈ L,A ∈ Itt , A ⊆ L then (∃a ∈M)(A ⊆ La)

2) We say L∗ is a (t, K̄)−∗representation or a (t, K̄)− 1-representation + of L if :

(a) L ⊆ Lt is K̄-closed

(b) L∗ ⊆ L,L∗ a singleton

(c) if t ∈ L and A ∈ Itt then A∩L∗ = ∅ (so (L\L∗) ≤t L, see Definition 2.1(6))

(d) if t ∈ L∗ then L\L∗ ∈ Itt .

Claim 2.3. Let t be an FSI-template and K̄ a t-memory choice.
0) The family of K̄-closed sets is closed under (arbitrary) unions and intersections.
Also if L ⊆ Lt then L ∪

⋃
{Kt : t ∈ L} is K̄-closed.

1) If L2 ⊆ Lt is K̄-closed and L1 is an initial segment of L2, then L1 is K̄-closed.
2) If L1 ⊆ L2 ⊆ Lt are K̄-closed then

2 we can use less, it seems not needed at the moment. We can go deeper to names of depth
≤ ε inductively on ε < ω1, as in [She03, §3], or in a more particular way to make the point that
is used here true, and/or make Itt only closed under unions (but not subsets), etc. Note that e.g.

Limt(Q̄) is well defined when Lt is well ordered.
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(α) Dpt(L1, K̄) ≤ Dpt(L2, K̄), moreover

(β) (∃t ∈ L2)[L1 ∈ Itt ] implies that Dpt(L1, K̄) < Dpt(L2, K̄) or both are ∞.

3) If L1 ⊆ L2 ⊆ Lt are K̄-closed then t � L2 is an FSI-template, L1 is (t � L2)-
closed and Dpt�L2

(L1, K̄ � L2) = Dpt(L1, K̄).

4) If (t, K̄) is smooth and A ∈ It, t ∈ Lt then :

(a) there is a K̄-closed B ∈ It such that A ⊆ B
(b) if s ∈ L1 ∈ It and L2 ∈ Is then L1 ∪ L2 ∈ It.

Proof. 0), 1) Trivial - read the definitions.
2) We prove by induction on the ordinal ζ that

(∗)ζ(α) if Dpt(L2, K̄) = ζ (and L1 ⊆ L2 are K̄-closed subsets of Lt) then Dpt(L1, K̄) ≤
ζ

(β) if in addition (∃t ∈ L2)(L1 ∈ Itt ) then Dpt(L1, K̄) < ζ.

So assume Dpt(L2, K̄) = ζ, so Dpt(L2, K̄) � ζ + 1 hence one of the following cases
occurs.

First Case: ζ = 0.
Trivial; note that clause (β) is empty.

Second Case: ζ is a successor, hence L2 has a (t, K̄)-∗representation L∗ such that
Dpt(L2\L∗, K̄) < ζ; see Definition 2.2(2).

Let L−2 =: L2\L∗; if L1 ⊆ L−2 then by the induction hypothesis Dpt(L1, K̄) ≤
Dpt(L

−
2 , K̄) < ζ, so assume L1 * L−2 and so only clause (α) is relevant. Now letting

L−1 = L1\L∗ we have [L−1 , L
−
2 are K̄-closed] ∧L−1 ⊆ L

−
2 and Dpt(L

−
2 , K̄) < ζ hence

Dpt(L
−
1 , K̄) < ζ by the induction hypothesis. Let L∗1 = L1 ∩ L∗, so L∗1 ⊆ L1, L1

is K̄-closed, L1\L∗1 = (L2\L∗2)∩L1 is K̄-closed, Dpt(L1\L∗1, K̄) = Dpt(L
−
1 , K̄) < ζ

and necessarily L∗1 has exactly one element. Also easily: t ∈ L∗1 implies L−1 ∈ Itt so
L∗1 is a (t, K̄)−∗representation of L1. So clearly Dpt(L1, K̄) ≤ Dpt(L

−
1 , K̄) + 1 ≤ ζ.

Third Case: ζ is limit and 〈La : a ∈ M〉 is a (t, K̄)-representation of L2 such that
a ∈M ⇒ Dpt(La, K̄) < ζ.

Let L2
a =: La and L1

a =: La ∩ L1, so 〈L1
a : a ∈ M〉 is increasing,

⋃
a∈M

L1
a = L1

and each L1
a is K̄-closed (as L2

a, L1 are K̄-closed, see part (0)) and easily t ∈
L1 ∧ A ∈ Itt ∧ A ⊆ L1 ⇒ (∃a ∈ M)(A ⊆ L2

a ∩ L1 = L1
a). Also by the definition of

Dp at limit ordinals b ∈M ⇒ Dpt(L
2
b , K̄) < ζ. Hence by the induction hypothesis

Dpt(L
1
b , K̄) < ζ. By the last two sentences (and Definition 2.1) we get Dpt(L1, K̄) ≤

ζ, as required in clause (α). For clause (β) we know that there is t ∈ L2 such that
L1 ∈ Itt , hence by clause (g) of Definition 2.2(1)) for some b ∈M we have L1 ⊆ Lb
and we can use the induction hypothesis on ζ for L1, Lb.
3) Easy.
4) By induction on the depth ζ. The case ζ = 0 is trivial; and the case ζ is a limit
ordinal is easy. Lastly for the successor case of 2.1(3) recall �t,L there. �2.3
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Claim 2.4. 1) If for ` = 1, 2 we have L̄` is a (t, K̄)-representation of L and
L̄` = 〈L`a : a ∈ M`〉 and M = M1 ×M2 then L̄ = 〈La ∩ Lb : (a, b) ∈ M〉 is a
(t, K̄)-representation of L.
2) If L∗` is a (t, K̄)−∗representation of L for ` = 1, 2 then L∗1 = L∗2.
3) If A is (K̄,< ∂)-countable then it is K̄-closed.
4) If L ⊆ Lt is K̄-closed and L1 ⊆ L has cardinality < ∂ then some (K̄, ∂)-finite
set L2 ⊆ L includes L1.
5) If (t, K̄) is an FSI-template then so are t′, t′′ where t′, t′′ are FSI-templates sat-
isfying

(a) Lt′ = Lt′′ = Lt

(b) for t ∈ Lt let It
′

t = {A ∈ Itt : A is K̄-countable}
(c) for t ∈ Lt let It

′′

t = {A ⊆ Lt : the set {B ⊆ A : B ∈ Itt is K̄-closed} is
cofinal in [A]<∂(t)}

Proof. 1) Straightforward, e.g. if t ∈ Lt, A ∈ It and A ⊆ L then for ` = 1, 2 we can
choose a` ∈M` such that A ⊆ L`a` and t ∈ La` . Clearly A ∪ {t} ⊆ L1

a1
∩ L2

a2
.

2)-5) Easy, too. �2.4

Discussion 2.5. This discussion is from the old version, so some “we may” are
actually done in the new version.
1) Our next aim is to define iteration for any K̄-smooth FSI-template t; for this we
define and prove the relevant things; of course, by induction on the depth. In the
following Definition 2.6, in clause (A)(a), we avoid relying on [She04a]; moreover
the reader may consider only the case Kt = ∅, omit η

˜
t and have Q

˜
t,ϕ̄′t

be the
dominating real forcing = Hechler forcing.
2) We may more generally than here allow η

˜
t to be e.g. a sequence of ordinals, and

members of Q
˜
t,ϕ,η

˜
t be ⊆H<ℵ1(Ord), and even Kt large but increasing L, we need

more “information” from η
˜
t � Limt(Q̄ � L). We may require more by changing to:

Q
˜
t is a definition of nep c.c.c. forcing ([She04a]) or just “Souslin c.c.c. forcing (=

snep)” or just absolute enough c.c.c. forcing notion. All those cases do not make
real problems (but when the parameter η

˜
t have length ≥ κ (or just has no bound

< κ) it is changed in the ultra-power! i.e. j(η
˜
t) has length > length of η

˜
t).

3) If we restrict ourselves to σ-centered forcing notions (which is quite reasonable)
probably we can in Definition 2.1(3)(a) omit �t,L if in Definition 2.6 below in
(A)(b) second case we add that t ∈ L∗ ⇒ p � (L\L∗) forces a value to f

˜
t(p(t))

where f
˜
t : Q

˜
t → ω witnesses σ-centerness and is absolute enough (or just assume

Qt ⊆ ω × Q′t, ft(p(t)) is the first coordinate). More carefully probably we can do
this with σ-linked instead σ-centered.

Definition/Claim 2.6. Let t be an FSI-template and K̄ = 〈Kt : t ∈ Lt〉 be a
smooth t-memory choice.

By induction on the ordinal ζ we shall define and prove:

(A) [Def] for L ⊆ Lt which is K̄-closed of (t, K̄)-depth ≤ ζ we define

(a) when Q̄ = 〈Q
˜
t,ϕ̄t,η

˜
t

: t ∈ L〉 is a (t, K̄)-iteration of def-c.c.c. forcing

notions, but we can let η
˜
t code ϕ̄t, say as ϕ̄ = η

˜
(0) ∈ H (ℵ0); so we

may omit ϕ̄t; note that “def. - c.c.c.” is defined below

(b) Limt(Q̄) for Q̄ as in (A)(a), pedantically we should write Limt,K̄(Q̄)

(c) ν̄
˜

is the sequence of generics of Q̄
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(d) ū = ū[Q̄] is the parameters domain sequence of Q̄
(e) the class Q = Qfsi of fsi-templates as well as some related classes
(f) ∂(q), ∂−(q) for q ∈ Q.
(g) q is lim〈qa : a ∈ M〉 where M is a directed partial order and qa ∈ Q

is increasing with a.

(B) [Claim] for L1 ⊆ L2 ⊆ Lt which are K̄-closed of (t, K̄)-depth ≤ ζ and
(t, K̄)-iteration of def-c.c.c. forcing notions Q̄ = 〈Q

˜
t,ϕ̄

˜
t,η

˜
t

: t ∈ L2〉 we
prove:

(a) Q̄ � L1 is a (t, K̄ � L1)-iteration of def-c.c.c. forcing notions

(b) Limt(Q̄ � L1) ⊆ Limt(Q̄) as quasi orders

(c) if L1 ≤t L2 (see Definition 2.1(6)) and p ∈ Limt(Q̄), then p � L1 ∈
Limt(Q̄ � L1) and Limt(Q̄) |= “p � L1 ≤ p”

(d) if L1 ≤t L2 and p ∈ Limt(Q̄) and Limt(Q̄ � L1) |= “(p � L1) ≤ q”
then q ∪ (p � (L2\L1)) is a lub of {p, q} in Limt(Q̄); hence Limt(Q̄ �
L1)l Limt(Q̄), (used in the proof of clause (B)(j))

(e) Limt(Q̄ � L1)l Limt(Q̄), that 3 is

(i) p ∈ Limt(Q̄ � L1)⇒ p ∈ Limt(Q̄)

(ii) Limt(Q̄ � L1) |= p ≤ q ⇒ Limt(Q̄) |= p ≤ q
(iii) if I ⊆ Limt(Q̄ � L1) is predense in Limt(Q̄ � L1), then

I is predense in Limt(Q̄)

(iv) if p, q ∈ Limt(Q̄) are incompatible in Limt(Q̄�L1) then they
are incompatible in Limt(Q̄))

(f) assume L0 ⊆ L2 is K̄-closed, L = L0 ∩ L1; if p ∈ Limt(Q̄ � L0)
and q ∈ Limt(Q̄ � L) satisfies (∀r ∈ Limt(Q̄ � L))[q ≤ r → p, r are
compatible in Limt(Q̄ � L0)] then (∀r ∈ Limt(Q̄�L1))[q ≤ r → p, r are
compatible in Limt(Q̄ � L2)]

[explanation: this means that if q forces for 
Limt(Q̄�L0) that p ∈ Limt(Q̄ �
L0)/Limt(Q̄ � L) then q forces for 
Limt(Q̄�L1) that p ∈ Limt(Q̄)/Limt(Q̄ �
L1).]

(g) if 〈La : a ∈M1〉 is a (t, K̄)−representation of L1 then Limt(Q̄ � L1) =⋃
a∈M1

Limt(Q̄ � L1
a)

(h) if L∗ is a (t, K̄)-∗representation of L1 and L∗ = L∪{t}, then Limt(Q̄ �
L1) = Limt(Q̄ � (L1 \ L∗) ∗Q

˜
t,η

˜
t
)

(i) (α) if p1, p2 ∈ Limt(Q̄) and t ∈ Dom(p1) ∩Dom(p2)⇒ p1(t) =
p2(t), then q = p1 ∪ p2 (i.e. p1 ∪ (p2\(Dom(p1))) belongs to
Limt(Q̄) and is a l.u.b. of p1, p2 in it

(β) p ∈ Limt(Q̄) iff p is a function with domain a finite subset of
L2 such that for every t ∈ Dom(p) for some A ∈ Itt , A is
K̄-closed and Kt ⊆ A and 
Limt(Q̄�A) “p(t) ∈ Qt,η

˜
t
”.

[So if p ∈ Limt(Q̄) then for some K̄-countable (even K̄-finite,
see 2.1)(2)(f)), L ⊆ L2 we have p ∈ Limt(Q̄ � L)]

3here we do not assume L1 ≤t L2,
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(γ) Limt(Q̄) |= p ≤ q iff p, q ∈ Limt(Q̄) and for every t ∈ Dom(p)
we have t ∈ Dom(q) and for some K̄-closed A ∈ Itt we have
q � A ∈ Limt(Q̄ � A) and q 
Limt(Q̄�A) “p(t) ≤ q(t)
in Qt,η

˜
t

(as interpreted in VLimt(Q̄�A) of course)”

(j) (α) Limt(Q̄) is a c.c.c. forcing notion
(β) Limt(Q̄) = ∪{Limt(Q̄ � L) : L ⊆ L2 is K̄-finite}

(k) (α) Limt(Q̄) has cardinality ≤ |L2|ℵ0 + ∂−(q)
(β) for every Limt(Q̄)-name ρ

˜
of a real there is a K̄-countable set L

such that ρ
˜

is a Limt(Q̄ � L)-name

Let us carry the induction.

Part (A): [Definition]

So assume Dpt(L, K̄) ≤ ζ. If Dpt(L) < ζ we have already defined being (t, K̄)-
iteration and Limt(Q̄ � L), so assume Dpt(L) = ζ.

Clause (A)(a) For every t ∈ Lt we have:

(i) η
˜
t is a Limt(Q̄ � Kt)-name of a real (i.e. from ω2, used as a parameter)

and ut = ω or (see (A)(d)) a function from a set of ordinals ut (ut an
object, not a name) into {0, 1} or into H (ℵ0), (legal as Kt is a K̄-closed
subset of L and Kt ∈ It and t ∈ L hence by 2.3(2), clause (β) we have
Dpt(Kt, K̄) < Dpt(Kt ∪ {t}, K̄) ≤ Dpt(L, K̄) ≤ ζ so Limt(Q̄�Lt) is a well
defined forcing notion by the induction hypothesis and 2.3(2), clause (β))

(ii) ϕ̄t is a pair of formulas which from the parameters η
˜
t define in VLimt(Q̄�Kt)

a forcing notion denoted by Qt,ϕ̄t,η
˜
t whose set of elements is ⊆ H (ℵ1) or

⊆Hℵ1
(ut)

(iii) in V1 = VLimt(Q̄�Kt), if P′lP′′ are c.c.c. forcing notions4 then Q = Qt,ϕ̄t,η
˜
t

as interpreted in V2 = (V1)P
′
is a c.c.c. forcing notion there, and P′∗Q

˜
t,ϕ̄t,η

˜
t

is a l-sub-forcing of P′′ ∗ Q
˜
t,ϕ̄t,η

˜
t

where Q
˜
t,ϕ̄t,η

˜
t

mean as interpreted in

(VLimt(Q̄�Kt)P
′

or in (VLimt(Q̄�Kt))P
′′

respectively (i.e. “p ≤ q”,“p, q are
incompatible”, “〈pn : n < ω〉 is predense” (so the sequence is from the
smaller universe) are preserved)

(iv) assume that Limt(Q̄ � Kt) l P0 l P` l P3 are c.c.c. forcing notions for
` = 1, 2 and P1 ∩ P2 = P0. Let Q

˜
` be the P`-name of Q

˜
t,η

˜
t

as interpreted

in VP` .
If (p`, q

˜
`) ∈ P` ∗Q

˜
` for ` = 0, 1, 2 and (p0, q

˜
0) 
 “(p`, q`) ∈ (P` ∗Q

˜
`)/(P0 ∗

Q
˜

0)” for ` = 1, 2 and p3 ∈ P is above p′1, p
′
2 then there are (p`, q

˜
`) ∈ P` ∗Q

˜
`

above (p`, q`) for ` = 0, 1, 2 satisfying (p′0, q
′
0) 
 “(p′`, q

′
`) ∈ (P` ∗ Q

˜
`)/(P0 ∗

Q
˜

0)” for ` = 1, 2 such that:

• p3 
P3
“q
˜

1, q
˜

2 are compatible in Q
˜

3”.

Clause (A)(b):

First Case: ζ = 0.

4 So the definition ϕ̄t still defines a forcing notion; We may restrict ourselves to forcing notions
which occur in our proof; but does not seem to matter for now.
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Trivial.

Second Case: ζ is a successor.
So let L∗ be a (t, K̄)-∗representation of L.
Define p ∈ Limt(Q̄) iff p is a finite function, Dom(p) ⊆ L, p � (L\L∗) ∈ Limt(Q̄ �

(L\L∗)) and if t ∈ L∗ ∩Dom(p), then p(t) is a Limt(Q̄ � (L\L∗)-name of a member
of Qt,ϕ̄t,η

˜
t

and the order is Limt(Q̄) |= p ≤ q iff

(i) Limt(Q̄ � (L\L∗)) |= “(p � (L\L∗) ≤ (q � (L\L∗))” and

(ii) if t ∈ L∗∩Dom(p) then for some K̄-closedA ∈ Itt we have q � A 
Limt(Q̄�(L\L∗))
“p(t) ≤ q(t)”.

Clearly Limt(Q̄) is a quasi order. But we should prove that Limt(Q̄) is well defined,
which means that the definition does not depend on the representation.

So we prove

�1 if Dpt(L, K̄) = ζ and for ` = 1, 2 we have L∗` is a (t, K̄)-∗representation of
L with Dpt(L\L∗` , K̄) < ζ and Q` is Limt(Q̄ � L) as defined by L∗` above,
then Q1 = Q2.

This is immediate by Claim 2.4(2) and the induction hypothesis clause (B)(h).

Third Case: ζ limit.
So there are a directed partial order M and L̄ = 〈La : a ∈ M〉 a (t, K̄)-

representation of L such that a ∈ M ⇒ Dpt(La, K̄) < ζ. By the induction hy-
pothesis, a ≤M b⇒ La ⊆ Lb and Limt(Q̄ � La) ⊆ Limt(Q̄ � Lb).

We let Limt(Q̄ � L) =
⋃
a∈M

Limt(Q̄ � La), so we have to prove

�2 the choice of L̄ is immaterial.

So we just assume that for ` = 1, 2 we have: M` is a directed partial order, L̄` =
〈L`a : a ∈ M`〉, L`a ⊆ L,M` |= a ≤ b ⇒ L`a ⊆ L`b and (∀t ∈ L)(∀A ∈ It)[A ⊆ L →
(∃a ∈M`)(A ⊆ L`a) and Dpt(L

`
a, K̄) < ζ.

We should prove that
⋃

a∈M1

Limt(Q̄�L1
a),

⋃
a∈M2

Limt(Q̄�L2
a) are equal, as quasi

orders of course.
Now let M =: M1 × M2 with (a1, a2) ≤ (b1, b2) ⇔ a1 ≤M1

b1 ∧ a2 ≤M2
b2,

clearly it is a directed partial order. We let L(a1,a2) = L1
a1
∩ L2

a2
, so clearly

L(a1,a2) ⊆ Lt,Dpt(L(a1,a2), K̄) < ζ and (a1, a2) ≤M (b1, b2) ⇒ L(a1,a2) ⊆ L(b1,b2)

and 〈L(a1,a2) : (a1, a2) ∈ M〉 is a (t, K̄)-representation of L by Claim 2.4(1). So

by transitivity of equality, it is enough to prove for ` = 1, 2 that
⋃

a∈M`

Limt(Q̄ �

L`a),
⋃

(a,b)∈M
Limt(Q̄ � L(a,b)) are equal as quasi orders. By the symmetry in the

situation without loss of generality ` = 1.
Now for every a ∈ M1, L̄ = 〈L(a,b) : b ∈ M2〉 satisfies: L1

a ⊆ L,Dp(L1
a, K̄) <

ζ,L1
a =

⋃
b∈M2

L(a,b), b1 ≤M2
b2 ⇒ L(a,b1) ⊆ L(a,b2).

Fix a ∈ M1 and notice that Limt(Q̄ � L1
a),

⋃
b∈L2

Limt(Q̄ � L(a,b)) are equal as

quasi orders. Next we have to verify that for every t ∈ L1
a and A ∈ Itt for some

b ∈ L2 we have t ∈ La,b and A ⊆ La,b. By the assumption on 〈L2
b : b ∈ M2〉 for
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some b ∈M2 we have t ∈ Lb∧A ⊆ L2
b , hence t ∈ L1

a∩L2
b and A ⊆ L1

a∩L2
b = La,b so

this b is as required. Hence by the induction hypothesis for clause (B)(g) we have
Limt(Q̄ � L1

a),
⋃
b∈L2

Limt(Q̄ � L(a,b)) are equal as quasi orders

As this holds for every a ∈ M1 and M1 is directed we get
⋃

a∈M1

Limt(Q̄ �

L1
a),

⋃
a∈M1

⋃
b∈M2

Limt(Q̄�L(a,b)) are equal as quasi orders. But the second is equal to⋃
(a,b)∈M

Limt(Q̄ � L(a,b)) so we are done.

Clause (A)(c)

ν̄
˜

is the sequence of generics of Q̄ means

(α) ν̄
˜

= 〈ν
˜
t : t ∈ Lt〉,

(β) for each t ∈ Lt, ν
˜
t is a Lim(Q � K†t )-name of a function from a set of

ordinals to {0, 1} or to H (ℵ0); for simplicity with domain ut recalling

K†t = Kt ∪ {t}
(γ) if L ⊆ Lt is K̄-closed then ν̄ � L is a generic for Lim(Q̄ � L)

Clause (A)(d)

ū = ū[Q̄] = 〈ut : t ∈ Lt〉 is the parameters domain sequence of Q̄ means that
each ut = u(t) is a set of ordinals, for simplicity, recalling that 
Limt(Q̄�Kt) “η

˜
t is a

function from ut to H (ℵ0)”
Clause (A)(e)

The class Q = Qfsi of fsi-templates is the class of objects q of the form (t, K̄, ū, Q̄)
which are as above with dom(Q̄) = Lt and Pq = Limt(Q̄). We may write q instead
t, (q, K̄) or Q̄.

For ∂ regular uncountable let Qfsi
∂ be the class of q ∈ Qfsi satisfying ∂(q) ≤ ∂,

similarly in other cases.
Let Qdom be the class of q ∈ Q such that Kq

t = ∅,Qq
t is dominating real=

Hechler forcing and η
˜
t the generic.

On Qcln see 2.18(2), �1
q.

Clause (A)(f)

Let ∂(q) for q ∈ Q be the minimal infinite cardinal ∂ which is strictly bigger
then |A|, |ut| for t ∈ Lt, A ∈ Itt .

We define ∂−(q) similarly but requiring only ”bigger or equal”.
Part (B):

First Case: ζ = 0.
Trivial.

Second Case: ζ successor.
Similar to usual iterations, so easy using the definition and the induction hy-

pothesis except clause (f) which we prove in details.
Clause (f):

Let p, q, L, L0 be as in the assumption of clause (f). Let r ∈ Limt(Q̄ � L1) be
above q there and we should prove the p, r are compatible in Limt(Q̄ � L2). Let
t∗ be the maximal member of L2, L

−
` := L` \ {t∗} hence L−2 = L2\{t∗} ∈ It∗ and

dp(L−2 ) < ζ,L− := L \ {t∗}. If (t∗ /∈ L0 ∨ t∗ /∈ L1) or just t∗ /∈ Dom(p) ∩ Dom(r)
then by the induction hypothesis applied to L−1 , L

−
2 , L

−, L−0 , p � L
−
0 , q � L

−, r � L−2
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we can find a common upper bound r∗ of p � L−0 , r � L
−
1 in Limt(Q̄ � L−2 ) and

r∗ ∪ p � {t∗} ∪ r � {t∗} is a common upper bound of p, r as required.
So assume that t∗ ∈ Dom(p) ∩ Dom(r) ⊆ L0 ∩ L1 and let P0 := Limt(Q̄ � L−)

and P`+1 := Limt(Q̄ � L−` ) for ` = 0, 1, 2.
Now we get p′, r′ by applying the definition in clause (A)(a)(iv) for t∗ with (p �

L−0 , p(t∗)), (r � L
−
1 , r(t∗)), (q�L

−, q(t∗)) here standing for (p1, q
˜

1), (p2, q
˜

2), (p0, q
˜

0)
there getting (p′`, q

′
`) for ` < 3 as there.

By the induction hypothesis in P3 for the conditions p′0, p
′
1, p
′
2 we can find a

common upper bound p∗, so by (A)(a)(iv) conclusion we are done.

Third Case: ζ limit.
So let 〈L2

a : a ∈M〉 be a (t, K̄)-representation of L2 with a ∈M ⇒ Dpt(L
2
a, K̄) <

ζ and let L1
a = L1 ∩ L2

a.

Clause (B)(a):
Trivial.

Clause (B)(b):

Clearly Dpt(L1, K̄) ≤ ζ by Claim 2.3(2) (α) hence Limt(Q̄ � L1) is well defined
by (A)(b) which we have already proved above, that is Limt(Q̄) = Limt(Q̄ � L2) =⋃
a∈M2

Limt(Q̄ � L2
a) as quasi orders.

Clearly 〈L1
a = L1 ∩ L2

a : a ∈ M〉 is a (t, K̄)-representation of L1 hence by the
induction hypothesis (if Dpt(L1, K̄) < ζ) or by the uniqueness proved in (A)(b) (if
Dpt(L1, K̄) = ζ) we know that Limt(Q̄ � L1) =

⋃
a∈M

Limt(Q̄�L1
a) as quasi orders

and by the induction hypothesis for (B)(b) we know Limt(Q̄ � L1
a) ⊆ Limt(Q̄ � L2

a)
as quasi orders (for a ∈M), and we can easily finish.

Clause (B)(c),(d):

Use the proof of clause (B)(b) noting that L1
a ≤t L

2
a and so we can use the

induction hypothesis, but we elaborate. For clause (c), let p ∈ Limt(Q̄ � L2) so
there is an element a ∈ M such that p ∈ Limt(Q̄ � L2

a). Now p � L1 = p � L1
a and

as L1
a ≤t L

2
a by the induction hypothesis we have p � L1

a ≤Limt(Q̄�L1) p as promised.

For clause (d) we assume in addition that p � L1 ≤ q in Limt(Q̄�L1). Let
r1 = q∪ (p � (L2 \L1). Easily r1 is an upper bound of p, q in Limt(Q̄ � L2). Assume
further that r2 is another common upper bound of p, q. As M is directed we can
choose a ∈ M such that p, q, r1, r2 ∈ Limt(Q̄ � L2

a) but q, p � L1 ∈ Limt(Q̄ � L1
a).

Hence by the induction hypothesis r1 ≤ r2 in Limt(Q̄ � L2
a) so we can finish .

Clause (B)(e):

The statements (i) + (ii) hold by clause (b).
The statement (iii) holds: let I be a predense subset of Limt(Q̄ � L1), let

p ∈ Limt(Q̄), so for some a ∈M we have p ∈ Limt(Q̄ � L2
a).

By the induction hypothesis applying clause (B)(e) to L1
a, L

2
a we have Limt(Q �

L1
a) l Limt(Q � L2

a), hence as p ∈ Limt(Q̄ � L2
a) clearly there is q ∈ Limt(Q̄ � L1

a)
such that p is compatible with r in Limt(Q � L2

a) whenever Limt(Q � L1
a) |= “q ≤ r”.

Now by the assumption on “I ⊆ Limt(Q̄ � L1) is predense”, as q ∈ Limt(Q̄ � L1)
(by clause (B)(b)) we can find q0 ∈ I and q1 such that Limt(Q̄ � L1) |= q0 ≤
q1 ∧ q ≤ q1, so for some b ∈ M we have q, q0, q1 ∈ L1

b and a ≤M b (as M is
directed). Now we consider p, q, L1

a, L
2
a, L

1
b , L

2
b and apply clause (B)(f).
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Clause (B)(f):

Easy to check using clause (f) for the L2
a’s, which holds by the induction hypoth-

esis.

Clause (B)(g):

Let M2 =: M (and recall M1 that is from clause (B)(g)). For each a1 ∈ M1,
clearly Dpt(La1

, K̄) ≤ ζ as La1
⊆ L2 and 〈La1

∩ L2
a2

: a2 ∈ M2〉 is a (t, K̄)-

representation of La1
and Dpt(La1

∩ L2
a2
, K̄) ≤ Dpt(L

2
a2
, K̄) < ζ hence by (A)(b)

we know Limt(Q̄ � La1
) =

⋃
a2∈M2

Limt(Q̄ � (La1
∩ L2

a2
)). The rest should be clear.

Clause (B)(h):

Easy. If t ∈ L∗ then L1 \ L∗ ∈ Itt hence for some a ∈ M we have L1 \ L∗ ⊆ La,
and the rest should be clear; and if L∗ is empty this is easier.

Clause (B)(i):
Easy.

Clause (B)(j):

Sub-clause (β) is clear by the definition of Limt(Q̄) so we shall deal with sub-
clause (α).

So let pα ∈ Limt(Q̄) for α < ω1; let wα = Dom(pα) and without loss of generality
〈wα : α < ω1〉 is a ∆-system with heart w.

A natural way fails because if 〈L∗α : α < ω1〉 is increasing continuous, L∗α ⊆ L2

is K̄ -closed, ⊆-increasing continuous then 〈Limt(Q̄�L∗α) : α < ω1〉 is l-increasing
but not necessarily continuous.

Let {t0, . . . , tn−1} list w without repetitions such that5 ` < k < n⇒ ¬(tk ≤ t`)
and let L∗` be defined by induction on ` ≤ 2n+ 1 = 2(n− 1) + 3 as follows:

• L∗0 = ∅
• L∗1 = {s : s < tk for every k < n}
• L∗2`+2 = L∗2`+1 ∪ {t`} when ` < n equivalently 2`+ 2 < 2n+ 1

• L∗2`+3 = L∗2`+2 ∪ {s : s < tk for every k ∈ {` + 1, . . . , n − 1}} when ` < n
equivalently 2`+ 3 ≤ 2n+ 1

So L∗2n+1 = L2.
Clearly

⊕ 〈L∗` : ` ≤ 2n+ 1〉 is a ⊆-increasing sequence of initial segments of L2 hence
is ≤t-increasing

We prove by induction on ` ≤ 2n+ 1 that

(∗)` for some q` ∈ Limt(Q̄�L∗` ) we have q` 
Limt(Q̄�L∗` ) “pα � L∗` ∈ G
˜

for ℵ1

ordinals α”.

5As Lt is a linear order, this mean t0 < t1 < . . . .
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Case 1: ` = 0 trivial, (e.g. the empty q ∈ Lim(Q̄ � L∗0)).

Case 2: ` = 1
As 〈wα ∩L∗1 : α < ω1〉 are pairwise disjoint, every q ∈ Limt(Q̄�L∗1) is compatible

with pα�L∗1 for all but finitely many α’s, so this follows.

Case 3: ` = 2i+ 3
Recall q2i+2 ∈ Limt(Q̄�L∗2i+2) has been chosen. Now assume q2i+2 ≤ q ∈

Limt(Q̄�L∗2i+2) and α < ω1. Then w∗ = {γ < ω1 : wγ ∩ dom(q) * w} is fi-

nite, hence recalling Limt(Q̄�L∗2i+2)l Limt(Q̄�L∗2i+3) by the induction hypothesis,
there is β ∈ (α, ω1)\w∗ such that pβ�L∗2i+2, q�L

∗
2i+2 are compatible hence there is

q1 ∈ Limt(Q̄�L∗2i+2) above both.
It suffices to prove that q1, q, pβ has a common upper bound (as α was an arbi-

trary countable ordinal).
We define a function r by:

• dom(r) = dom(q1) ∪ dom(q) ∪ dom(pβ)

• if s ∈ dom(q1) then r(s) = q1(s)

• if s ∈ dom(q)\L∗2i+2, equivalently s ∈ dom(q)\dom(q1) then r(s) = q(s)

• if s ∈ (dom(pβ)\L∗2i+2), equivalently s ∈ dom(pβ)\dom(q1) then r(s) =
pβ(s).

It is easy to verify the “equivalently” and as dom(q1) ∩ dom(pβ) ⊆ L∗2i+2, the
function r is a well defined function. Also r ∈ Limt(Q�L∗2i+3) as its domain belongs

to [L∗2i+3]<ℵ0 and each r(s) is as required.
Why is r above q1? Because r�L∗2i+2 = q1.
Why is r above pβ? By 2.6(B)(d) recalling ⊕ above.
Why is r above q? By 2.6(B)(d).
So we are done proving this case.

Case 4: ` = 2i+ 2
We can find G ⊆ Limt(Q̄�L∗2i+1) generic over V such that W = {α : pα�L∗2i+1 ∈

G} is uncountable. Let t = ti, for each α ∈ W there is a K̄-closed Aα ∈ Itt such
that pα(t) is a Limt(Q̄�Aα)-name. So as Limt(Q̄�Aα) l Limt(Q̄�L∗2i+1) clearly in
V[G], q′α = pα(t`)[G] is well defined and by absoluteness (i.e. (A)(a)) is a member

QV[G]
t,η

˜
t

.

Also V[G] |= “Q
˜

V [G]
t,η

˜
t

satisfies the c.c.c.” hence for some α1 6= α2 from W, qα1
, qα2

are compatible in QV[G]
t,η

˜
t

, but QV[G]
t,η

˜
t

is “too big”.

Let A = Aα1
∪ Aα2

so A is a K̄-closed subset of L∗2i+1 and it belongs to It.

So Limt(Q̄�Aαι) l Limt(Q̄�A) for ι = 1, 2 hence by absoluteness qα1
, qα2

belong
to Limt(Q̄�A) and as Limt(Q̄�A)l Limt(Q̄�L∗2i+1) they are compatible, so we can
finish easily.

So we have carried the induction hence the proof of (B)(j).

Clause (k): Easy.

Claim 2.7. 1) Assume

(a) t is an FSI-template, Dpt(L, K̄) <∞ i.e. K̄ is a smooth t-memory choice
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(b) Q̄ = 〈Q
˜
t,η

˜
t

: t ∈ L〉 is a (t, K̄)-iteration of def-c.c.c. forcing notions, so

L ⊆ Lt is K̄-closed

(c)1 L1, L2 ⊆ L and L1 < L2 (that is (∀t1 ∈ L1)(∀t2 ∈ L2)(Lt |= t1 < t2)) and
t ∈ L2 ⇒ L1 ∈ Itt and L1, L2 are K̄-closed and L = L1 ∪ L2.

Then

(α) Limt(Q̄) is actually a definition of a forcing (in fact a c.c.c. one) so
meaningful in bigger universes, moreover for extensions (by c.c.c. forc-
ings) V1 ⊆ V2 of V = V0 (with the same ordinals of course), we 6 get
[Limt(Q̄)]V1 ⊆ic [Limt(Q̄)]V2 (see 0.2(3)) and every maximal antichain I
of Limt(Q̄) from V1 is a maximal antichain of Limt(Q̄) (in V2).

Recall that L is K̄-closed.

(β) Limt(Q̄) is in fact Q1 ∗Q
˜

2 where Q1 = Limt(Q̄ � L1) and Q2 = [Limt(Q̄ �
L2)]V[G

˜
Q1

] (composition).

2) Assume clauses (a), (b) of part (1) and

(c)2 L has a last element t∗ and let L− = L\{t∗}.
Then for any G− ⊆ Limt(Q̄ � L−) generic over V, letting ηt∗ = η

˜
t∗ [G

−] ∈ V[G−]

we have: the forcing notion Limt(Q̄)/G− is equivalent to ∪{QV[G−A ]
t∗,ηt∗

: A ∈ Itt∗ is

K̄-closed} where G−A =: G− ∩ Limt(Q̄ � A) and ηt∗1 = η
˜
t∗ [G

−].
3) Assume clauses (a), (b) of part (1) and

(c)3 〈Li : i < δ〉 is an increasing continuous sequence of initial segments of L
with union L and δ is a limit ordinal.

Then Limt(Q̄) is
⋃
i<δ

Limt(Q̄ � Li), moreover 〈Limt(Q̄ � Li) : i < δ〉 is l-increasing

continuous.
4) If t is not smooth then t � L is not smooth for some countable L ⊆ Lt, moreover
for every L′ satisfying L ⊆ L′ ⊆ Lt.
5) Assume t is smooth and Q̄ = 〈Qt,η

˜
t

: t ∈ Lt〉. If Q̄ is not a (t, K̄)-iteration of

def-c.c. forcing notions, then Q̄�L is not a (t�L, K̄�L)-iteration of c.c.c.-definition
forcing notions for some K̄-closed L ⊆ Lt which is the union of ≤ ℵ1 K̄-countable
sets.

Proof. Straightforward (or read [She04a]). �2.7

We now give sufficient conditions for: “if we force by Limt(Q̄) from 2.6, then some
cardinal invariants are small or equal/bigger or equal to some µ”. The necessity of
such a claim in our framework is obvious; we deal with two-place relations only as
this is the case in the popular cardinal invariants, in particular those we deal with.

Claim 2.8. Assume t is a smooth FSI-template and K̄ = 〈Kt : t ∈ Lt〉 and
Q̄ = 〈Q

˜
t,η

˜
t

: t ∈ Lt〉 are as in 2.6 and P = Limt(Q̄).

1) Assume

6of course possibly L1 = ∅
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(a) R is a Borel 7 two-place relation8 on ωω (we shall use <∗ for b and d, ⊆∗ for
u and for s we use ηRsplν meaning Rang(ν)∩Rang(η),Rang(ν) \Rang(η)
are both infinite; the intention is to use this for s)

(b) L∗ ⊆ Lt

(c) for every K̄-countable A ⊆ Lt for some t ∈ L∗ we have A ∈ Itt
(d) for t ∈ L∗ and K̄-closed A ∈ Itt which includes Kt, in VLimt(Q̄�A) we have


Q
˜
t,η

˜
t

“ν
˜
t ∈ ωω is an R-cover of the old reals, that is ρ ∈ (ωω)V[Limt(Q̄�A)] ⇒

ρRν
˜
t” where ν

˜
t is the generic real of Q

˜
t,η

˜
t or just a Limt(Q̄�K†t )-name. We

may use ν
˜
t a Limt(Q̄�At) with At ∈ Itt

Then 
P “(∀ρ ∈ ωω)(∃t ∈ L∗)(ρRν
˜
t), i.e. {ν

˜
t : t ∈ L∗} is an R-cover, which, if

R =<∗ means d ≤ |L∗|”.
1A) If we weaken assumption (d) to 
P “for every ρ ∈ ωω for some t ∈ Lt

and ν ∈ V(ωω)V[Limt(Q̄�K†t )] we have ρRν” then 
P “(∀ρ ∈ ωω)(∃t ∈ L∗)(∃ν ∈
VLimt(Q̄�K†t ))[ρRν]”. This implies that in VP, if R =<∗ then d ≤

∑
t∈Lt

|Limt(Q̄ �

K†t )|; we could use K†-s index by other sets.
2) Assume

(a) R is a Borel two-place relation on ωω (we shall use <∗ or ⊆∗ as above)

(b) µ is a cardinality

(c) if9 L∗ ⊆ Lt, |L∗| < µ then for some t ∈ Lt and K̄-closed L∗∗ ⊇ L∗ we have

L∗∗ ∈ Itt and in VLimt(Q̄�L∗∗),
Qt,η
˜
t

“some ν ∈ ωω is an R-cover of the old

reals”; (usually ν
˜

is the generic real of Qt,η
˜
y), this we assume absolutely).

Then 
P “(∀X ∈ [ωω]<µ)(∃ν ∈ ωω)(
∧
ρ∈X

ρRν)” (so for R =<∗ this means b ≥ µ).

3) Assume

(a) R is a Borel two-place relation 10 on ωω (we use R = {(ρ, ν) : ρ, ν ∈ ω2 and
ρ−1{1}, ν−1{1} are infinite with finite intersection}, noting that ω2 ⊆ ωω)

(b) σ, κ, θ are cardinals and κ ≤ θ ≤ λ and σ+ ≥ ∂(t) with cf(∂(t)) > ℵ0

(c) if ti,φ ∈ Lt for i < i(∗), φ < σ and κ ≤ i(∗) < θ and each {ti,φ : φ < σ} is
K̄-closed, then we can find tφ ∈ Lt for φ < σ such that {tφ : φ < σ} ⊆ Lt

is K̄-closed and:

(∗) for every i < i(∗) for some j < κ, j 6= i and the mapping ti,φ 7→ ti,φ, tj,φ 7→
tφ is a partial isomorphism of (t, K̄, Q̄) (see Definition 2.9 below).

Then in VP we have

�Rθ,κ if ρi, νi ∈ ωω for i < i(∗) and κ ≤ i(∗) < θ and i 6= j ⇒ νiRρj, then we

can find ρ ∈ ωω such that i < i(∗)⇒ νiRρ.

7 here and below just enough absoluteness is enough, of course
8 Why not ω2? Just as this notation is more natural for d, b, our main concern here.
9 We can weaken Clause (c) by saying: for every set X of < µ names of reals there is t ∈ Lt

such that for each such name from X . . . .
10 so R is defined in V; if R is from VLimt(Q̄�K), we need partial isomorphism (see below) of

(t, Q̄) extending idK
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Proof. Straightforward, but being requested we give details:

1) Let ρ
˜

be a P-name of a member of (ωω)V
P
, so as P satisfies the c.c.c. (see

2.6(B)(j)(α)), for each n there is a maximal anti-chain {pn,i : i < in} such that
pn,i forces a value of ρ

˜
(n) and, of course, in is countable. Let M = {a : a is a

K̄-countable subset of Lt} partially ordered by inclusion, so obviously M is closed
under countable unions and ∪{a : a ∈ M} = Lt; and let La = a for a ∈ M so
by 2.6(B)(i)(β) we have p ∈ Limt(Q̄) ⇔ p ∈ ∪{Limt(Q̄�La) : a ∈ M} but P =
Limt(Q̄), hence for n < ω, i < in for some an,i ∈M we have pn,i ∈ Limt(Q̄ � Lan,i).
But M is ℵ1-directed so for some a ∈M we have {an,i : n < ω, i < in} ⊆ {c : c ≤M
a}. Also by 2.6(B)(e) we know Limt(Q̄�La)lLimt(Q̄) = P, so ρ

˜
is a Limt(Q̄ � La)-

name. Now by assumption (c) of what we are proving, as La ⊆ L is K̄-countable,
we can find t ∈ L∗ ⊆ Lt such that La ∈ Itt . Also we know that Kt ∈ Itt (see
Definition 2.1(2)(c) hence A =: Kt ∪ La belongs to Itt and is K̄-closed; and easily
also B = A ∪ {t} is K̄-closed.

Clearly A ⊆ B ⊆ Lt are K̄-closed so as above Limt(Q̄ � A) l Limt(Q̄ � B) l
Limt(Q̄) = P and ρ

˜
is a Limt(Q̄�A)-name (hence also a Limt(Q̄ � B)-name) of a

member of ωω.
Now by assumption (d), in VLimt(Q̄�A) we have 
Qt,η

˜
t

“ρ
˜
Rν

˜
t”, hence by 2.7(2)

we know that Limt(Q̄ � B) = Limt(Q̄ � A) ∗ Q
˜
t,η

˜
t
, so together 
Limt(Q̄�B) “ρ

˜
Rν

˜
t”

hence by the previous sentence and obvious absoluteness we have 
P “ρ
˜
Rν

˜
t”. So

as ρ
˜

was any P-name of a member of (ωω)V
P

we are done.
1A) Same proof.
2) So assume p 
P “X

˜
⊆ ωω has cardinality < µ”. As we can increase p without

loss of generality for some θ < µ we have p 
P “|X
˜
| = θ” so we can find a sequence

〈ρ
˜
α : α < θ〉 of P-names of members of (ωω)V

P
such that p 
P “X

˜
= {ρ

˜
α : α < θ}”.

Let {pα,n,i : i < iα,n} be a maximal antichain of P, with pα,n,i forcing a value to
ρ
˜
α(n) and iα,n countable.

Define M = {a ⊆ Lt : a is K̄-countable}, so for each α < θ, n < ω, i < iα,n
for some aα,n,i ∈ M we have pα,n,i ∈ Limt(Q̄ � Laα,n,i). So11 for some K̄-closed
L∗∗ ⊆ Lt and t ∈ Lt we have L∗∗ ∈ Itt and Laα,n,i ⊆ L∗∗ for α < θ, n < ω, i < iα,n.
We now continue as in part (1).
3) So assume i(∗) ∈ [κ, θ) and 
P “ν

˜
i, ρ

˜
i ∈ ωω and i 6= j ⇒ ν

˜
iRρ

˜
j”. So as

above we can find K̄-countable K∗i ⊆ Lt such that ν
˜
i, ρ

˜
i are Limt(Q̄ � K∗i )-names;

without loss of generality K∗i 6= ∅ and K∗i has cardinality < ∂(t) hence ≤ σ. Let
〈ti,φ : φ < σ〉 be a list of the members of K∗i possibly with repetitions. Let fi,j be
the mapping from K∗j to K∗i defined by fi,j(tj,φ) = ti,φ if well defined.

We define two-place relations E1, E2 on i(∗) and on i(∗)× i(∗) respectively by:

(a) iE1j iff fi,j is a well defined partial isomorphism of (t, K̄, Q̄) such that f̂i,j
(see claim (B) of 2.9 below) maps (ρ

˜
j , ν

˜
j) to (ρ

˜
i, ν

˜
i)

(b) (i1, i2)E2(j1, j2) iff i1E1j1, i2E1j2 and fi1,j1∪fi2,j2 is a partial isomorphism
of (t, Q̄).

Easily

⊗(i) E1, E2 are equivalence relations over their domains

11 In the weaker version for some t for every α for some A ∈ Itt . . . .
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(ii) fj,i = f−1
i,j or both are not well defined.

Now we apply assumption (c), and get 〈tφ : φ < σ〉 and let K∗ = {tφ : φ < σ}. By
(∗) of clause (c) and clause (A)(b) of Definition 2.9 below for any i, j < i(∗) clearly
K∗i ∪ K∗j and K∗i ∪ K∗ are K̄-closed (see the definition below). For any i < i(∗)
let ji < κ be as in (∗) of clause (c) which means: ji 6= i and the following mapping
gi is a partial isomorphism of (t, K̄, Q̄) : Dom(gi) = {ti,φ, tji,φ : φ < σ}, gi(ti,φ) =
ti,φ, gi(tj,φ) = tφ.

Let ν
˜
, ρ
˜

be Limt(Q̄�K∗)-names such that for some, equivalently any i, ĝi maps
ν
˜
ji , ρ

˜
ji to ν

˜
, ρ
˜

respectively (this is O.K. as for any i1, i2 we have ji1E1ji2 because
gi2◦fji2 ,ji1 = gi1 � K

∗
ji1

). Now for any i < i(∗), as ji 6= i, we know 
Limt(Q̄�(K∗i ∪K∗ji ))
“ν
˜
iRρ

˜
ji”, so applying gi we have 
Limt(Q̄(K∗i ∪K∗)) “ν

˜
iRρ

˜
”. So we have proved

�Rθ,κ. �2.8

In 2.9 below we note that isomorphisms (or embeddings) of t’s tend to induce
isomorphisms (or embeddings) of Limt(Q̄), and deal (in 2.10, 2.11) with some nat-
ural operations. In 2.9 we could use two t’s, but this can trivially be reduced to
one.

Definition/Claim 2.9. Assume that t, K̄ and Q̄ = 〈Q
˜
t,η

˜
t : t ∈ Lt〉 are as in 2.6.

By induction on ζ we define and prove 12

(A) [Def] we say f is a partial isomorphism of (t, Q̄) of Depth ≤ ζ if:
(omitting ζ means for some ordinal ζ; writing t instead of
(t, K̄, Q̄) means we assume Qt,η

˜
t

= Q, i.e. constant, Kt = ∅
for every t ∈ Lt and may say “t-partial isomorphism”)

(a) f is a partial one-to-one function from Lt to Lt

(b) Dom(f),Rang(f) are (t, K̄)-closed sets of depth ≤ ζ
(c) for t ∈ Dom(f) and A ⊆ Dom(f) we have A ∈ Itt ⇔ f ′′(A) ∈ Itf(t)

(d) for t ∈ Dom(f), we have: f maps Kt onto Kf(t) and f � Kt maps

η
˜
t to η

˜
f(t), more exactly the isomorphism f̂ which f induces from

Limt(Q̄ � Kt) onto Limt(Q̄ � Kf(t)) does this.

(B) [Claim] f induces naturally an isomorphism which we call f̂ from Limt(Q̄�Dom(f))
onto Limt(Q̄�Rang(f)).

Proof. Straightforward, recalling we are assuming that ϕ̄t is definable from η
˜
t. �

Definition 2.10. 1) We say t = t1 + t2 if

(a) Lt = Lt1 + Lt2 (as linear orders)

(b) for t ∈ Lt1 , It
1

t = Itt

(c) for t ∈ Lt2 , It
2

t = {A ⊆ Lt : A ∩ Lt2 ∈ It2t }.

So t1 + t2 is well defined if t1, t2 are disjoint, i.e. Lt1 ∩ Lt2 = ∅.
2) We say t1 ≤wk t2 iff

12if Kt = ∅ and all Q
˜
t,η have the same definition of forcing notion, as in our main case, we

can separate the definition and claim.

Paper Sh:700a, version 2021-02-10 4. See https://shelah.logic.at/papers/700a/ for possible updates.



ARE a AND d YOUR CUP OF TEA; REVISED SH700A 25

(a) Lt1 ⊆ Lt2 (as linear orders) and t ∈ Lt1 ⇒ It
1

t ⊆ It
2

t

(b) if 13 s ∈ Lt1 then It
1

s = {A ∈ It2t : A ⊆ Lt1}

3) If 〈tζ : ζ < ξ〉 is ≤wk-increasing, ξ a limit ordinal, we define tξ =:
⋃
ζ<ξ

tζ by

Ltξ =
⋃
ζ<ξ

Ltζ (as linear orders)

It
ξ

t = ∪{It
ζ

t : ζ < ξ and t ∈ Lt
ζ}

Clearly ζ < ξ ⇒ tζ ≤wk tξ. Such tξ is called the limit of 〈tζ : ζ < ξ〉; now a
≤wk-increasing sequence 〈tζ : ζ < ξ〉 is called continuous if for every limit ordinal
δ < ξ we have tδ =

⋃
ζ<δ

tζ .

4) If 〈tζ : ζ < ξ〉 are pairwise disjoint (that is ζ 6= ε ⇒ Ltζ ∩ Ltε = ∅) we define∑
ζ<ξ

tζ by induction on ξ naturally: for ξ = 1 it is t0, for ξ limit it is
⋃
ε<ξ

(
∑
ζ<ε

tζ) and

for ξ = ε + 1 it is (
∑
ζ<ε

tζ) + tε, so ξ1 ≤ ξ2 ⇒
∑
ζ<ξ1

tζ ≤wk

∑
ζ<ξ2

tζ (even an initial

segment).
5) We can replace in 0) - 4) above tζ by (tζ , K̄ζ).

Claim 2.11. Let t be an FSI-template.
1) If Lt = ∅ or just is well ordered then t is smooth.
2) If t1, t2 are disjoint FSI-templates, then t1 + t2 is an FSI-template and ` ∈
{1, 2} ⇒ t` ≤wk t1 + t2.
3) If t1, t2 are disjoint smooth FSI-templates then t = t1 + t2 is a smooth FSI-

template; moreover, Dpt(L
t) ≤ Dpt1(Lt1) + Dpt2(Lt2) and Dpt(L

t`) = Dpt`(L
t`).

4) If 〈tζ : ζ < ξ〉 is an ≤wk-increasing (2.10(2)) sequence of FSI-templates and ξ is
a limit ordinal, then tξ =:

⋃
ζ<ξ

tζ is an FSI-template and ζ < ξ ⇒ tζ ≤wk tξ.

5) If 〈tζ : ζ < ξ〉 is an increasing continuous (see Definition 2.10(3)) sequence of
smooth FSI-templates and ξ is a limit ordinal, then tξ =:

⋃
ζ<ξ

tζ is a smooth FSI-

template and ζ < ξ ⇒ tζ ≤wk tξ and Dptξ(L
tξ) ≤ sup{Dpt[ζ](L

t[ζ]) + 1 : ζ < ξ}.
6) If 〈tζ : ζ < ξ〉 is a sequence of pairwise disjoint [smooth] FSI-templates, then∑
ζ<ξ

tζ is a [smooth] FSI-template and 〈
∑
ζ<ε

tζ : ε ≤ ξ〉 is increasing continuous.

7) In parts (1)-(6) we can expand tζ by K̄ζ .
8) Assume J is a linear order, tx is a smooth FSI-template for every x ∈ J and
〈Ltx : x ∈ J〉 are pairwise disjoint (for notational simplicity) and we define t by:
Lt =

∑
x∈J

Ltx (so Lt |= s < t iff (∃x, y)(s ∈ Ltx ∧ t ∈ Lty ∧x <J y)∨ (∃x ∈ J)(Ltx |=

s < t)) and Itt = {A ⊆ Lt : (∀s ∈ A)(s <Lt t) and letting x ∈ J be such that t ∈ tx

we have A ∩ Ltx ∈ Itxt and {y : y <J x,A ∩ Lty 6= ∅} is finite}. Then t is a smooth
FSI-template (we can expand by K̄’s) (use in §3).

Proof. Easy, e.g. part (3) is proved by induction on Dpt(L
t) and part (6) by induc-

tion on ξ and in part (7) let M be [J]<ℵ0 ordered by inclusion and L{x(1),...,x(n)} =

∪{Ltx(`) : ` = 1, . . . , n} for any x(1), . . . , x(n) ∈ J. �2.11

13we may restrict ourselves to FSI-templates t of globally countable, i.e., such that A ∈ Itt and

t ∈ Lt ⇒ |A| ≤ ℵ0
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∗ ∗ ∗

Discussion 2.12. 1) To prove our desired result CON(a > d) we need to construct
an FSI-template t of the right form. Now we do it using a measurable cardinal.
The point is that if we are given 〈〈ti,n : n < ω〉 : i < i(∗)〉 , Lt, i(∗) ≥ κ and D is a
normal ultrafilter on κ, then in tκ/D the ω-sequence 〈〈ti,n : i < κ〉/D : n < ω〉 is as
required in 2.8(3)(c), considering tκ/D an extension of t.
2) We shall deal with s only in 2.18(2).
3) Note that our main old conclusion (i.e. 2.18(1)) has two proofs. The first is
shorter and depends on §1 and 2.16, 2.17. The second is longer but does not.

Definition 2.13. 1) For a q ∈ Q and ∂ = ∂(q) < κ and an ∂+-complete ultrafilter
D on κ (hence (2∂)+-complete), we define t∗ =: tκ/D, jD,t and jD,t(t) as follows:

(a) we define t∗ by:

Lt∗ = (Lt)κ/D as a linear order

and if t∗ = 〈ti : i < κ〉/D where ti ∈ Lt then we let It
∗

t∗ = {A :
we can find Ai ∈ Itti for i < κ such that A ⊆

∏
i<κ

Ai/D}

(b) We then let jD,t be the canonical embedding of t into tκ/D that is jD,t(t) =
〈t : i < κ〉/D for every t ∈ Lt and

(c) let t′ = jD,t(t) be defined by Lt′ = Lt∗ � {jD,t(s) : s ∈ Lt}, It′jD,t(s) =

{{jD,t(t) : t ∈ A} : A ∈ Its}.

2) Similarly for q ∈ Q instead t.

Remark 2.14. We may allow ∂(q) ≥ κ but presently not worth the trouble.

Claim 2.15. In Definition 2.13:
1) tκ/D is also an FSI- template and jD,t(t) ≤wk tκ/D and jD,t is an isomorphism
from t onto jD,t(t).
2) If t is a smooth FSI-template then tκ/D is a smooth FSI-template.
3) Moreover, Dptκ/D(Ltκ/D) ≤ (Dpt(L

t))κ/D.

4) Similarly we define qκ/D for q ∈ Q; so ut is increased if uqt . is of cardinality
≥ κ and similarly Kq

t

Proof. Straightforward. �2.15

Now 2.16, 2.17 below are used only in the short proof of 2.18 depending on §1, so
you may ignore them.

Definition 2.16. Fix ℵ0 < κ < µ = cf(µ) < λ = cf(λ) = λκ and D a κ-complete
(or just (2ℵ0)+-complete) uniform ultrafilter on κ. We define by induction on ζ ≤ λ,
a smooth FSI-template tγ,ζ for γ < µ such that:

(a) tγ,ζ is a smooth FSI-template

(b) if γ1 6= γ2 then tγ1,ζ , tγ2,ζ are disjoint, i.e. Ltγ1,ζ ∩ Ltγ2,ζ = ∅
(c) for ξ < ζ we have tγ,ξ ≤wk tγ,ζ

(d) if ζ is limit then tγ,ζ =
⋃
ξ<ζ

tγ,ξ, see 2.10(3), 2.11(6).
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(e) if ζ = ξ + 1 and ξ is even, then there is an isomorphism jγ,ζ from
∑
β≤γ

tβ,ξ

onto tγ,ζ which is the identity over tγ,ξ

(f) if ζ = ξ+ 1 and ξ is odd, then there is an isomorphism jγ,ζ from (tγ,ξ)
κ/D

onto tγ,ζ which extends the inverse of jD,tγ,ξ .

Observation 2.17. The definition is 2.16 is legitimate.

Proof. By the previous claims. �2.17

Conclusion 2.18. Assume: κ is measurable,14 κ < µ = cf(µ) < λ = cf(λ) = λκ.
1) For some c.c.c. forcing notion P of cardinality λ, in VP we have a = λ, b = d = µ
hence s ≤ µ.
2) If in addition ∂ = cf(∂) < κ then for some P as above in addition we have s ≥ ∂
(hence ∂ ≤ s ≤ µ)

Proof. 1) Short Proof: (depending on §1).
Let tγ,ζ (for γ < µ, ζ ≤ λ) be as in 2.16. Let t =

∑
γ<µ

tγ,λ and let K̄ = 〈Kt : t ∈

Lt〉,Kt = ∅ and let Q̄ = 〈Q
˜
t : t ∈ Lt〉 with Q

˜
t being constantly the dominating real

forcing (= Hechler forcing).
Lastly, let P = Limt(Q̄).

The rest is as in the end of §1. But if we like to use 2.6, etc. we need

� Qdom is as required in 2.6(A)(a)(i)-(iv), i.e. def - c.c.c.

We elaborate concerning why Qdom satisfying sub-clause (iv) of the full definition
of 2.6(A)(a).

Given p` assume

(a) P0 l P` l P3 (for ` = 1, 2) be c.c.c. forcing

(b) Q
˜
` the P`-name of Qdom with the generic ν

˜
`, (in a sense they are the same

name)

(c) (p`, q
˜
`) ∈ P` ∗Q

˜
` for ` = 0, 1, 2

(d) (p0, q
˜

0) 
 “(p`, q
˜
`) ∈ (P` ∗Q

˜
`)/(P0 ∗Q0)” for ` = 1, 2

(e) p3 ∈ P3 is a common upper bound of p1, p2.

Of course

(∗)1 we can replace (p`, q
˜
`) for ` < 3 by (p′`, q

′
`) above (p`, q`) for ` = 0, 1, 2 and

(c),(d) still holds

(∗)2 without loss of generality there is ν1 ∈ ω>ω such that p1 
 “q1 has trunk
ν1”.

[Why? Let G1 ∗G1 ⊆ P1 ∗ Q
˜

1 be generic over V such that (p1, q
˜

1), (p0, q
˜

0) ∈ G1,
and p3 ∈ P3 is a common upper bound of p1, p2.

We can find ν1 and p′1 ∈ G1 above p1 such that p′1 
P1 “tr(q
˜

1) = ν1”. Let

q′1 = q1 and choose (p′0, q
˜

′
0) ∈ G1 ∗G1 above (p0, q

˜
0) such that (p′0, q

˜

′
0) 
 “(p′1, q

˜

′
1) ∈

(P1 ∗Q
˜

1)/(P0 ∗Q
˜

0)”.
Let (p′2, q

˜

′
2) = (p2, q

˜
2), so clearly we are done.]

14 Instead λ = λκ it suffice to demand λ = λℵ0 = λκ/D. This holds for any strong limit
cardinal > κ of cofinality 6= ℵ0, 6= κ.
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(∗)3 without loss of generality for some ν2, p2 
 “tr(q′2) = ν2” (and (∗)1 still
holds); we shall not repeat such statements.

[Similarly as in the proof of (∗)2 because in the proof there (p2, q
˜

2) was not changed
and we can interchange P1,P2.]

(∗)4 without loss of generality for some ν0 of length ≥ `g(ν1), `g(ν2) we have
p0 
 “tr(q

˜
0) = ν0”.

[Why? As we can just increase (p0, q
˜

0), not change p1, q
˜

1, p2, q
˜

2.]

(∗)5 without loss of generality tr(q
˜
`) = ν0

[Why? By the properties of Q`.]
Now q1

˜
, q2

˜
are two P3-names of members of Q

˜
3 with the same trunk hence


P3 “q1
˜
, q2

˜
are compatible” so we are done.

Alternative presentation of the proof of 2.18(1), self contained not depending on 2.16, 2.17:

We define an FSI-template tζ = t[ζ] from Qdom for ζ ≤ λ by induction on ζ.

Case 1: For ζ = 0.
Let tζ be defined as follows:

Lt[ζ] = µ

It[ζ]α = {A : A ⊆ α} for α < µ

Case 2: For ζ = ξ + 1.
We choose tζ such that there is an isomorphism jζ from Lt[ζ] onto (Lt[ξ])κ/D,

satisfying jζ � Lt[ξ] is the canonical embedding jD,t[ξ], that if x ∈ Lt[ζ] then jζ(x) =

〈xε : ε < κ〉/D ∈ (Lt[ξ])κ/D and: A ∈ It[ζ]x iff for some Ā = 〈Aε : ε < κ〉 we have

Aε ∈ It[ξ]xε and {y : y ∈ A} ⊆ {〈yε : ε < κ〉/D : {ε < κ : yε ∈ Aε} ∈ D}.

Case 3: ζ limit15.
We choose tζ as follows:

Lt[ζ] =
⋃
ξ<ζ

Lt[ξ] as linear orders.

I
t[ζ]
x is

Subcase 3A: If x ∈ Lt[0] then {A : A ⊆ {s : Lt[ζ] |= “s < x”}}.

Subcase 3B: If x /∈ Lt[0] but x ∈ Lt[ζ] then I
t[ζ]
x is 16 (we rely on Lt0 is well ordered):

15 we may do one of the following changes (but not both): (a) in subcase 3B use I
t[ζ]
x = {A:

for some ξ < ζ, x ∈ Ltξ and A ∈ Itξx } and/or (b) in sub-case 3A behave as in sub-case 3B.
16 so members of Lt[0] have the “veteranity privilege”, i.e. “founding father right”; members

t of Lt0 have the maximal I
t[ζ]
t .

Paper Sh:700a, version 2021-02-10 4. See https://shelah.logic.at/papers/700a/ for possible updates.



ARE a AND d YOUR CUP OF TEA; REVISED SH700A 29

{A : for some ξ < ζ we have x ∈ Ltξ and if y = Min{y ∈ Lt0 : Lt[ζ] |= “x < y”}
which is ∈ Lt[0] (and is always well defined see clause (b) of ⊕ below) then

A\{t ∈ Lt[ζ] : Lt[ζ] |= “t < z” for some z such that Lt0 |= “z < y”} belongs to It
ξ

x

(hence is ⊆ Ltξ)}.

We now prove by induction on ζ ≤ λ that:

⊕ (a) tζ is an FSI-template

(b) Lt[0] is a cofinal subset of Lt[ζ]

(c) tζ is smooth

(d) tξ ≤wk tζ for ξ < ζ

(e) if x ∈ Lt[ζ] then {z : for some y ∈ Lt0 we have Lt[ζ] |= “z ≤ y <

x”} ∈ It[ζ]x

(f) Lt[ζ] has cardinality ≤ (µ+ |ζ|)κ

(g) we have tζ =
∑
γ<µ

sγ,ζ where sγ,ζ = tζ�{x ∈ Lt[ζ] : Ltζ |= x < γ and

β ≤ x if β < γ}.
(h) the sequence 〈sγ,ζ : ζ ≤ λ〉 is ≤wk-increasing continuous.

[Why? Easy, e.g. why clauses (a)+(c) hold? For ζ = 0 by 2.11(1). For ζ = ξ+1 by
2.15(2) noting that for t ∈ Lt[0] the desired value of Itt holds. For ζ limit, for any

t ∈ Lt0 clearly sγ,ζ is the union of the increasing continuous sequence 〈sγ,ε : ε < ζ〉
hence is a smooth FSI-template by clause (h) and 2.11(5). Now also tζ is a smooth
FSI-template by 2.11(6). So ⊕ holds indeed.]

Of course, we let K̄ζ = 〈Kζ
t : t ∈ Ltζ 〉,Kζ

t = ∅ and Qt is the dominating real
forcing.

Lastly, let for ζ ≤ λ,Pζ = Limt(Q̄ � Ltζ ).

� Now
(α) Pλ is a c.c.c. forcing notion of cardinality ≤ λℵ0 hence VPλ |= 2ℵ0 ≤ λ

by 2.4(B)(j) as λ = λκ

(β) in VPλ we have d ≤ µ, by 2.8(1) applied with R =<∗ and L∗ = Lt[0]

using (∗)(b) + (e)

(γ) in VPλ we have b ≥ µ by 2.8(2) applied with R =<∗

(δ) b = d = µ and a ≥ µ by (β) + (γ) as it is well known that b ≤ d and
b ≤ a.

[Why? e.g. why clause (β) holds? Applying 2.8(1), we let R =<∗, L∗ = Lt[0] and
we have to verify clauses (a)-(d) there. They are easy, e.g. for clause (c) there, if
A ⊆ Lt is K̄-countable then there is t ∈ L∗ as promised because Lt[0] is cofinal and
is of order type µ which is a regular uncountable cardinal.]

But in order to sort out the value of a we intend to use 2.8(3) with θ there chosen
as λ here.

But why the demand (c) from 2.8(3) holds? Recall that every A ∈ Lt[ζ] is K̄-

closed. So assume i(∗) ∈ [κ, λ) and ti,n ∈ Ltλ for i < i(∗), n < ω be given. As λ is

regular > i(∗), necessarily for some ξ < λ we have {ti,n : i < i(∗), n < ω} ⊆ Ltξ .
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Now let tn ∈ Ltξ+1

be such that jξ+1(tn) = 〈ti,n : i < κ〉/D; easily 〈tn : n < ω〉 is as
required (note that the number of isomorphism types of ω-sequences 〈tn : n < ω〉
in t is trivially 17 ≤ i2).

So

(ε) in VPλ we have a ≥ κ⇒ a ≥ λ by 2.8(3), see there.

We are assuming κ ≤ µ and by �(γ) we have µ ≤ b and always b ≤ a so together
κ ≤ a. Recallin (ε) we are done.

2) We indicate how to adapt the second proof of part (1). For ∂ a regular uncount-
able cardinal we consider only q ∈ Qcln

∂ which mean:

�1
q Let q ∈ Qcln mean

(a) q ∈ Qfsi

(b) ∂(q) ≤ ∂
(c) for every t ∈ Lq one of the following occurs

(α) Kq
t = ∅ and Qq

t is dominating real forcing= Hechler forcing
(β) Kq

t has cardinality < ∂ and Iqt = P(Kq
t ) and Qq

t,η
˜

is an ex-

plicitly linked (< ∂)-forcing notion with universe γqt < ∂; see
below

Where

�2 We say that the forcing notion Q is an explicitly linked (< ∂)-forcing notion
with universe γ when:
(a) the set of elements of Q is the ordinal γ
(b) for each n < ω the set {ωα + n : ωα + n < γ} is a set of pairwise

compatible elements of Q
Next

�3 the relevant claims 2.6-2.11 apply for all q ∈ Qcln
∂ with minor changes;

mainly recalling �1
q(d)(β).

We choose tζ , 〈sα,ζ : α < µ〉 by induction on ζ ≤ λ as we have defined tζ in the
second proof of part (1), but the second case splits to two, that is:

Case 1 ζ = 0
As above
Case 2 ζ = ξ + 1 and ξ is even.
As in the successor case above
Case 3 ζ is a limit ordinal
As above
Case 4 ζ = ξ + 1 and ξ is odd
Now let us define qζ . We let

� (a) Lq[ζ] = Lq[ξ] ∪ {(qξ, α, ε) : ε < (µ+ |ξ|)κ} and the order is defined by
(in addition to the old order)

(α) t = (qξ, α, ε) is below α+ 1 ∈ µ = Lt[0] above α
(β) moreover t is above any s ∈ Lt[ξ] which is below α+ 1
(γ) we let (qξ, α1), ε1) < (qξ, α2), ε2) iff (α1 < α2)∨ (α1 = α2∧ε1 <

ε2)
(b) tζ , 〈sα,ζ : α < µ〉 are as in ⊕ above

17 in fact, it is ≤ 2ℵ0 by the construction, but irrelevant here
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(c) We define qζ by induction on ζ ≤ λ. The new point is when ζ = ξ+1, ξ
odd.

(d) In this case for α < µ let 〈(ξ, α, γ, Lξ,α,ε,Q
˜
ξ,α,ε) : ε < (µ+|ξ|)κ〉 list the

quintuples (ξ, α, γ, L,Q
˜

) such that L is a K̄t[ξ]-closed subset of Ls[ξ,α]

of cardinality < ∂, γ < ∂ and Q
˜

is a canonical Limq[ζ](Qq[∂] � L)-name
of a forcing notion as in �2 with universe γ}.

(e) lastly, if t = (qξ, α, ε) we let Kt = Lξ,α,ε and Q
˜

q[ξ]
t = Q

˜
ξ,α,ε

The rest should be clear. �2.18
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§ 3. Eliminating the measurable

Without a measurable cardinal our problem is to verify condition (c) in 2.8(3).
Toward this it is helpful to show that for some ℵ1-complete filter D on κ, for any
i(∗) ∈ [κ, λ) and ti,φ ∈ Lt, for i < i(∗), φ < σ, we have: for some B ∈ D+ for every
j < i(∗) some A ∈ D satisfies: “for any i0, i1 ∈ A ∩ B, the mapping tj,φ 7→ tj,φ;
ti0,φ 7→ ti1,φ is a partial isomorphism of t”. So D behaves as an ℵ1-complete
ultrafilter for our purpose.

[If you know enough model theory, this is the problem of finding convergent
sequences, see [She90, Ch.I,§2, II], [Shed, §2], [Shee]). The later had generalize
what we know on stable first order T with κ = κr(T ) (see [She90, Ch.II] κ is
regular and ≤ |T |+) any indiscernible sequence (equivalently set) 〈āα : α < α∗〉 of
cardinality ≥ κ, is convergent; why? as for any b̄ ∈ κ>C, for all but < κ ordinals
α < α∗, b̄ˆāα has a fixed type so average is definable. The present is closed to
[She78], [Shec]. (The general case is harder to prove existence which we do there
under the relevant assumptions).]

Claim 3.1. Assume 2ℵ0 < µ = cf(µ) < λ = cf(λ) = λℵ0 . Then for some P we
have

(a) P is a c.c.c. forcing notion of cardinality λ

(b) in VP we have b = d = µ and a = 2ℵ0 = λ.

Remark 3.2. About combining 3.1 with the end of §2, that is adding ∂ = (2σ)+ < µ
and getting also σ ≤ s ≤ µ (and even s < µ) see [S+a], [S+b] and more) and [S+c].

Proof. We rely on 2.6 + 2.8. Let L+
0 be a linear order isomorphic to λ, let L−0 be

a linear order anti-isomorphic to λ (and L−0 ∩ L
+
0 = ∅) and let L0 = L−0 + L+

0 .
Let J be the following linear order:

(a) its set of elements is ω>(L0)

(b) the order is: η <J ν iff for some n < ω we have η � n = ν � n and
`g(η) = n ∧ ν(n) ∈ L+

0 or `g(ν) = n ∧ η(n) ∈ L−0 or we have `g(η) >
n ∧ `g(ν) > n ∧ L0 |= η(n) < ν(n).

[See more on such orders Laver [Lav71] and [Sheb, §2], [Shea, §5] but we are self
contained.]

Note that

�1 every interval of J as well as J itself has cardinality λ

�+
1 if ℵ0 < θ = cf(θ) < λ or θ = 1 or θ = 0 and 〈ti : i < θ〉 is a strictly

decreasing sequence in J then J � {y ∈ J : (∀i < θ)(y <J ti)} has cofinality
λ if it is non-empty

�−1 the inverse of J satisfies �+
1 , moreover is isomorphic to J

�2 if θ = cf(θ) > ℵ0 and sα, tα ∈ J for α < θ then we can find a function
f : θ → θ which is regressive and a club E of θ such that: if α` < β` are
from E for ` = 1, 2 and f(α1) = f(β1) = f(α2) = f(β2) then: tα1 <J sβ1 ⇔
tα2 <J sβ2 and tα1 = sβ1 ⇔ tα2 = sβ2 (we can add tα1 <J tβ1 ⇔ tα2 <J tβ2 ,
etc., but this can be deduced using the above several times).
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We now define by induction on ζ < µ an FSI-templates tζ = t[ζ] such that

�1
ζ the set of members of Ltζ is a set of finite sequences starting with ζ hence

disjoint to Lt[ε] for ε < ζ; for x ∈ Lt[ζ] let ξ(x) = ζ.

Defining tζ :

Case 1: ζ = 0 or ζ successor or cf(ζ) = ℵ0.

�2 Let Lt[ζ] = {〈ζ〉} and I
t[ζ]
〈ζ〉 = {∅}.

Case 2: cf(ζ) > ℵ0

First

�3 Let hζ : J→ ζ be a function such that: ε < ζ ⇒ h−1
ζ {ε} is a dense subset

of J, specifically ν = ηˆ〈s〉 ∈ J ∧ (otp(L+
0 �{t : t <L+

0
s}) = i < ζ ∨ otp(the

inverse of (L−0 )s) = i < ζ) ⇒ hζ(η ˆ〈s〉) = i and otherwise hζ(ν) = 0, Let
h(ζ, η) = hζ(η) for η ∈ J.

Second

�4 The set of elements of tζ , that is of Lt[ζ] is

{〈ζ〉} ∪ {〈ζ〉ˆ〈η〉ˆx : η ∈ J and x ∈
⋃

ε≤hζ(η)

Ltε}.

Third

�5 The order <tζ defined by 〈ζ〉 is maximal and:
〈ζ〉ˆ〈η1〉ˆx1 <t[ζ] 〈ζ〉ˆ〈η2〉ˆx2 iff at least one of the following holds:

(a) η1 <J η2

(b) η1 = η2 ∧ ξ(x1) < ξ(x2)
(c) (η1 = η2

∧ ξ(x1) = ξ(x2) ∧ x1 <tξ(x1)
x2).

Lastly,

(∗)1 for y ∈ Lt[ζ] we define the ideal I = I
t[ζ]
y :

(α) if y = 〈ζ〉 then I =
{
Y : Y ⊆ Lt[ζ]\{〈ζ〉}}

(β) if y = 〈ζ〉ˆ〈ν〉ˆx, then I is the family of countable sets Y satisfying
the following conditions:

(i) Y ⊆ Lt[ζ]

(ii) (∀z ∈ Y )(z <t[ζ] y)

(iii) the set {η ∈ J : (∃x)(〈ζ〉ˆ〈η〉ˆx ∈ Y )} is finite.
(iv) if ν <J η and z ∈ Lt[h(ν)] the 〈ζ〉ˆ〈η〉ˆz /∈ Y
(v) if η ≤J ν then the set {z ∈ Lt : 〈ζ〉ˆ〈η〉ˆz ∈ Y } belongs to

I
t[h(ζ,η)]
x

Why is tζ really an FSI-template? We prove, of course, by induction on ζ that:

(∗)2
ζ (i) Ltζ is a linear order

(ii) I
tζ
t is an ideal of subsets of {s ∈ Itζt : s < t}

(iii) tζ is an FSI-template,
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(iv) tζ is disjoint to tε for ε < ζ

[Why? By 2.11(8) and looking at the definitions.]
Next we prove by induction on ζ, that tζ is a smooth FSI-template. Arriving at

ζ

(∗)3
ζ for η ∈ J and ε ≤ hζ(η) + 1, we have tζ � {〈ζ〉ˆ〈η〉ˆρ : ρ ∈

⋃
ξ<ε

tξ} is a

smooth FSI-template.

[Why? We prove this by induction on ε; for ε = 0 by 2.11(1), for ε successor by
2.11(3) for ε limit by 2.11(5) and 2.11(6).]

(∗)4
ζ for Z ⊆ J we have tζ � (

⋃
η∈Z
{〈ζ〉ˆ〈η〉ˆρ : ρ ∈

⋃
ξ<hζ(η)

tξ}) is a smooth FSI-

template.

[Why? By induction on |Z|, for |Z| = 0, |Z| = n + 1 by 2.11(3), for |Z| ≥ ℵ0 by
2.11(5).]

(∗)5
ζ tζ � (Ltζ\{〈ζ〉}) is a smooth FSI-template.

[Why? By (∗)4
ζ for Z = J.]

(∗)6
ζ tζ is a smooth FSI-template.

[Why? By 2.11(3).]

(∗)7
ζ if K ⊆ Ltζ is countable and t ∈ Ltζ then the ideal I

tζ
t ∩P(K) is generated

by a countable family of subsets of K.

[Why? Check by induction on ζ.]

Now for ζ ≤ µ let

(∗)8
ζ sζ =:

∑
ε<ζ

tε, i.e.

(i) the set of elements of sζ is
⋃
ε<ζ

Ltε

(ii) for x, y ∈ sζ we have x <sζ y iff ξ(x) < ξ(y)∨ (ξ(x) = ξ(y)∧x <tξ(x)
y)

(iii) I
sζ
y = {Y ⊆s[ζ]: (∀z ∈ Y )(z <sζ y) and {z ∈ Y : ξ(z) = ξ(y)} ∈
I
t[ξ(z)]
y }

(∗)9
ζ sζ is a smooth FSI-template.

[Why? Just easier than the proof above.]

(∗)10
ζ if K ⊆ Lsζ is countable and t ∈ Lsζ , then the ideal I

sζ
t ∩P(K) of subsets

of K is generated by a countable family of subsets of K.
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[Why? By (∗)7
ζ and the definition of sζ and of the tε-s.]

Let 18 σ = ℵ0, ∂ = (2σ)+, we shall prove below by induction on ζ that sζ , tζ are
(λ, θ, σ)-good (see definition below and Sub-claim 3.5); then we can finish the proof
as in 2.18 (and (∗)7

ζ and (∗)10
ζ ) �3.1

Definition 3.3. 1) Assume 19 λ ≥ ∂ ≥ τ > σ, ∂ is regular uncountable and
(∀α < ∂)[|α|σ < ∂] and W ⊆ P(P(σ)). We say that a smooth FSI-template t is
(λ, ∂, τ, σ,W)-good if :

⊕ assume that tα,φ ∈ Lt for α < ∂, φ < σ, {tα,φ : φ < σ} is K̄-closed, then we
can find W ∈W and a club C of ∂ and a pressing down function h on C
such that:

⊕′ if S ⊆ C is stationary in ∂, (∀δ ∈ S)[cf(δ) > σ ∧ (τ = ∂ → cf(δ) = τ)] and
h�S is constant then :

�1
S for every α < β in S and w ∈ W , the truth value of the following

statements does not depend on (α, β): (but may depend on φ, ε and
w ∈ W )

(i) tα,φ = tβ,ε

(ii) tα,φ <Lt tβ,ε

(iii) {tα,κ : κ ∈ w} ∈ Ittα,ε
(iv) {tβ,κ : κ ∈ w} ∈ Ittα,φ
(v) {tα,κ : κ ∈ w} ∈ Ittβ,φ

�2
S let δ∗ ≤ ∂ be such that cf(δ∗) = τ and sup(S ∩ δ∗) = δ∗; if ∂ ≤ β∗ < λ

and sβ,φ ∈ Lt for β ∈ [∂, β∗), φ < ω then we can find tφ ∈ Lt for φ < ω
such that for every β < β∗, for every large enough α ∈ S ∩ δ∗ for some
t-partial ⊗ isomorphism f we have f(tφ) = tα,φ, f(sβ,φ) = sβ,φ.

2) We say t is strongly (λ, θ, τ, σ)-good if above we have W = P(P(σ)).

3) We may omit W in part (1) when W = {W : W is an ideal of the Boolean
algebra P(σ) generated by ≤ σ sets}
4) Above we may omit τ if τ = θ.

Observation 3.4. In Def. 3.3, instead “h regressive” it is enough to demand: for
some sequence 〈Xα : α < θ〉 of sets, increasing continuous, |Xα| < θ and for every
(or club of) δ < θ, if cf(δ) > ℵ0 then h(δ) ∈H<ℵ1(Xδ).

Claim 3.5. 1) In the proof of 3.1;

(i) tζ is strongly (λ, ∂, σ)-good

(ii) sζ is strongly (λ, ∂, σ)-good

(iii) if cf(ζ) 6= θ then sζ is also strongly (λ, θ)-good.

2) Assume λ = cf(λ) > µ = cf(µ),J, t̄ε(ε < µ), sζ(ζ ≤ µ) are as in the proof of 3.1.
If ∂ = (2σ)+ < µ then clauses (i), (ii), (iii) above hold.

18 but if you like to avoid using (∗)7
ζ , (∗)

10
ζ and W below just use ∂ = i+

2 . In fact even without

(∗)7
ζ + (∗)10

ζ above, countable W suffice but then we have to weaken the notion of isomorphisms,

and no point.
19 we ignore here K̄ and {(t, ϕ̄t, η

˜
t) : t ∈ Lt} using the default values

Paper Sh:700a, version 2021-02-10 4. See https://shelah.logic.at/papers/700a/ for possible updates.



36 SAHARON SHELAH

Proof. 1) Recall that ∂ = (2σ)+ (see before Definition 3.3).
First note that

(∗)1 for every ζ < µ there is a sequence %̄ζ such that:

(a) %̄ζ = 〈%ζ,s : s ∈ Lt[ζ]〉
(b) %ζ,s ∈ ω>λ

(c) the truth value of Lt[ζ] |= “s < t” depends only on
(α) lg(%ζ,s)
(β) lg(%ζ,t)
(γ) the truth values of %ζ,s(k) < %ζ,t(`), %ζ,s(k) = %ζ,t(`), %ζ,s(k) >

%ζ,t(`) for the relevant k, `

[Why? Read the definition of tζ .]
Second note that

(∗)2 there is a sequence %̄ = 〈%s : s ∈ Ls[µ]〉 satisfying the parallel of (∗)1.

hence

(∗)3 if s̄ = 〈sφ = s(φ) : φ ≤ σ〉 ∈ σ+1(Ls[µ]) then the truth value of {sφ : φ <

σ} ∈ Is[µ] depends only on
(a) lg(%s(φ)) for φ ≤ σ
(b) the truth values of %ζ,s(ε)(k) < %ζ,s(ζ)(`), %ζ,s(ε)(k) = %ζ,s(ζ)(`), %ζ,s(ε)(k) >

%ζ,s(ζ)(`) for ε, ζ ≤ σ and relevant k, `

Why? Again look at the choice of sµ
Now, given t̄α = 〈tα,φ = t[α, φ] : φ < σ〉 ∈ σ(Ls[µ]) for α < ∂ define

(∗)4 Uα = ∪{Rang(%t[β,φ]) : β < α, φ < σ} ∪ {∞}
Next

(∗)5 we define the function h`, ` = 0, 1 with domain ∂ \ {∅}, so for α ∈ (0, ∂) we
let:
(a) h0(α) is equal to the set as {(φ, k, ε, `) : %t[α,φ](k) < %t[α,ε](`) and both

are well defined}}
(b) h1(α) is the minimal non-zero member β of Uα such that (if there is

no one then it is zero):
for every φ < σ, k < lg(tα,φ)(k), the following are equal:

(α) the minimal member of Uα which is > %t[α,φ](k)
(β) the minimal member of Uβ which is > %t[β,φ](k),

(*b)’ similarly for ≥ (and so for equal)

Clearly

(∗)6 h0 has range of cardinality < ∂ and h1 is regressive

Lastly

(∗)7 if S ⊆ ∂ is stationary and δ ∈ S ⇒ cf(δ) > σ and h0, h1 restricted to S are
constant then S is as required.

OLD/ pre 2020 PROOF
We prove this by induction on ζ.

For sζ :

If ζ = 0 it is empty. Otherwise given tα,φ ∈ sζ =
∑
ε<ζ

tε for α < θ, φ < ω let

h∗0(α) be the sequence consisting of:
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(i) ξα,φ =: Min{ξ : ξ ∈ {ξ(tβ,ε) : β < δ, ε < ω} ∪ {∞} and ξ ≥ ξ(tα,φ)} for
φ < ω and

(ii) uα = {(φ, ε,κ) : ξ(tα,φ) = ξα,ε ∧ κ = 1 or ξ(tα,φ) ≤ ξ(tα,ε) ∧ κ = 2} and

(iii) wα = {(n,w) : φ < ω,w ⊆ ω and {tα,ε : ε ∈ w} ∈ Ittα,φ} that is h∗0(α) =

〈uα, 〈ξα,φ : φ < ω〉,wα〉.

If Sy = {δ : cf(δ) ≥ ℵ1, h
∗
0(δ) = y} is stationary we define h∗1�Sy such that it codes

h∗0(δ) and if φ(∗) < ω and the sequence 〈ξ(tα,φ(∗)) : α ∈ Sy〉 is constant call it
ξy,φ(∗) let uy,φ(∗) = {φ : ξα,φ = ξy,φ(∗)}, then h∗1 � Sy codes a function witnessing
the (λ, θ)-goodness of tξy,φ(∗) for 〈tα,φ : φ ∈ uy,φ(∗), α ∈ Sy〉.

Fix S as in ⊕′. It is easy to check that this shows �1
S even if cf(ζ) = θ. But

assume cf(ζ) 6= θ ∧ δ∗ = θ or δ∗ < θ, cf(δ∗) = ℵ1 (or just ℵ0 < cf(δ∗) < θ),
δ∗ = sup(S ∩ δ∗); we shall prove also the statement from �2

S . Let w1 = {φ :
the sequence 〈ξ(tβ,φ) : β ∈ S〉 is strictly increasing}, w0 = {φ : 〈ξ(tβ,φ) : β ∈ S〉 is
constant}, let ξ(S, φ) = ξS,φ = ∪{ξ(tβ,φ) : β ∈ S} as cf(ζ) 6= θ it is < ζ also when
φ ∈ w1.

Given 〈s̄β : β < β∗〉, β∗ < λ and s̄β = s̄ = 〈sβ,φ : φ < ω〉 we have to find
〈tφ : φ < ω〉 as required in �2

S . If φ ∈ w0 let w′0,φ = {ε ∈ w0 : ξ(tα,φ) = ξ(tα,ε) for

α ∈ S} and to choose 〈tε : ε ∈ w′0,φ〉 we use the induction hypothesis on tξ(S,φ). If

φ ∈ w1 then we can find t∗φ ∈ tξS,φ such that {t : t ∈ tξS,φ , t ≤tξ(S,φ)
t∗} is disjoint to

{tβ,ε : β < δ∗, ε < ω}∪{sβ,ε : β < β∗ and m < ω} this is possible because the lower
cofinality of Ltξ(S,φ) is the same as that of L0 and is λ = cf(λ) > θ+ |β∗|. Then we
choose η∗ ∈ J such that (∀x)(〈ζ〉ˆ〈η∗〉ˆx ∈ tξ(S,φ) ⇒ 〈ζ〉ˆ〈η∗〉ˆ〈x〉 <tξ(S,φ)

t∗) and

we choose together 〈tφ′ : φ′ ∈ w1, ξS,φ′ = ξS,φ〉 such that tφ ∈ {〈ζ〉ˆ〈η〉ˆ〈x〉 ∈ sζ :
η <J η

∗} taking care of W , (inside {φ ∈ w1 : ξ(tα,φ) = ξS,ε} and automatically for
others, i.e. considering tφ1

, tφ2
such that ξS,φ1

6= ξS,φ2
), this is immediate.

For tζ :

Similar (using �1 +�2). �3.5

∗ ∗ ∗

We may like to have “2ℵ0 = λ is singular”, a = λ, b = d = µ. Toward this we
would like to have a linear order J such that if x̄ = 〈xα : α < θ〉 is monotonic, say
decreasing then for any σ < λ for some limit δ < θ of uncountable cofinality the
linear order {y ∈ J : α < δ ⇒ y <J xα} has cofinality > σ. Moreover, δ can be
chosen to suit ω such sequences x̄ simultaneously. So every set of ω-tuples from J
of cardinality ≥ θ but < λ can be “inflated”.

Lemma 3.6. Assume

(a) (2σ)+ < µ = cf(µ) < λ = λσ, λ singular

(b) (∀α < µ)[|α|ℵ0 < µ]

(c) µ ≥ ℵcf(λ) or at least

(c)− there is f : λ→ cf(λ) such that if 〈αε : ε < µ〉 ∈ µλ is (strictly) increasing
continuous, αε < λ and γ < cf(λ) then for some ε < µ we have f(αε) ≥ γ.
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Then for some c.c.c. forcing notion of cardinality λ we have 
P “2ℵ0 = λ, b = d =
µ, a = λ”.

Proof. Note that (c) ⇒ (c)−, just let α < λ ∧ cf(α) = ℵε ∧ ε < cf(λ) ⇒ f(α) = ε,
clearly there is such a function and it satisfies clause (c)−. So we can assume
(c)−. Let σ = cf(λ) and 〈λε : ε < σ〉 be a strictly increasing sequence of regular
cardinals > µ + σ with limit λ. Let L0, L

+
0 , L

−
0 be as in the proof of 3.1, L0,ε be

the unique interval of L0 of order type (the inverse of λε) +λε, so 〈L0,ε : ε < σ〉
be ia ⊆-increasing with union L0, L0,ε an interval of L0,ξ for ε < ξ < σ. We define
g : L0 → cf(λ) as follows: if x ∈ L+

0 then g(x) = f(otp({y ∈ L+
0 : y <L x}, <)) and

if x ∈ L−0 and the order type of ({y ∈ L+
0 : x <L y}, <L) is the inverse of γ then

g(x) = f(γ) and let

J∗ = {η ∈ ω>(L0) : η(0) ∈ L0,0 and η(n+ 1) ∈ L0,g(η(n)) for n < ω}

ordered as in the proof of 3.6.
We define sζ , tζ as there. We then prove that sζ , tζ are (τ, θ)-good and (λ, τ)-good

as there and this suffices repeating the proof of 3.1. �3.6

Discussion 3.7. We may like to separate b and d. So below we adapt the proof
of 3.1 to do this (can do it also for 3.6).

A way to do this is to look at the forcing in 3.1 as the limit of the FS iteration
〈P∗i ,Q

˜

∗
j : i ≤ µ, j < µ〉, so the memory of Q∗j is {i : i < j} where Q

˜

∗
j is Limt[〈Qt :

t ∈ Ltj 〉]. Below we will use the limit of FS iteration 〈P∗i ,Q
˜

∗
j : j < µ× µ1〉,Q∗ζ has

memory wζ ⊆ ζ where e.g. for ζ = µα + i where i < µ,wζ = {κβ + j : β ≤ α, j ≤
i, (β, j) 6= (α, i)}. Let P∗ = P∗µ×µ1

be ∪{Pi : i < µ× µ1}.
Of course, Qζ will be defined as Limtζ (Q̄), the tζ defined as above and b = µ, d =

µ1. Should be easy. If 〈A
˜
ε : ε < εx̄〉 exemplifies a in VP∗ , so ε∗ ≥ µ then for some

(α∗, β∗) ∈ µ × µ1 for κ(= θ) of the names they involve {Q
˜
µα+β : α ≤ α∗, β ≤ β∗}

only.
Using indiscernibility on the pairs (α, β) to making them increase we can finish.

Lemma 3.8. 1) In Lemma 3.1, if µ = cf(µ) ≤ cf(µ1), µ1 < λ, then we can change
in the conclusion b = d = µ to b = µ, d = µ1.
2) Similarly for 3.6.

Proof. First assume µ1 regular.

First Proof: Let µ0 = µ. In the proof of 3.1 for ` ∈ {0, 1} using µ = µ` gives
s`µ` and without loss of generality s0

µ0
, s1
µ1

are disjoint. Let s be s0 +′ s1 meaning

Ls = Ls0
µ0 + Ls1

µ1 , and for t ∈ Ls`µ` we let Ist =: I
s`µ`
t (this is not s0 + s1 of 2.11).

Now the appropriate goodness can be proved so we can prove a = λ. Easily we get
d ≥ µ1 and b ≤ µ0. This is enough to get inequality but to get exact values we
turn to the second proof.

Instead of starting with 〈Qi : i < µ〉 with full memory we start with 〈Q
˜
ζ : ζ <

µ × µ1〉,Q
˜
ζ with the following “memory” if ζ = µα + i, i < κ,wζ = {µβ + j :

β ≤ α, j ≤ i, (β, j) 6= (α, i)}. To deal with the case µ1 is singular we should use a
µ-directed index set (instead µ0 × µ1) as the product of ordered sets. �3.8
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§ 4. On related cardinal invariants

Explanation of §4:
On Th. 4.1 you may wonder: u has nothing to do with order or quite directed

family, so how can we preserve small u? True, using the “directed character” of b
and d has been the idea, i.e. in the end we have P = 〈Pi : i < µ〉 is l-increasing,
P = ∪{Pi : i < µ} and η

˜
i a Pi+1-name of a real dominating VPi . But really what

we need for a triple (P, η̄
˜
,P′) as (Pi, η

˜
i,Pi+1) above, is that taking ultrapower by

the κ-complete ultrafilter D, preserve the property of η̄
˜

, in our present case η̄
˜

has
to witness u = µ. For being a dominating real this is very natural ( Los theorem).
But here we shall use 〈D

˜
i : i < µ〉, D

˜
i a Pi-name of an ultrafilter on ω and demand

Rang(η
˜
i) to be mod finite included in every member of D

˜
i and moreover η

˜
i is

generic over VPi for a forcing related to D
˜
i. When we like to preserve something

in inductive construction on α < λ of 〈Pαi : i < µ〉, it is reasonable to have strong
induction hypothesis more than needed just for the final conclusion. We need here a
condition on (Pαi+1, η

˜

α
i ,Pαi , D

˜
α
i ) preserved by the ultrapower (as the relevant forcing

is c.c.c. nicely enough defined this work).
Secondly, we need in limit α: if cf(α) > ℵ0 straightforward if not, being generic

for the Qi has nice enough properties so that we can complete
⋃
β<α

D
˜

β
i to a suitable

ultrafilter.
This explains to some extent the scope of possible applications, of course, in

each case the exact inductive assumption on (Pαi+1, η
˜

α
i ,Pαi , Y

˜
α
i ) with Y

˜
α
i a relevant

witness, varies.
On continuing §2, §3 so eliminating the measurable here see [S+a], [S+c].

Theorem 4.1. Assume

(a) κ is a measurable cardinal

(b) κ < µ = cf(µ) < λ = cf(λ) = λκ.

Then for some c.c.c. forcing notion P of cardinality λ, in VP we have: 2ℵ0 =
λ, u = d = b = µ and a = λ.

Remark 4.2. Recall u = Min{|P| : P ⊆ [ω]ℵ0 generates a non-principal ultrafilter
on ω}.

Proof. The proof is broken to definitions and claims. �4.1

Definition 4.3. For a filter D on ω (to which all co-finite subsets of ω belong) let
Q(D) be:

{T : T ⊆ ω>ω is closed under initial segments, and for some
tr(T ) ∈ ω>ω, the trunk of T, we have :
(i) ` ≤ `g(tr(T ))⇒ T ∩ `ω = {tr(T ) � `}
(ii) tr(T ) E η ∈ ω>ω ⇒ {n : ηˆ〈n〉 ∈ T} ∈ D}

ordered by inverse inclusion.

Definition 4.4. 1) Assume S ⊆ {i < µ : cf(i) 6= κ} is unbounded in µ (the default
value is {i < µ : cf(i) 6= κ}).
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Let Kλ,S be the family of t consisting of Q̄ = Q̄t = 〈Pi,Q
˜
i : i < µ〉 = 〈Pti,Q

˜

t
i : i <

µ〉 and D̄ = D̄t = 〈D
˜
i : i < µ and cf(i) 6= κ〉 = 〈D

˜
t
i : i ∈ S〉 and τ̄ t = 〈τ

˜
ti : i < µ〉

such that:

(a) Q̄ is a FS-iteration of c.c.c. forcing notions (and Pt = Ptµ = Lim(Q̄t) =⋃
i<µ

Pti)

(b) if i ∈ S, then Qi = Q(D
˜
i), see Definition 4.3 above

(c) D
˜
i is a Pi-name of a non-principal ultrafilter on ω when i ∈ S

(d) |Pi| ≤ λ
(e) for i ∈ S let η

˜
i be the Pi+1-name of the Q

˜
i-generic real

η
˜
i = ∪{tr(p(i)) : p ∈ G

˜
Pi+1
}.

and we demand: for i < j < µ of cofinality 6= κ we have


Pj “Rang(η
˜
i) ∈ D

˜
j”

(f) τ
˜
i is a Pi-name of a function from Q

˜
i to {h : h is a function from a finite

set of ordinals to H (ω)}, such that:

Pi “p, q ∈ Q

˜
i are compatible in Q

˜
i) iff the functions τ

˜
i(p), τ

˜
i(q) are com-

patible, i.e. τi(p) � (Dom(τ
˜
i(p)) ∩ Dom(τ

˜
i(q)) = τi(q) � (Dom(τ

˜
i(p)) ∩

Dom(τ
˜
i(q)) and then they have a common upper bound r such that τ

˜
i(r) =

τ
˜
i(p) ∪ τ

˜
i(q)”

(g) if i ∈ S ∩ Dom(p), p ∈ Pj and i < j ≤ µ then τ
˜
i(p(i)) is {〈0, tr(p)〉}; i.e.

this is forced to hold

(h) we stipulate Pi = {p : p is a function with domain a finite subset of i such
that for each j ∈ Dom(p), ∅Pj forces that p(j) ∈ Q

˜
j and it forces a value to

τ
˜
j(p(j))}

(i) 
Pi “Q
˜
i ⊆H<ℵ1

(γ) for some ordinal γ”.

2) Let γ(t) be the minimal ordinal γ such that i < µ ⇒
Pi “if x ∈ Q
˜
i then

dom(τ
˜
i(x)) ⊆ γ”.

3) We let τ ti be the function with domain Pi such that τ ti (p) is a function with
domain {γ(t)j + β : j ∈ Dom(p) and p � j 
Pj “β ∈ Dom(τ

˜
j(p(j))”} and let

τ ti (γ(t)j + β) be the value which p � j forces on τ
˜
t
j(β).

Convention 4.5. We fix λ, µ, S as in 4.1, 4.4; so we may write K instead Kλ,S .

Obviously

Subclaim 4.6. K 6= ∅.

Proof. Should be clear. �4.6

Recall

Subclaim 4.7. If in a universe V, D is a nonprincipal ultrafilter on ω then

(a) 
Q(D) “{tr(p)(`) : ` < `g(tr(p)) and p ∈ G
˜

Q(D)} is an infinite subset of ω,
almost included in every member of D”

(b) Q(D) is a c.c.c. forcing notion, even σ-centered
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(c) η
˜
i = ∪{tr(p) : p ∈ G

˜
Q(D)} ∈ ωω is forced to dominate (ωω)V

(d) {p ∈ Q(D) : tr(p) = η} is a directed subsets of Q(D) for every η ∈ ω>ω.

[Note that this, in particular clause (c), does not depend on additional properties
of D; but as we naturally add many Cohen reals (by the nature of the support) we
may add more and then can demand e.g. D

˜
i (cf(i) 6= κ) is a Ramsey ultrafilter.]

Definition 4.8. 1) We define ≤K by: t ≤K s if (t, s ∈ K and) i ≤ µ⇒ Pti l Psi and
i < µ and cf(i) 6= κ⇒
Ps

i
“D

˜
t
i ⊆ D

˜
s
i” and i < µ⇒
Ps

i
“τ
˜
t
i ⊆ τ

˜
s
i”.

2) We say t is a canonical ≤K-u.b. of 〈tα : α < δ〉 if :

(i) t, tα ∈ K

(ii) α ≤ β < δ ⇒ tα ≤K tβ ≤K t

(iii) if i ∈ µ \ S then 
Pt
i

“Q
˜

t
i =

⋃
α<δ

Q
˜

tα
i ”.

Note that if cf(δ) > ℵ0 then we can add 
Pt
i

“Q
˜

t
i =

⋃
α<δ

Q
˜

tα
i ” for every i < µ, so t

is totally determined.
3) We say 〈tα : α < α∗〉 is ≤K-increasing continuous if: α < β < α∗ ⇒ tα ≤K tβ
and for limit δ < α∗, tδ is a canonical ≤K-u.b. of 〈tα : α < δ〉. Note that we have
not said “the canonical ≤K-u.b.” as for δ < α∗, cf(δ) = ℵ0 we have some freedom

in completing ∪{D
˜

tα
i : α < δ} to an ultrafilter (on ω in VPt

i , when i ∈ µ \ S).

Subclaim 4.9. If P1 l P2 and D
˜
` is a P`-name of a nonprincipal ultrafilter on ω

for ` = 1, 2 and 
P2
“D

˜
1 ⊆ D

˜
2”, then P1 ∗Q(D

˜
1)l P2 ∗Q(D

˜
2).

Proof. Why? First, we can first force with P1, so without loss of generality P1 is
trivial and D1 ∈ V is a nonprincipal ultrafilter on ω. Now clearly p ∈ Q(D1)⇒ p ∈
Q(D

˜
2) and Q(D1) |= p ≤ q ⇒ Q(D

˜
2) |= p ≤ q and if p, q ∈ Q(D1) are incompatible

in Q(D1) then they are incompatible in Q(D
˜

2).
Lastly, in V, let I = {pφ : φ < ω} ⊆ Q(D1) be predense in Q(D1), we shall

prove that I is predense in Q(D
˜

2) in VP2 .
For this it suffices to note

� if D1 is a nonprincipal ultrafilter on ω,I ⊆ Q(D1) and η ∈ ω>ω, then the
following conditions are equivalent:

(a)η there is no p ∈ Q(D1) incompatible with every q ∈ I which satisfies
tr(p) = η

(b)η there is a set T such that:

(i) ν ∈ T ⇒ η E ν ∈ p
(ii) η E ν E ρ ∈ T ⇒ ν ∈ T
(iii) if ν ∈ T then either {n : νˆ〈n〉 ∈ T} ∈ D1 or

(∀n)(νˆ〈n〉 /∈ T ) ∧ (∃q ∈ I )(ν = tr(q))

(iv) there is a strictly decreasing function h : T → ω1

(v) η ∈ p.
�4.9
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Proof. Proof of �:
Straightforward.
So as in V,I ⊆ Q(D1) is predense, for every η ∈ ω>ω we have (a)η for D1 hence

by � we have also η ∈ ω>ω ⇒ (b)η, but clearly if Tη witness (b)η in V for D1, it
witnesses (b)η in VP2 for D2 hence applying � again we get: η ∈ ω>ω ⇒ (a)η in
VP2 for D2, hence I is predense in Q(D2) in VP2 . So we have proved Subclaim
4.9. �

Subclaim 4.10. If t̄ = 〈tα : α < δ〉 is ≤K-increasing continuous and δ < λ+ is a
limit ordinal, then it has a canonical ≤K-u.b.

Proof. Why? By induction on i ≤ µ, we define Pti and if i < µ we then have Q
˜

ti , τ
˜
i

and D
˜
i (if cf(i) 6= κ) such that the relevant demands (for t ∈ K and for being

canonical ≤K-u.b. of t̄) hold.
Defining Pti is obvious: for i = 0 trivially, if i = j+ 1 it is Ptj ∗Q

˜

t
j and if i is limit

it is ∪{Ptj : j < i}.
If Pti has been defined and cf(i) = κ we let Q

˜

t
i =

⋃
α<δ

Qtα
i and τ

˜
ti =

⋃
α<δ

τ
˜
tα
i ,

easy to check that they are as required. If Pti has been defined and cf(i) 6= κ, then⋃
α<δ

Dtα
i is a filter on ω containing the co-bounded subsets, and we complete it to

an ultrafilter, call it Dti .
Note that there is such D

˜
ti because:

(a) for α < δ,Ptα l Pti hence 
Pt
i

“D
˜

tα
i is a filter on ω to which all co-finite

subsets of ω belong and it increases with α”.

Note that there will be no need for new values of the τ
˜
i’s nor any freedom in defining

them. As we have proved the relevant demands on Ptj ,Q
˜

t
j for j < i clearly Pti is

c.c.c. by using 〈τ
˜
j : j < i〉 and clearly 〈Ptζ ,Q

˜

t
ξ : ζ ≤ i, ξ < i〉 is an FS iteration.

Now we shall prove that α < δ ⇒ Ptαi l Pti.
So let I be a predense subset of Ptαi and p ∈ Pti and we should prove that p is

compatible with some q ∈ I in Pti; we divide the proof to cases.

Case 1: i is a limit ordinal.
So p ∈ Ptj for some j < i, let I ′ = {q � j : q ∈ I }, so clearly I ′ is a predense

subset of Ptαj (as tα ∈ K). By the induction hypothesis, in Ptj the condition p is

compatible with some q′ ∈ I ′; so let r′ ∈ Ptj be a common upper bound of q′, p

recalling that q′ = q � j where q ∈ I . So r′ ∪ (q � [j, i)) ∈ Pti is a common upper
bound of q, p as required.

Case 2: i = j + 1, cf(j) = κ.
If j /∈ Dom(p) it is trivial. So without loss of generality for some β < δ, p(j) is

a Ptβj -name of a member of Q
˜

tβ
j ; and without loss of generality α ≤ β < δ. By the

induction hypothesis Ptβj l Ptj hence there is p′ ∈ Ptβj such that [p′ ≤ p′′ ∈ Ptβj ⇒
p′′, p � j are compatible in Ptj ].

Let

J = {q′ � j : q′ ∈ Ptβi and q′ is above some member of I

and q′ � j 
P
tβ
j

“p(j) ≤Q
˜

tβ
j q′(j)”}.
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Now J is a dense subset of Ptβj (since if q ∈ Ptβj then q ∪{〈j, p(j)〉} belongs to Ptβi
hence is compatible with some member of I ).

Hence p′ is compatible with some q′′ ∈ J (in Ptβj ), so there is r such that

p′ ≤ r ∈ Ptβj , q′′ ≤ r. As q′′ ∈J there is q′ ∈ Ptβi such that q′ � j = q′′, q′ is above

some q∗ ∈ I and q′�j 
 “p(j) ≤Q
˜

tβ
j q′(j)”.

As Ptβj |= “p′ ≤ r∧q′ � j = q′′ ≤ r” and by the choice of p′ there is p∗ ∈ Ptj above r

(hence above p′ and above q′′ = q′ � j), and above p � j. Now let r∗ = p∗∪(q′′ � {j}),
clearly r∗ ∈ Pti is above p � j and r∗ � j forces that r∗(j) is above p � {j}. Clearly
r∗ � j is above r and r∗ is also above q∗ ∈ I so we are done.

Case 3: i = j + 1, j ∈ S
Use Subclaim 4.9 above.
So we have dealt with α < δ ⇒ Ptαi l Pti.
Clearly we are done. �4.10

Subclaim 4.11. If t ∈ K and E is a κ-complete non-principal ultrafilter on κ, then
we can find s such that:

(i) t ≤K s ∈ K

(ii) there is 〈ki, ji : i < µ, cf(i) 6= κ) such that:

(α) ki is an isomorphism from (Pti)κ/E onto Psi
(β) ji is the canonical embedding of Pti into (Pti)κ/E
(γ) ki ◦ ji = identity on Pti

(iii) D
˜

si is the image of (D
˜
i)
κ/E under ki and similarly τ

˜
si if i < µ, cf(i) 6= κ

(iv) if i < µ, cf(i) = κ, then τ
˜
si is defined such that, for j < κ, cf(j) 6= κ we

have kj is an isomorphism from (Pti, γ′, τ ti )κ/D onto (Psi , γ′′, τ
si
i ) for some

ordinals γ′, γ′′ (except that we do not require that the map from γ′ to γ′′

preserves order).

Proof. Straightforward.
Note that if cf(i) = κ, i < µ then Q

˜

s
i is isomorphic to Psi+1/Psi which is c.c.c. as

by  Loś theorem for the logic Lκ,κ we have
⋃
j<i

(Ptj)κ/El (Pti+1)κ/E, similarly for τ
˜
i

which guarantees that the quotient is c.c.c., too (actually τ
˜
i is not needed for the

c.c.c. here). �4.11

Subclaim 4.12. If t ∈ K then 
Pt
µ

“u = b = d = µ”.

Proof. In VPt
µ , the family D = {Rang(η

˜
i) : i < µ and cf(i) 6= κ} ∪ {[n, ω) : n < ω}

generates a filter on P(ω)V[Pt
µ], as Rang(η

˜
i) ∈ [ω]ℵ0 , i < j < µ and cf(i) 6= κ and

cf(j) 6= κ⇒ Rang(η
˜
j) ⊆∗ Rang(η

˜
i).

Also it is an ultrafilter as P(ω)V[Pt
µ] =

⋃
i<µ

P(ω)V[Pt
i ] and if i < µ, then

Rang(η
˜
i+1) induces an ultrafilter on P(ω)V[Pt

i+1]. So u ≤ µ. Also (ωω)V[Pt
µ] =⋃

i<µ

(ωω)V[Pt
i ], (ωω)V[Pt

i ] is increasing with i and if cf(i) 6= κ then η
˜
i ∈ ωω dominates

(ωω)V[Pt
i ] by Subclaim 4.7, so b = d = µ as in previous cases.

Lastly, always u ≥ b hence u = µ.] �4.12
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Now we define tα ∈ K for α ≤ λ by induction on α satisfying 〈tα : α ≤ λ〉 is
≤K-increasing continuous such that tα+1 is gotten from tα as in Subclaim 4.11.

Let P = Ptλµ , so |P| ≤ λ hence (2ℵ0)V
P ≤ (λℵ0)V and easily equality holds.

We finish by

Subclaim 4.13. We have20 
Pgtαλ
“a ≥ λ”.

Proof. Why? Assume toward a contradiction that θ < λ and p ∈ P and p 
P “A
˜

=
{A
˜
i : i < θ} is a MAD family; i.e.

(i) Ai ∈ [ω]ℵ0

(ii) i 6= j ⇒ |A
˜
i ∩A

˜
j | < ℵ0

(iii) under (i) + (ii), A
˜

is maximal”.

Without loss of generality 
P “A
˜
i ∈ [ω]ℵ0”. As a ≥ b = µ by Subclaim 4.12, we

have θ ≥ µ. For each i < θ and m < ω there is a maximal antichain 〈pi,m,n : n < ω〉
of P and there is a sequence 〈ti,m,n : n < ω〉 of truth values such that pi,m,n 
 “(m ∈
A
˜
i) ≡ ti,m,n”. We can find countable wi ⊆ µ such that

⋃
m,n<ω

Dom(pi,m,n) ⊆ wi.

Possibly increasing wi retaining countability, we can find 〈Ri,γ : γ ∈ wi〉 such that:

(α) wi has a maximal element and γ ∈ wi\{max(wi)} ⇒ γ + 1 ∈ wi
(β) Ri,γ is a countable subset of Ptλγ and q ∈ Ri,γ ⇒ Dom(q) ⊆ wi ∩ γ
(γ) for γ1 < γ2 in wi, q ∈ Ri,γ2 ⇒ q � γ1 ∈ Ri,γ1

(δ) for γ1 ∈ wi, γ ∈ γ1∩wi and q ∈ Ri,γ1
the Ptγ-name q(γ) involves ℵ0 maximal

antichains all included in Ri,γ

(ε) {pi,m,n : m,n < ω} ⊆ Ri,max(wi).

As cf(λ) > ℵ0 (as µ < λ = cf(λ) by the assumption of Theorem 4.1) we have
Ptµ =

⋃
α<λ

Ptαµ . Clearly for some α < λ we have ∪{Ri,γ : i < θ, γ ∈ wi} ⊆ Ptαµ . But

Ptαµ l Ptλµ . So 
Ptα
µ

“A
˜

= {A
˜
i : i < θ} is MAD”.

Now, letting j be the canonical elementary embedding of V into Vκ/D, we know:

(∗) in Vκ/D, j(A
˜

) is a j(Ptαµ )-name of a MAD family.

As Vκ/D is κ-closed, for c.c.c. forcing notions things are absolute enough but
{j(i) : i < µ} is not {i : Vκ/D |= i < j(µ)}, so in V, it is forced for 
j(Ptα

µ ), that

{j(A
˜
i) : i < µ} is not MAD!

Chasing arrows, clearly 
P
tα+1
µ

“{A
˜
i : i < θ} is not MAD” as required. �4.13

Discussion 4.14. 1) We can now look at other problems, like what can be the
order and equalities among d, b, a, u; have not considered it. I have considered
having a = µ but there was a problem.
2) (2020) In 4.1 We can add p = t = µ proving as in 4.10. Let me elaborate: in
Definition 4.4 (our forcing is Pµ for such t), we have an ultrafilter generated by a
sequence of subsets of ω which is decreasing modulo finite; see clauses (c) and (e).
3) So Pµ forces s is at least µ. But always s is at most u so in 4.1 we can add u = µ.

20 recall λ is regular; if we allow λ singular we have to use cf(λ).
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