
Annals of Pure and Applied Logic 175 (2024) 103345

Sh:1218
Contents lists available at ScienceDirect

Annals of Pure and Applied Logic

journal homepage: www.elsevier.com/locate/apal

Some simple theories from a Boolean algebra point of view ✩

M. Malliaris a,∗, S. Shelah b,c

a Department of Mathematics, University of Chicago, 5734 S. University, Chicago, IL 60637, USA
b Einstein Institute of Mathematics, Edmond J. Safra Campus, Givat Ram, The Hebrew University of 
Jerusalem, Jerusalem, 91904, Israel
c Department of Mathematics, Hill Center - Busch Campus, Rutgers, The State University of New 
Jersey, 110 Frelinghuysen Road, Piscataway, NJ 08854-8019 USA

a r t i c l e i n f o a b s t r a c t

Article history:
Available online 24 July 2023

MSC:
primary 03C20, 03C45
secondary 03E05, 06E05

Keywords:
Simple theories
Regular ultrafilters
Keisler’s order
Saturation of ultrapowers

We find a strong separation between two natural families of simple rank one 
theories in Keisler’s order: the theories Tm reflecting graph sequences, which witness 
that Keisler’s order has the maximum number of classes, and the theories Tn,k, 
which are the higher-order analogues of the triangle-free random graph. The proof 
involves building Boolean algebras and ultrafilters “by hand” to satisfy certain 
model theoretically meaningful chain conditions. This may be seen as advancing 
a line of work going back through Kunen’s construction of good ultrafilters in ZFC 
using families of independent functions. We conclude with a theorem on flexible 
ultrafilters, and open questions.

© 2023 Elsevier B.V. All rights reserved.

Contents

0. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1. Some relations to Kunen’s work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2. Two families of theories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
3. Preliminaries on ultrafilters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
4. First direction: saturation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
5. First direction: non-saturation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
6. Second direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
7. Flexibility and the c.c. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
8. Some open questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

Declaration of competing interest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
Appendix A. Existing evidence for independence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

✩ Thanks. Research partially supported by NSF CAREER 1553653, NSF 2051825, BSF 3013005232, and ISF grant 1838/19. This 
is paper 1218 in Shelah’s list.
* Corresponding author.

E-mail address: shelah@math.huji.ac.il (S. Shelah).
URL: http://shelah.logic.at (S. Shelah).
https://doi.org/10.1016/j.apal.2023.103345
0168-0072/© 2023 Elsevier B.V. All rights reserved.

https://doi.org/10.1016/j.apal.2023.103345
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/apal
http://crossmark.crossref.org/dialog/?doi=10.1016/j.apal.2023.103345&domain=pdf
mailto:shelah@math.huji.ac.il
http://shelah.logic.at
https://doi.org/10.1016/j.apal.2023.103345


2 M. Malliaris, S. Shelah / Annals of Pure and Applied Logic 175 (2024) 103345

Sh:1218
0. Introduction

This paper is dedicated to Ken Kunen. His contributions to set theory and general topology are many, 
momentous and deep.

Our general topic is the structure of Keisler’s order on certain families of simple rank one theories. Keisler’s 
order (Definition 3.1 below) is a large-scale classification program in model theory which builds a framework 
for comparing the complexity of complete, countable theories via saturation of regular ultrapowers. The 
natural relation of this work to Kunen’s is discussed in §1.

To motivate our main results here: recently in [33], we finally proved that Keisler’s order has the maximum 
number of classes, continuum many, already among the simple unstable theories. That paper represented 
a significant shift in our understanding. It involved not only finding new theories, called Tm (the m is a 
parameter, see §2 below), but also finding a new method, of building ultrafilters and Boolean algebras 
together. This raised two very natural questions.

Question 0.1. Are the theories Tm below all earlier nonminimal unstable theories?

Recall that there is a minimum unstable class in Keisler’s order, which is the class of the random graph 
(see [21], 5.3).

Question 0.2. Is the new method of building ultrafilters and Boolean algebras together good just for the specific 
theories Tm, or is it a general method?

The present paper addresses both questions, though perhaps in a way that opens rather than closes the 
matter. We prove that the theories Tm are incomparable with the theories Tn,k, the higher-order versions 
of the triangle-free random graph, studied by Hrushovski in [11]. These had essentially been the theories 
known to be “near” the random graph, following [30]. So the new results, Theorems 5.8 and 6.5, show the 
picture is more multifaceted. We do this by means of the new method, which is very encouraging for the 
second question. Finally, since these proofs suggest that indeed, non-free Boolean algebras will be central 
going forwards, we show that a certain very useful theorem which we had proved earlier for free Boolean 
algebras works in general, in §7; it is especially nice to include here because of the connection to Kunen.

0.1. Overview

The mathematical content of the paper is as follows. In §2, we present the two kinds of theories studied in 
this paper: the theories Tm which can “encode finite combinatorics” and the theories Tn,k. (These are both 
families of theories; in this description, we sometimes refer to them in the singular when stating results which 
apply to all.) In §3 we collect the definitions on ultrafilters, Boolean algebras and separation of variables 
needed for the proofs. In §4 we fix n > k ≥ 2 and prove existence of a regular ultrafilter which is good for 
any Tm and satisfies a model theoretically interesting chain condition depending on n, k. In §5 we prove 
that this chain condition is sufficient to block saturation for Tn,k. Together these yield Theorem 5.8, which 
says Tn,k is not below Tm in Keisler’s order. In §6 we prove that it is possible to saturate Tn,k while not 
saturating Tm. This gives Theorem 6.5 which says that the Tm are not below Tn,k in Keisler’s order. (Thus, 
combining the two stated theorems we have incomparability.) In §7 we show that no regular ultrafilter built 
by separation of variables where the Boolean algebra B has the μ-c.c. for some regular uncountable μ < λ

can be flexible; this gives the definitive statement that using a small c.c. can block flexibility, a result proved 
in various forms (e.g. for free Boolean algebras) in earlier theorems. The paper concludes with some open 
problems.

We thank the anonymous referee for many helpful comments.
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1. Some relations to Kunen’s work

In the sixties it had been famously asked whether there was an “outside” or “algebraic” characterization of 
elementarily equivalence. Keisler answered this question, assuming a case of GCH, by proving that M ≡ N

if and only if M, N have isomorphic ultrapowers. (This is usually called the Keisler-Shelah isomorphism 
theorem; GCH was later removed by Shelah, but we follow the narrative of Keisler’s proof.) Keisler first 
proved that on any infinite λ it was possible to build a so-called good regular ultrafilter on λ, assuming 
2λ = λ+. He then proved that if D is a good regular ultrafilter on λ, and λ ≥ |L|, the ultrapower Mλ/D
is λ+-saturated. The equivalence then goes as follows. Given M ≡ N , without loss of generality infinite, 
choose λ ≥ |M | + |N | + |L| and let D be a good regular ultrafilter on λ. Since D is regular, we know that 
the ultrapowers have the full size of the Cartesian power, so |Mλ/D| = |Nλ/D| = 2λ. Since D is good, 
both ultrapowers are λ+-saturated. Again using the assumption of GCH, 2λ = λ+ so both ultrapowers are 
elementarily equivalent saturated models of the same size and are therefore isomorphic.

Kunen then gave a new proof, in ZFC, of the existence of good regular ultrafilters on any infinite cardinal 
λ. (Keisler had used one instance of GCH in constructing a good ultrafilter on λ, assuming 2λ = λ+.) We 
may briefly motivate it as follows. Suppose we decide to build a regular ultrafilter on λ by induction. We 
might start by adding a regularizing family to the initial filter F0, as regularity is an existential condition. We 
might then enumerate P(λ) as 〈Xβ : β < 2λ〉 and try to build by induction on α an increasing continuous 
chain of filters so that if α = β + 1, Fα contains either Xβ or its complement, eventually arriving to 
an ultrafilter F = F2λ . But we need to make the ultrafilter good, that is, for every decreasing sequence 
Ā = 〈Au : u ∈ [λ]<ℵ0〉 of members of F we have to add a multiplicative refinement (a notion introduced by 
Keisler for capturing when ultraproducts will be λ+-saturated, see §3.1 below). So we can list all the potential 
possible such Ā’s as 〈Āα : α < 2λ〉 and we would like to handle Aα at stage α. As long as α < λ+, Keisler’s 
proof works. But e.g. for α ≥ λ+ maybe Fα generates an ultrafilter so we have no freedom left – an extreme 
case, however, a possible one. Kunen’s idea was to restrict the construction so that at all stages α < 2λ, 
many decisions have not been made and we have enough freedom, see [16]. The right notion was expressed in 
the language of Engelking-Karlowicz [6] as follows (see also earlier work of Hewitt, Marczewski, Pondiczery 
[10], [37], [39], Fichtenholz, Kantorovich, Hausdorff [8], [9] as well as work of Cater-Erdős-Galvin [2] and 
Comfort-Negrepontis [3], [4]). Identifying each set with its characteristic function it becomes a function 
from λ to {0, 1}. Call a family of functions G = {gβ : β < κ} ⊆ λλ independent if for any n < ω and any 
β0, . . . , βn−1 < κ and any t0, . . . , tn−1 from λ [note: in our main case the functions are all onto λ; we could 
also say ti ∈ range(gβi

) for i < n] we have that {i ∈ λ : β0(i) = t0 ∧ · · · ∧ βn−1(i) = tn−1} 	= ∅. Then, for a 
filter D on λ, call a family of functions “independent mod D” if “	= ∅” can be replaced by “	= ∅ mod D”. 
Now we are equipped to build an increasing continuous chain of filters Dα and a decreasing continuous 
chain of independent families Gα (independent mod Dα) at each step making decisions about some finitely 
many functions from our independent family while maintaining the hypothesis that the remainder of the 
functions stay independent mod the new filter.

In later work, additional points become important, such as Dα being maximal modulo which the re-
maining family is independent, or the significance of the cofinality of the construction; for a full treatment, 
incorporating subsequent advances over the following decade, see [40] chapter VI.

Returning to the isomorphism theorem, one can also see there a strong motivation for Keisler’s order. 
Suppose we simply consider the problem of producing regular ultrapowers Mλ/D which are λ+-saturated, 
ignoring the final invocation of GCH. For some theories, such as algebraically closed fields (or any other 
uncountably categorical theory), the assumption that D is good is not really needed to produce saturation 
(by which we shall mean λ+-saturation); any regular ultrafilter will do. For other theories (such as number 
theory), as observed by Keisler in [13], “good” is necessary because for these theories any failure of goodness 
can be coded as a failure of saturation. This leads to the natural question of comparing theories according 
to whether any regular ultrafilter D which produces saturated ultrapowers of models of T2 also produces 
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saturated ultrapowers of models of T1: if so, write T1 � T2. (One additional ingredient, also due to Keisler 
[13], is that the λ+-saturation of the ultrapower is an invariant of the theory, so independent of the choice 
of model M , when e.g. T is countable and D is regular on λ.)

The theorems in the present paper grew out of a series of works which have been gradually shifting our 
understanding of the mechanisms of the order (for more details, see §3). One early move, called “separation 
of variables” in [23], was the idea that one can build a regular ultrafilter to handle saturation in two stages. 
Essentially, one first chooses any Boolean algebra B of size ≤ 2λ with maximal antichains of size ≤ λ. 
Then one can build a regular good filter D0 so that P(λ)/D0 ∼= B. The core of the problem then shifts to 
a problem of building an ultrafilter D on B, handling the various images of saturation problems as they 
appear in B. Finally, D then combines with D0 in the natural way to give the final regular ultrafilter on 
λ. The content of this theorem is that first, we can arrange for the quotient to be isomorphic to a Boolean 
algebra essentially of our choosing, liberating us from simply working on the set of subsets of λ; and second, 
that we can do the core work on this quotient without losing the needed level of resolution.

Very recently, this has allowed us to start to see a closer relationship between the “set theoretic” regular 
ultrafilters and the “model theoretic” ultrafilters (i.e. the types we try to realize or omit). In the present 
work this connection is explored and developed through the intermediary of chain conditions having both 
model theoretic and set theoretic content. The results suggest there is much more to say.

2. Two families of theories

We shall consider two families of theories: the theories Tm from our paper [33], and the theories Tn,k

studied by Hrushovski [11] (see the Appendix there) which later played a key role in [30] for n = k + 1. We 
briefly review both here, starting with the second.

Random hypergraphs with a forbidden configuration Recall that the (theory of the) model-theoretic random 
graph is the model completion of the theory of graphs with a symmetric irreflexive edge relation. That is, 
the language has a single binary relation R,1 and there are axioms saying R is symmetric and irreflexive, 
that there are infinitely many elements, and for each finite m there is an axiom saying that given any two 
disjoint sets each with m elements, there is an x connected to every element in the first set and to no element 
in the second set.

So as to minimize subtraction, it will be convenient to write Tn,k for the model completion of the theory 
of (k + 1)-uniform hypergraphs in which there do not exist (n + 1) distinct elements of which every (k + 1)
form an R-hyperedge. That is:

Definition 2.1. For each n > k ≥ 2, let Tn,k be the theory in the language with a (k+1)-place relation R and 
axioms saying R is symmetric and irreflexive, there are infinitely many elements, and for each finite m there 
is an axiom saying that given any two disjoint sets each with m-many k-tuples, there is an x connected to 
every element in the first set and to no element in the second set if and only if such an x would not cause 
the forbidden configuration.2

Model theorists call Tn,k a “generic” or “random” [we point this common usage out because it may 
be strange to combinatorialists] “(n + 1)-free (k + 1)-hypergraph,” e.g. T3,2 is a random tetrahedron-free 
three-hypergraph. Remarkably, for n > k ≥ 2, Tn,k is simple rank one, with no forking other than equality; 
this was proved by Hrushovski [11]. A recent exposition is [35, Fact 5.14].

1 All our languages are assumed to have equality.
2 Call a set A of n elements pre-forbidden if R holds on every (k + 1)-tuple of distinct elements of A. The axiom for m =

(n
k

)
amounts to saying that x exists unless there are n elements forming a pre-forbidden set such that every k of these elements occur, 
under some permutation, as one of the k-tuples in the first set. The axioms for m >

(n
k

)
can defer to the earlier one.
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Random graphs over sparse sequences The theories Tm are based on random graphs, not hypergraphs.3
Following [33, §3], let us motivate them as follows by defining some approximations T 0

m,n, n = 0, 1.

• Tm,0: Suppose the language has unary predicates {Q, P} and a binary relation R. Consider universal 
axioms saying that Q, P partition the domain and that R ⊆ Q ×P.
In (a model M of) the model completion, QM and PM are infinite, and R is a [model-theoretic] bipartite 
random graph.

• Tm,1: Suppose the language has unary predicates

{Q,P, Q〈〉, Q0, Q1, P〈〉, P0, P1}.

Consider universal axioms saying that Q, P partition the domain, that Q〈〉 = Q, P〈〉 = P; that Q0, Q1
partition Q, and P0, P1 partition P; that R ⊆ Q × P; and that R is forbidden between Q0 and P1.
In (a model M of) the model completion, the unary predicates are all infinite, and R is a bipartite 
random graph between QM

a and PM
b for (a, b) ∈ {(0, 0), (1, 0), (1, 1)}. Between QM

0 and PM
1 there are no 

R-edges. Notice something stronger: R is also a bipartite random graph between QM
1 and PM

0 ∪ PM
1 .

Our theories Tm can be informally thought of as descendants of these examples in the case where the 
unary predicates Qη, Pν are indexed by finitely branching trees of countable height, rather than trees of 
height 0 or 1, so the bipartite random graphs arise between type-definable “leaves,” and we use background 
(“template”) sequences of sparse graphs to decide the pattern of where R is forbidden. Formally:

Definition 2.2. Suppose we are given the following data.

(1) Let m = 〈mn : n < ω〉 be a fast-growing sequence of natural numbers in the sense of [33, Definition 
6.1].

(2) Notation: let T1 = T2 = ({η ∈ ω>ω : η(n) < mn}, �) be trees of countable height and finite branching; 
the branching at level n is of size mn.

(3) Let E = 〈En : n < ω〉 be a sequence of sparse random4 graphs satisfying [33, Lemma 6.7]: for each n, 
En has mn vertices and for a reasonable notion of “small” and “large,” quantified there, every small 
set of vertices is contained in the neighborhood of a single vertex, and no large set of vertices is.

(4) Let ξ : ω → {0, 1} be a function which is 1 infinitely often.

From this m = m[m̄, Ē, ξ], called a parameter, we define the following universal theory T 0
m. The language 

has a binary relation R and unary predicates

{Q,P} ∪ {Qη : η ∈ T1} ∪ {Pν : ν ∈ T2}.

The axioms entail that:

• Q, P partition the domain, Q〈〉 = Q, P〈〉 = P, and R ⊆ Q × P.
• for η ∈ T1 of height n, {Qη�〈�〉 : 
 < mn} partitions Qη;

likewise, for ν ∈ T2 of height n, {Pη�〈�〉 : 
 < mn} partitions Pη.

3 An extension of the theories to hypergraph sequences was very recently carried out in [36]; however, an analysis of these theories 
in Keisler’s order is not clear.
4 In this paper, finite random graphs are random in the usual sense of finite combinatorics; infinite random graphs are random 

in the sense of model theory. It is also worth noting that the parameters for these theories involve graphs, although in the theories 
themselves, the edge relation is a bipartite graph. In translating from the graph to the theory, we simply double the vertices. See 
the next footnote.
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• Given η ∈ T1 and ν ∈ T2, both of height n, there is an axiom forbidding R-edges between Qη�〈i〉 and 
Pν�〈j〉 if the following two conditions both hold: first, (i, j) is not an edge5 in En, and second, ξ(n) = 1.

Tm is the model completion of T 0
m.

The theories Tm are well defined, eliminate quantifiers, and are simple rank one, with the only dividing 
coming from equality. (Essentially, everything not forbidden occurs.) This is proved in [33] 2.21-2.22, though 
all of §2 of that paper, in particular 2.17-2.20, is devoted to developing the Tm.6

3. Preliminaries on ultrafilters

In this section we remind the reader of most definitions and earlier theorems we will need for our con-
structions below, though we will necessarily be brief and will focus on communicating the big picture.

3.0.1. Keisler’s order
This is a pre-order on complete, countable theories defined by Keisler in 1967 [13], which can be thought 

of as “comparing complexity”. It becomes a partial order modulo the equivalence relation of being in the 
same class.

Definition 3.1 (Keisler’s order). Let T1, T2 be complete countable theories. Say T1 � T2 if for any infinite 
cardinal λ, regular ultrafilter D on λ, and models Mi of Ti, if the ultrapower (M2)λ/D is λ+-saturated, then 
also the ultrapower (M1)λ/D is λ+-saturated.

It is important to remember that because the ultrafilter is regular, the choice of model isn’t important 
(within the elementary equivalence class), by a lemma of Keisler [13]. That is, if D is a regular ultrafilter 
on λ, and M, N are models of the same complete countable theory, then Mλ/D will be λ+-saturated if 
and only if Nλ/D is λ+-saturated. This is helpful because it says Keisler’s order is really about theories 
and not about models, and also, it means we can work with whichever model of the theory may help our 
construction.

It is also useful to know that by [20], Theorem 12, Keisler’s order is local, meaning that if M is a model 
of a complete countable theory, D is a regular ultrafilter on λ, and Mλ/D is not λ+-saturated, then there 
is some formula ϕ so that Mλ/D is not λ+-saturated for ϕ-types.7

Some lengthier discussions of Keisler’s order are in the original paper [13], in the second author’s book 
[40], in the first author’s thesis [19] and in the recent [22]. Regarding ultraproducts and ultrafilters see e.g. 
[18], [14], [1].

3.0.2. Boolean algebras
Next we will need some notation for Boolean algebras. Let “B1

α,μ,θ” mean the completion of a free 
Boolean algebra generated by α independent partitions, each of size μ, where intersections of fewer than θ

5 The graphs En allow self-loops.
6 We summarize here a complementary perspective on these theories, which the interested reader can find spelled out in [33] §§2-3. 

That is, the models of the theories Tm can be informally seen as “unions of random graphs,” in the following sense. Define (for 
expository purposes; this is not definable or interpretable in Tm) a bipartite “reduced graph” whose vertices are lim(T1), the leaves 
of T1, on the left and lim(T2), the leaves of T2, on the right, with an edge between η∗ and ρ∗ if R-edges are not forbidden between 
Qη∗�n and Pρ∗�n for any n < ω. Then in, say, any ℵ1-saturated model M of Tm, informally write “QM

η∗
” for the type-definable 

set ⋂n<ω QM
η∗�n

, and likewise “PM
ν∗

” for the type-definable set ⋂n<ω PM
ν∗�n

. Then whenever X ⊆ lim(T1), Y ⊆ lim(T2) are sets of 
leaves, we have that in M , R is a bipartite random graph between ⋃{QM

η∗
: η∗ ∈ X} and ⋃{PM

ν∗
: ν∗ ∈ Y } when the bipartite 

reduced graph restricted to X × Y is complete, and is an empty graph when the bipartite reduced graph restricted to X × Y is 
empty. Putting these two facts together is enough to give the whole picture.
7 i.e., types which involve just positive and negative instances of a single formula over some parameter set, rather than of all 

formulas in the language. Which formula this is may vary depending on the ultrapower.
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elements from distinct antichains are nonzero. More precisely, suppose we write the intended generators of 
this Boolean algebra as {xβ,γ : β < α, γ < μ}. Let the axioms say that given any u = {xβi,γi

: i < i∗ < θ}, 
we have that 

⋂
u > 0 if and only if βi = βj =⇒ γi = γj for i, j < i∗. It will also be useful to have notation 

for such nonzero intersections of generators. Let “f ∈ FIμ,θ(α)” mean that f is a function from α to μ
whose domain has size < θ. Let xf denote the (nonzero) intersection 

⋂
{xβ,f(β) : β ∈ dom(f)}. Observe 

that elements of the form {xf : f ∈ FIμ,θ(α)} are dense in B = B1
α,μ,θ.

It will be useful in what follows to identify such functions f with their graphs, so that we can say things 
like “f ∪{(γ, i)}” to indicate that we extend the function to take the value i on input γ. In keeping with this 
notation, an expression like x{(ε,0)} will denote xf where f is the function whose graph is {(ε, 0)}, which is 
none other than the generator called xε,0 in the previous paragraph. (Claim 4.7 below is a good example of 
why such notation is useful.) For later reference, we summarize:

Conclusion 3.2. The above discussion defines B1
α,μ,θ, FI, and xf .

3.1. Goodness

Now we explain a combinatorial property of ultrafilters which is key for saturation. Step back for a 
moment to the basic setup of an ultrapower M I/D, where |I| = λ (for clarity, we give λ and the index set 
different names). Let p(x) = {ϕα(x, aα) : α < λ} be a type in the ultrapower,8 and here the aα’s may be 
finite tuples. Since D is a regular ultrafilter, we may fix some regularizing family {Xα : α < λ} ⊆ D, which 
recall means that the intersection of any infinitely many Xα’s is empty.

What it means for p to be a type is, of course, by the fundamental theorem of ultrapowers, that any 
finitely many of its formulas have a common solution on some large (i.e., in D) set of index models. In 
particular, we can assign any finite u ⊆ λ to a set in D as follows:

u �→ {t ∈ I : M |= ∃x
∧
α∈u

ϕα(x, aα[t])} ∩
⋂
α∈u

Xα.

This map f : [λ]<ℵ0 → D is monotonic, meaning u ⊆ v implies f(v) ⊆ f(u), and its image is a regularizing 
family, meaning that for each t ∈ λ, the set {α < λ : t ∈ f({α})} of formulas assigned to index t is finite. 
It also has the property that f(u) ∩ f(v) ⊇ f(u ∪ v). However, it is not necessarily the case that equality 
holds. The key point, first pointed out by Keisler, is that the type p is realized if and only if this f has 
a multiplicative refinement, that is, if there is g : [λ]<ℵ0 → D, so that for all finite u, v ⊆ λ we have 
g(u) ⊆ f(u), and g(u) ∩ g(v) = g(u ∪ v).9 This motivates:

Definition 3.3 (Keisler). The filter or ultrafilter D on λ is called λ+-good, or simply good, if every f :
[λ]<ℵ0 → D has a multiplicative refinement.

As discussed above, by work of Keisler, and Kunen in ZFC, good regular ultrafilters exist on every infinite 
cardinal. It will be useful to also say:

Convention 3.4. If D is a regular ultrafilter on λ and T a complete countable theory, say that D is “good 
for T” if for some, equivalently every, model M of T we have that Mλ/D is λ+-saturated.

In this language, the above says that a good regular ultrafilter is good for any complete countable T .

8 Since, as noted, Keisler’s order is local, we could also assume all the ϕα’s are the same formula ϕ, and just the aα’s differ.
9 For a detailed explanation of this point see e.g. [19] Chapter 1, Observation 2.
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The point for Keisler’s order is that, as Keisler saw, this all entails the order has a maximum class, because 
there are some theories which are ‘complicated enough’ that they are saturated only by such ultrafilters.10 So 
the maximum class consists of the nonempty class of theories T with the property that the only ultrafilters 
which are good for T are good.

Next we explain two innovations in ultrafilter construction which will be useful for the present paper. 
The first is due to [23] and the second to [33].

3.1.1. Separation of variables
The first idea we shall need is “separation of variables,” from [23]. As sketched in §1 above, the state 

of the art following [40] had been building regular ultrafilters on λ or I, |I| = λ by transfinite induction, 
making decisions about elements of P(λ), or about related elements of some independent family of functions. 
There was a priori no place in this story for Boolean algebras other than P(λ), or for calling on the help of 
irregular ultrafilters.

A different way one could try to proceed is the following; separation of variables essentially says that it 
will work. Start with I, |I| = λ, on which we want to build a regular ultrafilter. Choose a Boolean algebra B
which has size 2λ and has maximal antichains of size ≤ λ (these are the only senses in which it needs to ‘look 
like’ the power set of λ). Build a regular filter D0 on λ which is regular, which is “sufficiently expressive” 
(more soon) and which has the property that the quotient P(I)/D0 is our B. Now the problem of building 
a regular ultrafilter on I reduces to the problem of building an ultrafilter D∗ on B, in the sense that given 
any D∗ on B, we can “combine” D0 and D∗ in the natural way to get an ultrafilter D on λ, which is regular 
because it extends D0. Of course D∗ itself need not be regular.

The reason separation of variables is a theorem is twofold. First, since this is all in the service of Keisler’s 
order, one has to be sure that moving the construction problem to the quotient won’t irrevocably lose 
information: that is, we can ensure a given ‘goodness’ problem from the original ultrapower is solved by 
transferring it to a related problem, called a ‘morality’ problem (see next subsection) in B, D∗ and solving 
this there. The theorem says that this will work if D0, the enveloping regular filter, meets a certain condition 
called excellence (for most including present purposes, good is enough), and goes on to say that for any B
as described, we can indeed arrange for the quotient to be isomorphic to B while having D0 be excellent.

Summarizing, separation of variables transfers the problem of building a regular ultrafilter on |I|, |I| = λ

onto any reasonable Boolean algebra (complete, of size ≤ 2λ, with the λ+-c.c.).11 We will use the following 
notation.

Definition 3.5 (Regular ultrafilters built from tuples, from [23] Theorem 6.13). Suppose D is a regular ultra-
filter on I, |I| = λ. We say that D is built from (D0, B, D∗, j) when:

(1) D0 is a regular, |I|+-good filter on I
(2) B is a Boolean algebra
(3) D∗ is an ultrafilter on B
(4) j : P(I) → B is a surjective homomorphism such that:

(a) D0 = j−1({1B})
(b) D = {A ⊆ I : j(A) ∈ D∗}.

10 Keisler proved this by finding complexity in the sense of being able to represent any failure of goodness as an omitted type, 
as in Peano arithmetic. It was subsequently surprising that linear order is maximal (Shelah [40], VI, §3) or indeed that SOP2 is 
maximal (Malliaris-Shelah [27]).
11 For an even more detailed exposition, see also [33] §7.
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Finally, it will be useful to have some notation for the image under j of sets which come from Łos’ 
theorem. We have used B ⊆ I and correspondingly b ∈ B for sets on which certain formulas or sets of 
formulas have solutions, and A ⊆ I and correspondingly a ∈ B for sets on which things are true12:

Notation 3.6. Continuing in the notation of 3.5, suppose ϕ[ā] is a formula in which all free variables have 
been instantiated by parameters. Let a[ ϕ[ā] ] ∈ B denote j( {t ∈ I : M |= ϕ[ā[t]]} ). Below, we will use 
a[a = b].

3.1.2. Morality
Before continuing we pause to explain “morality.” We have just seen that the problem of realizing a type 

amounts to solving a problem of goodness: whether a particular representation of the type f : [λ]<ℵ0 → D
has a multiplicative refinement. We have also motivated transferring the problem of building ultrafilters on 
P(λ) onto some quotient B. When doing so the instances of goodness are necessarily also projected, and 
we need now to say what it means for them to be “solved” (that is, what kind of configuration in B will 
ensure that back in D, the instance of goodness is actually also solved).

Definition 3.7. Given B and D∗, imagine some ultrapower M I/D, |I| = λ, which arises by choosing D and j
which fulfill the requirements of 3.5 for our given B, D∗, and choosing some M |= T . Call such an ultrapower 
an “enveloping ultrapower” and of course, for a given B there could be many such “enveloping ultrapowers”.

In M I/D, for any formula ϕ we will have ϕ-types {ϕ(x, ̄aα) : α < λ〉 and can consider the “Łos map” 
which for any finite subset u of λ sends u �→ Bu := {t ∈ I : M |= ∃x 

∧
α∈u ϕ(x, ̄aα[t])}, possibly intersected 

with 
⋂

α∈u Xα where {Xα : α < λ} is some regularizing family. We explained above that this map has a 
multiplicative refinement (in the sense of the definition of good ultrafilter) if and only if the type is realized.

In [23] Definition 6.1 we gave a definition of “possibility pattern” that covered all sequences of the form 
b̄ = 〈bu : u ∈ [λ]<ℵ0〉 in B arising as images of some {Bu : u ∈ [λ]<ℵ0} which came specifically from a type 
in our given theory, in any enveloping ultrapower. That definition was slightly more general, but for the rest 
of the present paper, the reader can indeed safely take “possibility pattern” to mean “any b̄ arising from 
some enveloping ultrapower in this way” (and usually we will specify the ϕ). The next definition simply 
states the analogue of good for the quotient: informally, that every possibility pattern has a multiplicative 
refinement.

Convention 3.8. Suppose we are given an ultrafilter D∗ on a Boolean algebra B, a theory T , a formula ϕ, 
and λ.

(a) In this paper, say that b̄ = 〈bu : u ∈ [λ]<ℵ0〉 a (λ, T )-possibility pattern to mean that it is the image 
of the sequence 〈Bu : u ∈ [λ]<ℵ0〉 representing some ϕ-type p = {ϕ(x, aα) : α < λ} in some enveloping 
ultrapower (see two paragraphs earlier) of some model of T , for some formula ϕ of T . When we want 
to fix ϕ, say a (λ, T, ϕ)-possibility pattern.

(b) Say that D∗ is “moral” for a theory T , or (λ+, T )-moral, if whenever b̄ = 〈bu : u ∈ [λ]<ℵ0〉 is a 
(λ, T )-possibility pattern, i.e. for any ϕ, then13 b̄ has a multiplicative refinement, meaning that there 
is b̄′ = 〈b′

u : u ∈ [λ]<ℵ0〉 such that (i) for each u, b′
u ≤ bu; (ii) for each u, v, b′

u ∩ b′
v = b′

u∪v; and (iii)
each b′

u ∈ D∗.

In this language, the background theorem of separation of variables, [23] Theorem 6.13, proves that if the 
ultrafilter D∗ on B is moral for a theory T (recalling 3.5(1) that D0 is |I|+-good) then the corresponding 

12 this of course allows for some overlap, but in the present paper there shouldn’t be confusion.
13 Sometimes dealing with certain ϕ will ensure all are handled: see the next subsection.
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regular ultrafilter D on I is indeed good for T ; and also the inverse, if D is good for T then also j(D) is 
moral for T .

3.1.3. Note on the locality of Keisler’s order
As mentioned, Keisler’s order is local ([20] Theorem 12, meaning that in order to obtain saturation it 

suffices to realize ϕ-types that is, maximal consistent sets of positive and negative instances of ϕ with 
parameters from some set of size ≤ λ, for all formulas ϕ). For the purposes of the present paper, it will be 
useful to remember that in some theories, we can restrict to a couple of distinguished formulas ϕ and know 
that realizing ϕ-types for one of these “distinguished” formulas ϕ will suffice. For example, in linear order, 
it suffices to deal with ϕ(x, y) = x < y, or ϕ(x; ȳ) = y0 < x < y1, and in the random graph, it suffices to 
deal with R(x, y), or with ϕ(x; ȳ) = R(x, y0) ∧ ¬R(x, y1), (where R is the edge relation); this is immediate 
from the model theoretic point of view. In the case of Tm, it suffices to deal with Qν(x) ∧ R(x, y) for each 
ν ∈ T1, provided that we ensure separately that the ultrafilter is good for the random graph; this is proved 
in [33] Conclusion 5.6. We will use these facts in the proofs of Claim 4.15 and Lemma 4.16.

3.1.4. Building ultrafilters and Boolean algebras together by induction
The final idea we will need in the present paper was one of the main advances behind the proof in [33]

that Keisler’s order has continuum many classes. At a high level, it addresses the following very interesting 
problem. Keisler’s order talks about two kinds of ultrafilters on Boolean algebras – the regular D’s, and the 
types we are trying to realize. Can we bring these two closer together?

The new idea was that at least for the theories Tm (cf. Question 0.2 above), we can start to build 
ultrafilters “tailor-made” for theories, working within the regime of separation of variables, by building 
the Boolean algebra B and the ultrafilter D∗ on it together, by induction.14 We do this by at each stage 
simply adding formal “solutions” [multiplicative refinements] to “problems” [possibility patterns] towards 
saturation for some theory, and the key point is that we add the solutions as freely as possible (modulo the 
constraints imposed by being a solution). Set theorists may observe a resonance with ideas from iterated 
forcing.

The next notation simply says this mathematically; if the reader will pause to think what is needed in 
such a definition before reading it, they may find it natural, despite the abundance of notation. Possibility 
pattern was defined in 3.8 above.

Definition 3.9 ([33] Definition 10.12). Say that b = (Bb, Db) is a

(λ, T, ϕ)-extension of a

when there exists a (λ, T, ϕ)-possibility pattern b̄ = {bu : u ∈ [λ]<ℵ0} such that b is a (λ, T, b̄, ϕ)-extension 
of a, which means:

(1) Bb is the completion of the Boolean algebra B generated by the set Ya,b which is Ba along with the 
set of new elements {b1

{α} : α < λ}, freely except for the set of equations Γa,b which are15:

(a) the equations already in Ba.

14 Thus B and D in the previous paragraph may be the final Boolean algebra and ultrafilter we have finished constructing, or 
some pair arising at some stage in an induction.
15 i.e. freely except for the rules already governing Ba and the new rules stating that b̄1 is a formal solution to b̄. (The word 
“equation” here does not exclude inequalities.).
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(b) for every nonempty finite u ⊆ λ,
⋂
α∈u

b1
{α} ≤ bu.

(2) Notation: for |u| > 1, let b1
u :=

⋂
α∈u b1

{α}. Convention: b1
∅ = 1B.

(3) When u = {α} and it is unlikely to cause confusion, we may drop parentheses and write b1
α for b1

{α}, 
so the new elements are {b1

α : α < λ}.
(4) Db is an ultrafilter on Bb which agrees with Da on Ba, and such that b1

α ∈ Db for all α < λ, if such 
an ultrafilter exists; otherwise not defined.

The next fact, also natural upon reflection, simply uses that the generators are dense in the completion 
(and the Δ-system lemma) to give a useful normal form for elements in such extensions.

Fact 3.10 ([33] Observation 10.19). Suppose b is a (θ, T, b̄)-extension of a for some θ ≤ λ. Let 〈a2
α : α < κ〉

be a sequence of elements of B+
b
, for some uncountable regular κ. Then:

(1) for each α < κ, there is iα = (xα, uα, 〈uα,� : 
 < nα〉) such that xα ∈ B+
a ; nα ∈ N; uα, 

uα,0, . . . , uα,nα−1 ∈ [θ]<ℵ0 ; uα � uα,� for 
 < nα; xα ≤ buα
; and

Bb |= 0 < xα ∩ b1
uα

∩
⋂

�<nα

(−b1
uα,�

) ≤ a2
α.

[i.e., since the generators are dense in the completion, we can find a positive element below a2
α which is the intersection of 

an element from Ba, some number of new elements, and some number of negations of (intersections of) new elements.]16

(2) Given iα for α < κ from (1), define wα = uα ∪
⋃
{uα,� : 
 < nα}. Then there are U ∈ [κ]κ, w∗, u∗, n∗, 

〈u∗
� : 
 < n∗〉 such that for every α ∈ U , w∗ ⊆ wα and 〈wα \w∗ : α ∈ U〉 are pairwise disjoint, nα = n∗, 

uα ∩ w∗ = u∗, uα,� ∩ w∗ = u∗
� .

[i.e., by applying the Δ-system lemma we can smooth this out on a large set.]
(3) For every α ∈ U and xα from iα, we have that xα ≤proj a2

α, [33] 8.10.
(4) Suppose U is from (2) and X ⊆ U is finite and a∗ ∈ B+

a . Suppose

Bb |= a∗ ∩
⋂
α∈X

(
xα ∩ b1

uα

)
> 0.

Then also

Bb |= a∗ ∩
⋂
α∈X

(
xα ∩ b1

uα
∩

⋂
�<nα

(−b1
uα,�

)
)

> 0

[i.e., when checking for positive intersections we may safely ignore complements.]

This concludes our summary of ultrafilter construction.

3.1.5. Note on the pseudo-NFCP
It is not necessary for the present proofs, but we take the opportunity to mention that there is an 

interesting and as yet fairly unexplored combinatorial property called the pseudo-nfcp which we defined in 

16 In response to why the uα,�’s are not taken to be singletons, when subtracting buα,�
those are the intersection of several 

singleton cases, the monotonicity is not right for the simplification.
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[36], Definition 4.1, and which holds, say, of all pairs (Tm, ϕ) for m a parameter and ϕ(x, y) = R(x, y), as 
is proved in [36], Claim 3.4. We mention it in light of Question 0.1, since recall that the theories which are 
minimal in Keisler’s order are precisely those with the nfcp, i.e., not the finite cover property. The reader 
may notice that some proofs involving saturation for the Tm’s below could instead be carried out for (T, ϕ)
with the pseudo-nfcp.

We now turn to the proofs.

4. First direction: saturation

In this section we fix n > k ≥ 2 and we build by induction a Boolean algebra B and an ultrafilter D∗ on 
it, so that a corresponding regular ultrafilter D formed from them by separation of variables will be good 
for any Tm. The reader is reminded that an overview of the subsequent proofs and how they fit together is 
given at the end of the first section, 0.1 page 2.

Convention 4.1. Fix for the section integers n > k ≥ 2.

Convention 4.2. Fix for the section infinite cardinals ∂, μ satisfying ∂ > μ. We use θ = ℵ0.

Notation 4.3. For us χ will always denote a regular uncountable cardinal. The definitions will be more 
interesting when χ > ∂. Let (H(χ); ∈) denote the sets hereditarily of size < χ (or: whose transitive closure 
has size < χ), so, a model of sufficient set theory (ZFC minus power set), see for instance [17].

The next definition describes a property of a family of small submodels, and notice it has two parts: 
individually they each satisfy certain closure conditions, and all together, they overlap only as expected. 
Note that 4.4(2) implies N∅ ⊆ Nu for all u ∈ [n]≤k.

Definition 4.4. Let M = (H(χ); ∈) or one of its expansions, assuming τ(M) is countable.17 Say that the 
family of elementary submodels 〈Nu : u ∈ [n]≤k〉 is in (n, k, μ)-position in M, (really (n, k, μ, θ)-position in 
M and μ<θ = μ, but we can omit θ when, as here, it is ℵ0) when:

(1) for each u ∈ [n]≤k, we have:
Nu � M, ||Nu|| = μ, [Nu]<θ ⊆ Nu, and μ + 1 ⊆ Nu,

(2) and for all u1, u2 ∈ [n]≤k,

Nu1 ∩Nu2 ⊇ Nu1∩u2 .

Note: the next definition assumes the μ+-c.c.; we will prove in 4.15 that this is true of every Bα in our 
construction sequence.

Definition 4.5. Let B be a complete Boolean algebra with the μ+-c.c., and let x̄ = 〈xε : ε < ∂〉 be a sequence 
of elements of B+ which are independent in B, meaning that every finite boolean combination is nonzero.

We say that (B, ̄x) satisfies the (n, k, μ)-c.c. when (A) implies (B):

(A) (a) B, ∂, ̄x ∈ M = (H(χ); ∈),
(b) x ∈ M is an element coding18 (B, ̄x, μ, θ),
(c) 〈Nu : u ∈ [n]≤k〉 is in (n, k, μ)-position in M, with x ∈ N∅.

17 We need at least this expressivity, and then we can have other things in the language too.
18 By this we simply mean that any model which contains this element necessarily contains all the members of the tuple.
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(B) Choose any au ∈ B ∩Nu for u ∈ [n]≤k. If a :=
⋂

u au > 0B, then for every n < ω, t : n → {0, 1} and 
distinct ε0, . . . , εn−1 ∈ ∂ \

⋃
{Nu : u ∈ [n]≤k} we have that a ∩

⋂
i<n(xεi)t(i) > 0B.

Discussion 4.6. We may think of 4.5 as describing a property of certain systems of small, sufficiently closed 
subalgebras of our B. Informally, B contains some designated free sequence of size ∂, and whenever we take 
a suitable system of subalgebras of B and an element from each, if the intersection of these elements is 
nonempty, call it a, then a freely crosscuts elements of the designated sequence outside those subalgebras. 
“Suitability” has two simple parts. First, our subalgebras have enough information, and second, they are 
small, of size μ, and sufficiently closed. We formalize this by saying that in some ambient model of sufficient 
set theory, x codes (say) the finite tuple 〈B, ̄x, ∂, μ, θ〉; we then choose elementary submodels Nu for u ⊆ k

as described, all containing x (because N∅ ⊆ Nu, so they will each have their own small versions of B, etc); 
and we consider the subalgebras arising as the intersection of B with these elementary submodels.

Next we prove that our chain condition 4.5 holds naturally for free Boolean algebras. On the notation 
x{(ε,0)}, recall §3.0.2 above.

Claim 4.7. Assume α ≥ ∂, B = B1
α,μ,ℵ0

and let x̄ = 〈xε : ε < ∂〉 where xε = x{(ε,0)} for ε < ∂. Then (B, ̄x)
satisfies the (n, k, μ)-c.c.

Proof. Let x be an element of M which codes (B, ̄x, μ, ∂, θ) and let 〈Nu : u ∈ [n]≤k〉 be given, so this is 
a sequence of elementary submodels of M which is in (n, k, μ)-position and x ∈ N∅, thus x ∈ Nu for each 
u ∈ [n]≤k. Suppose we are given 〈au : u ∈ [n]≤k〉 where each au ∈ B+ ∩Nu and a∗ =

⋂
u au > 0B.

Enumerate [n]≤k as 〈u� : 
 < nk〉. We shall choose a∗
� , fu�

by induction on 
 ≤ n such that a∗
� ∈ B+, 

a∗
�+1 ≤ a∗

� , and fu�
∈ Nu�

so that xfu�
∩ x∗

� > 0. Set a∗
0 = a∗. Suppose 
 < nk and suppose a∗

� has been 
defined. Working in M, we may choose in B, which remember means BM, for each u� a maximal antichain 
Iu�

= 〈xf : f ∈ FIμ,θ(α)} supporting au�
, i.e., each member of the antichain is either ≤ au�

or disjoint 
to au�

. Since B has the μ+-c.c., this antichain will have cardinality ≤ μ, so in M it may be without loss 
of generality enumerated by μ. We are assuming μ + 1 ⊆ Nu�

and au�
∈ Nu�

� M so we may assume 
Iu�

⊆ Nu�
where it remains a maximal antichain of BNu� supporting au�

. Since Iu�
is a maximal antichain 

in B, working in M we see that there is fu�
such that xfu�

∈ Iu�
and xfu�

∩a∗
� > 0, hence xfu�

≤ au�
. Since 

Iu�
⊆ Nu�

, we also know xfu�
∈ Nu�

. Define a∗
�+1 := a∗

� ∩xfu�
in M. We can do this for each 
 < nk in turn. 

When we have finished, f :=
⋃

� fu�
is a function (since B |=

⋂
� xfu�

> 0) and xf ≤ au for each μ ∈ [n]≤k, 
and moreover dom(f) ⊆

⋃
{Nu : u ∈ [n]≤k}. So for any distinct ε0, . . . , εn−1 ∈ ∂ \

⋃
u Nu and t : n → 2,

f ∪ {(εi, t(i)) : i < n} ∈ FIμ,ℵ0(α)

i.e. is a function, hence

0 < xf ∩
⋂
i<n

(xεi)t(i)

which is what we wanted to show. �
Convention 4.8. For the rest of the section, we have in mind that

λ = ∂ ≥ μ+ > θ = ℵ0.

We now turn to the construction of our Boolean algebras and ultrafilters on them by induction. Defini-
tion 4.9 explains the plan for our construction sequence.
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Definition 4.9.

(A) Let p contain:

(1) In general, a set of pairs (T, ϕ(x̄, ȳ)), where T is a countable complete theory and ϕ is a formula 
of T .
In this section, the pairs we shall use are (Trg, ϕ(x; ȳ) = R(x, y0) ∧ ¬R(x, y1)), where Trg is the 
theory of the random graph, or of the form (Tm, Qν(x) ∧R(x, y)) for one or more m’s.

(2) a cardinal λ.

(B) Say that ā = 〈aα : α < α∗〉 is a p-construction sequence when each aα is a pair (Bα, Dα) and these 
satisfy:

(1) Each Bα is a complete Boolean algebra and Dα is an ultrafilter on Bα.
(2) B0 = B1

∂,ℵ0,ℵ0
and D0 is some fixed nonprincipal ultrafilter on B0.

(3) The sequence of Boolean algebras 〈Bα : α < α∗〉 is increasing, and continuous meaning that at 
limits we take the completion of the union. Moreover, each Bα � Bα+1.

(4) The sequence 〈Dα : α < α∗〉 of ultrafilters is increasing, and continuous
meaning that for limit γ, Dγ includes 

⋃
β<γ Dβ , if such an ultrafilter exists.

(5) For each successor stage α = β + 1, for λ and some pair (T, ϕ) from p, (Bα, Dα) is a (λ, T, ϕ)-
extension of (Bβ , Dβ), recalling 3.9 above.

Convention 4.10. In this section, again, p should contain the pair (Trg, ϕ(x, ȳ)) where ϕ(x, ȳ) = R(x, y0) ∧
¬R(x, y1)), Trg is the theory of the random graph and R is the edge relation; and any or all pairs of the 
form (Tm, Qν(x) ∧R(x, y)) ranging over any set of parameters m.

Since the inductions will involve taking basic extensions in the sense of Definition 3.9 above, we start 
by recalling that it has been verified that these extensions generally behave well, even before calling in 
properties of the theory. Fact 4.11 recalls that the successor step works, and Fact 4.13 recalls that the limit 
step works. (However, we will check Fact 4.13(b) by hand below, since it will follow from stronger conditions 
we need to prove.)

Fact 4.11 ([33] Claim 10.17). Suppose (Bα+1, Dα+1) is a (λ, T, b̄)-extension of (Bα, Dα), for some theory 
T . Then Bα ⊆ Bα+1, indeed it is a complete subalgebra, in symbols Bα � Bα+1. Also, there exists an 
ultrafilter D on Bα+1 agreeing with Dα on Bα and containing B1

α, hence Dα+1 is such an ultrafilter.

Fact 4.12 (see [12] Lemma 30.25). If A is a complete subalgebra of a complete Boolean algebra B, thus a 
regular subalgebra of B, then for every b ∈ B+ there exists a ∈ A+ such that for every x ∈ A+, if 0 < x ≤ a
in A then x ∩ b > 0 in B.

Fact 4.13. Not yet using any special properties of the theories, it follows from the basic properties of a 
construction sequence and Fact 4.11 that:

(a) Bα ⊆ Bβ and indeed Bα � Bβ for any α ≤ β < α∗.
(b) if α∗ is a limit and each Bα satisfies the κ-c.c. for α < α∗, then also Bα∗ satisfies the κ-c.c., see for 

instance [12] Corollary 16.10.19

19 This quotation is to give context; in our case, it will follow directly in the proof of 4.15 below.
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(c) As long as the enumeration of problems of some T ensures that each relevant problem is handled at 
some successor stage, the ultrafilter D∗ on B∗ = Bα∗ will be moral for T , meaning that it will solve 
all its possibility patterns 〈bu : u ∈ [λ]<ℵ0〉 (because of the last clause of 4.11). A detailed account of 
the bookkeeping relevant here appears in the proof of 4.17 below.

What we have not yet established, of course, is whether we can carry out the construction of the sequence 
while keeping the Boolean algebras fairly constrained, as measured by their corresponding ability to not
solve problems for certain theories outside T . Here we will need to use specific properties of the theories 
in T . In the next few claims we establish that for our chosen T , elements of a construction sequence are 
as desired: the B’s have the μ+-c.c. and indeed are (μ+, m)-Knaster for any finite m (4.15), and the B’s 
satisfy the (n, k, μ)-c.c. (4.16). (That these constraints suffice for omitting other types will be proved in §5.) 
Recall that:

Definition 4.14. Say that the Boolean algebra B satisfies the (σ, n)-Knaster condition when: given aε ∈ B+

for ε < σ, there is U ∈ [σ]σ such that if u ⊆ U , |u| < 1 + n then 
⋂
{aε : ε ∈ u} > 0.

Claim 4.15. Let ā = 〈aα : α < α∗〉 be a construction sequence. For every α < α∗,

(1) Bα satisfies the μ+-c.c.
(2) Bα satisfies the (μ+, m)-Knaster condition for every m < ω, see 4.14.

Proof. For Claim 4.15, it will suffice to prove that each Bα satisfies the Knaster condition since this a 
fortiori implies the μ+-c.c. The proof is by induction on α. We will split the proof into two parts for easier 
reading: limit stages (including zero) and successor stages.

We shall use freely that for any ordinal α, in particular,

(�) for any limit α,
⋃

{Bβ : β < α} is dense in Bα.

So if we are given a ∈ Bα, in most cases without loss of generality we can assume a ∈
⋃
{Bβ : β < α}.

Proof of Claim 4.15 for α = 0 or α a nonzero limit. For α = 0, recall that in defining a construction se-
quence, B0 = B1

∂,ℵ0,ℵ0
is the completion of a free Boolean algebra with enough antichains. Suppose then 

that we are given 〈aε : ε < μ+〉 and m < ω. For each aε we may choose fε ∈ FIℵ0,ℵ0(α0) such that xfε ≤ aε. 
Let uε = dom(fε) ∈ [α0]<ℵ0 . By the Δ-system lemma, for some finite u∗ and some X ∈ [μ+]μ+ , we have 
ε 	= δ ∈ X implies uε∩uδ = u∗. As the range of each fε is a subset of ℵ0, we can further restrict to U ∈ [X]μ+

so that ε, δ ∈ U implies fε � u∗ = fδ � u∗. Then for any finite u ⊆ U , we have that 
⋃
{fε : ε ∈ u} is a function, 

thus 
⋂
{xfε : ε ∈ u} is nonzero, thus 

⋂
{aαε

: ε ∈ u} is nonzero, which is stronger than (μ+, m)-Knaster as 
we did not require |u| < 1 + m.

For α limit of cofinality 	= μ+: Suppose we are given 〈aε : ε < μ+〉. By (�), without loss of generality for 
each ε < μ+, aε ∈

⋃
{Bβ : β < α}, hence there is γ < α such that {ε < μ+ : aε ∈ Bγ} has size μ+, so we 

may apply the inductive hypothesis.
For α limit of cofinality μ+: Suppose that we are given a sequence c̄ = 〈cγ : γ < μ+〉 of elements of 

B+
α . Fix a strictly increasing and continuous sequence of ordinals ῑ = 〈iγ : γ < μ+〉 whose limit is α. By 

(�), without loss of generality each cγ ∈
⋃

γ<μ+ B
+
iγ

. So for each γ < μ+, there is ζ(γ) ∈ (γ, μ+) such that 
cγ ∈ Biζ(γ) . As γ < ζ(γ), we know (4.11) that Biγ � Biζ(γ) and so (4.12) there is bγ ∈ B

+
iγ

such that for 
any x ∈ Biγ , if Biγ |= 0 < x ≤ bγ , then Biζ(γ) |= x ∩ cγ > 0.

[We can say bγ is a projection of cγ to Biγ .]
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Let 〈bγ : γ < μ+〉 be the sequence of elements defined in this way. Since we chose ῑ to be increasing and 
continuous, for every limit γ < μ+, 

⋃
ε<γ Biε is dense in Biγ . So for every limit γ < μ+, as bγ ∈ Biγ we 

can choose aγ ∈
⋃

ε<γ B
+
iγ

such that Biγ |= 0 < aγ ≤ bγ , and aγ ∈ B
+
if(γ)

for some f(γ) < γ.
The function γ �→ f(γ) is defined and regressive on the limit ordinals γ < μ+, so by Fodor there is 

γ∗ < μ+ so that V = {γ < μ+ : γ is a limit and f(γ) < γ∗} is stationary. Let E be a closed unbounded 
subset of μ+ with the property that γ < γ′ ∈ E implies ζ(γ) < γ′. Finally, let U = V ∩ E, also stationary 
of size μ+.

We claim it suffices to apply the inductive hypothesis to 〈aγ : γ ∈ U〉 in Biγ∗ . Why? Let us verify 
by induction on k that for any finite k, and for any γ0 < · · · < γk−1 from U , and any x ∈ B

+
iγ∗

, if ⋂
{aγ0 , . . . , aγk−1} ≥ x > 0 in Biγ∗ then 

⋂
{cγ0 , . . . , cγk−1} ∩x > 0 in Bα. When k = 1, suppose we are given 

γ ∈ U and 0 < x ≤ aγ in Biγ∗ . By construction x ≤ aγ ≤ bγ in Biγ , so by definition of bγ as a projection, 
we have that x∩ cγ > 0 in Bα, as desired. Suppose then that k > 1 and we are given γ0 < · · · < γk from U
and x ∈ B

+
iγ∗

so that aγ0 ∩ · · · ∩ aγk−1 ≥ x > 0 in Biγ∗ . By inductive hypothesis, x′ := x∩ cγ0 ∩ · · · ∩ cγk−1

is > 0 in Bα. Letting j = max{γ∗, ζ(γk)}, all of x, cγ0 , . . . , cγk
belong to Bij , because of the definition of 

E. So in Bij , x′ is defined and positive. Also as j ≥ γ∗, Bij |= 0 < x′ ≤ ak ≤ bk. So by definition of bk as 
a projection, x′ ∩ ck > 0 in Bα. We conclude by definition of x′ that in Bα, x′ ∩ cγ0 ∩ · · · ∩ cγk

> 0, and as 
x′ ≤ x this suffices. �

Before continuing, we note for the interested reader that the case of α limit of cofinality μ+ still looks 
quite like [33] 8.18. Now things start to diverge a bit.

Proof of Claim 4.15 for α = β + 1. There will be two cases depending on whether T is Trg (the theory of 
the random graph) or Tm, but they have a common beginning.

Suppose we are given m < ω and 〈aε : ε < μ+〉 a sequence of positive elements of Bβ. By the normal 
form Lemma 3.10, for each ε there are uε ∈ [μ+]<ℵ0 and xε ≤ buε

in B+
β , and

Bα |= 0 < xε ∩ b1
uε

∩
⋂
�<nε

(−b1
uε,�

) ≤ aε.

Let u+
ε =

⋃
{uε,� : 
 < nε} ∪uε. Moreover, as in 3.10, we may move to a subset U0 ⊆ μ+ of size μ+ where the 

u+
ε ’s all have the same integer size and form a Δ-system with root (or heart) u∗, and also 〈uε ∩ u∗ : ε ∈ U0〉

is constantly u∗∗. Now as in the proof of 3.10(2), (4), we may without loss of generality ignore the negative 
terms. So it will suffice to show that some subset of {xε ∩ b1

uε
: ε ∈ U0} witnesses the (μ+, m)-Knaster 

condition. Also, since the elements xε all belong to Bα, by inductive hypothesis Knaster applies to Bα so 
we may move to U1 ⊆ U0, |U1| = μ+ such that any m elements of

{xε : ε ∈ U1}

have nonempty intersection. So it suffices to show that

{xε ∩ b1
uε

: ε ∈ U1}

witnesses the (μ+, m)-Knaster condition. For this it suffices to show that for some U2 ∈ [U1]μ
+ , for any 

U ⊆ U2 with |U | ≤ m,
⋂

{xε : ε ∈ U} ≤ bW where W =
⋃
ε∈U

uε .

Recall that characteristic sequences are monotonic in the sense that v ⊆ u implies bu ≤ bv. (So the reason 
this is sufficient is that there is then a homomorphism from Bβ to Bα which is the identity on Bα and 
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sends each b1
uε

(ε ∈ U) to bW . Under this homomorphism, the image of the intersection {xε ∩ b1
uε

: ε ∈ U}
would reduce to the intersection of the corresponding xε’s so in particular would be nonzero.)

At this point, there are two cases depending on the kind of theory. Recall from §3.1.3 above that dealing 
with the formulas mentioned in each case will suffice.20

Case 1. Assume T = Tm and ϕ(x, y) = Qν(x) ∧R(x, y). Let s be the common size of |uε| for ε ∈ U1 and 
recall m was given at the beginning of the proof (in the third line of α = β + 1). It follows from the axioms 
for Tm that there is some finite M = M(s, m) such that:

(�) Suppose we have m subsets of λ, u0, . . . , um−1 each of size s and for each i < m, ui = {γi,� : 
 < s} and 
{R(x, aγi,�

) : 
 < s} is a partial type in the monster model for Tm. For each i < m, let p̄i = 〈pi,� : 
 < s〉
where pi,� is the quantifier-free type of aγi,�

in the language {Pη : η ∈ T2, |η| ≤ M}. Suppose that the 
sequence 〈p̄i : i < m〉 is constant. Then

{Qν(x) ∧R(x, aγi,�
) : i < m, 
 < s}

is also a partial type.

Let M = M(s, m). Since b̄ was a possibility pattern for (Tm, ϕ), bu represents a set of formulas of the form 
{Qν(x) ∧ R(x, aγ) : γ ∈ u}. So for each ε ∈ U1, without loss of generality (since we could have replaced 
each xε by something smaller and still positive before moving from U0 to U1) xε decides a[ϑ(aγ)] for γ ∈ uε

and ϑ ranging over the predicates from the first M levels of T2. Fix an enumeration of each uε in which all 
elements of u∗ ∩ uε come before all elements of uε \ u∗. Let U2 ⊆ U1, |U2| = μ+ be such that the sequence 
〈pε,� : 
 < s〉 is constant for ε ∈ U2. Recall that the normal form 3.10(1) ensures (already in Bα) that each 
xε ≤ buε

. Thus on xε, each {Qν(x) ∧R(x, aγ) : γ ∈ uε} is a partial type. Now (�) and the choice of M tell 
us that for any U ⊆ U2, |U | ≤ m, the set

{{Qν(x) ∧R(x, aγ) : γ ∈ uε} : ε ∈ U}

is also a partial type, thus (by definition of possibility pattern)

⋂
{xε : ε ∈ U} ≤ bw where W =

⋃
ε∈U

uε

which is, as noted above, sufficient.
Case 2. Assume Tβ = Trg, the theory of the random graph, and ϕβ(x; y, z) = R(x, y1) ∧¬R(x, y0) where 

R is the edge relation. So our possibility pattern reflects a background type of the form

{R(x, a(γ,1)) ∧ ¬R(x, a(γ,0)) : γ < λ}.

It will be useful to have a well-ordering of all parameters mentioned in the type, so use the lexicographic 
ordering on {(γ, i) : γ < λ, i < 2}. (This is just first coordinate, then second coordinate, so interpolates the 
positive and negative – as in [26].) Now for every γ ∈ uε there is some x with 0 < x ≤ xε and x “decides 
equality” for (γ, i), which means that there is (γ′, i′) ≤lex (γ, i) such that

x ≤ a[a(γ,i) = a(γ′,i′)] and for all (γ′′, i′′) <lex (γ′, i′), x ∩ a[a(γ,i) = a(γ′,i′)] = 0.

20 We will not use this here, but note that the case where (T, ϕ) has the pseudo-nfcp in the sense of §3.1.5 above would be similar 
to Case 1.
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(This just uses the well ordering and the observation that xε ≤ a[a(γ,i) = a(γ,i)].) Since each uε is finite, 
we can assume, without loss of generality, that each xε decides equality for its set of indices {(γ, i) : γ ∈
uε, i < 2}. For each ε < μ+, define fε to be the function with domain {(γ, i) : γ ∈ uε, i < 2} and range 
{(γ, i) : γ < λ, i < 2} which “records the value of the collapse,” that is, (γ, i) �→ (γ′, i′) for the unique value 
satisfying the equation above for x = xε.

Now we use the Δ-system lemma to smooth out the sets to which the positive and negative values collapse. 
That is, for each ε < μ+ let vε,0 = {fε(γ, 0) : γ ∈ uε} and let vε,1 = {fε(γ, 1), : γ ∈ uε}. Choose U2 ∈ [U1]μ

+

so that 〈vε,1 : γ < μ+〉 and 〈vε,0 : ε < μ+〉 are each Δ-systems, with hearts v∗1 and v∗0 respectively. Since 
xε ≤ buε

, necessarily vε,0 ∩ vε1 = ∅ for each ε, so also v∗1 ∩ v∗0 = ∅. Now for any ε, ε′ ∈ U2, without loss of 
generality we have that (v0

ε ∪ v0
ε′) ∩ (v1

ε ∪ v1
ε′) = ∅: thus,

xε ∩ xε′ ≤ bw where w = uε ∪ uε′ .

Since, in the random graph, consistency of a set of instances of ϕ follows from the consistency of every two 
such instances, this implies that for any finite U ⊆ U2 (not just those of size m),

⋂
ε∈U

xε ≤ bW where W =
⋃
ε∈U

uε

which completes the proof. �
This completes the proof of Claim 4.15. �

Lemma 4.16. Let ā = 〈aα : α < α∗〉 be a construction sequence. Then for every α ≤ α∗ and every k, n with 
k < n < ω, our (Bα, ̄x) has the (n, k, μ)-c.c. when x̄ = 〈xε = x{(ε,0)} : ε < ∂〉 from B0.

Proof. Fix n, k for the proof. Since α∗, the length of the sequence, was arbitrary and initial segments of 
construction sequences are construction sequences, it will suffice to prove this for Bα∗ , and note it holds for 
α∗ = 0 by 4.7.

Normally we might hope to work up to α∗ by induction on α, but note here a delicate point. In the 
present c.c. we make use of various elementary submodels where all of the prior ordinals may not appear, 
say, β < α need not imply β ∈

⋃
u Nu. So instead, at stage α∗, we work by induction on a related well-order 

which will do the job. (Essentially, we re-run an entire proof by induction using only ordinals which appear, 
and then conclude the property for α∗.)

Suppose then that χ is sufficiently large and M = (H(χ), ∈) contains Bα∗ and suppose that N̄ = 〈Nu :
u ∈ [n]≤k〉, x are given as in 4.5(A).

First we define the well-ordering for the induction. Fix in advance some background linear ordering on 
{u : u ∈ [n]≤k}, which will be used in the third bullet point below so that the lexicographic comparison is 
well defined. Let:

S = {β̄ : β̄ = 〈βu : u ∈ [n]≤k〉 and βu ∈ (α∗ + 1) ∩Nu}.

Any such β̄ represents the choice of a relevant ordinal from each Nu; notice that the ordinals in any such β̄
need not be in any order of size and may repeat.

Define ≤S to be the following order on S:

β̄ ≤S γ̄ iff the following all hold.21

21 For example, suppose β̄ = (0, 0, 5, ω + ω, 2, 4) and γ̄ = (ω + 5, 3, 0, ω + ω, 15, 5). Then range(β̄) is the set {0, 2, 4, 5, ω + ω} and 
range(γ̄) is the set {0, 3, 5, 15, ω+5, ω+ω}. In this case v = {ω+ω}. So we are left comparing 5 and ω+5 and we conclude β̄ ≤S γ̄. 
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• β̄, ̄γ ∈ S.
• let v(β̄, ̄γ) be the maximal v such that: v ⊆ range(β̄) is an end segment and v ⊆ range(γ̄) is an end 

segment in the sense of the usual ordering on ordinals.
• max(range(β̄) \ v) < max(range(γ̄) \ v) or

range(β̄) \ v = ∅ and range(γ̄) \ v 	= ∅ or
range(β̄) \ v = range(γ̄) \ v = ∅ and β̄ ≤lex γ̄.

(A brief explanation in English is in the footnote.) This is a linear order on S∗, and in fact a well-order.
For β̄ ∈ S let Statement(β̄) be the following “relativized” statement of our chain condition for our 

system N̄ of models. Note that the relativization arranges that in model Nu, we choose the element au from 
Bβu

∩Nu.

Statement(β̄):
if au ∈ Nu ∩ Bβu

for u ∈ [n]≤k and 0 <
⋂

u au then for every n < ω, t : n → {0, 1} and distinct 
ε0, . . . , εn−1 ∈ ∂ \

⋃
{Nu : u ∈ [n]≤k} we have a ∩

⋂
i<n(xεi)t(i) > 0.

This statement is intended to be evaluated in M. Note that our desired conclusion of the proof is equal to 
Statement(β̄) in the case where β̄ is the sequence constantly equal to α∗, i.e. 

∧
u βu = α∗. So it is enough 

to prove by induction on β̄ ∈ S, in the order given by ≤S , that Statement(β̄) holds.
The induction splits to cases. In each case, we will assume the choice of au’s satisfy a =

⋂
u au > 0, as 

otherwise there is nothing to prove. We will use B to denote Bα∗ , i.e. in M. We will often also write 
⋂

u or ∧
u without writing the quantification u ∈ [n]≤k.
Case 1. 

∧
u βu = 0.

This case is immediate from 4.7 and the choice of B0.
Case 2. For at least one u, call it u∗, βu is a limit ordinal. (If there is more than one, fix the rightmost 

one in the sequence.)
Working in M, the set {c ∈ B

+
βu∗

: c ∈
⋃
{Bα : α < βu∗} and c ≤ au∗ or c ∩ au∗ = 0B} is dense in 

Bβu∗ . Hence there is a maximal antichain of Bβu∗ comprised of such elements, and necessarily of size no 
more than μ, by 4.15(1). Call this antichain I. Just as in the proof of 4.7, since au∗ ∈ Nu∗ , without loss of 
generality I ⊆ Nu∗ .

By definition of construction sequence, Bβu∗ � B so it is a regular subalgebra and its antichains remain 
antichains of B. Now in B, we have assumed that a =

⋂
u au > 0, hence for some c ∈ I we have that 

a ∩ c > 0. Note that c ∩ au∗ = 0 is impossible, since u∗ is one of our u’s, so au∗ ≥ a. So as we chose c from 
I, necessarily c ≤ au∗ . We made this choice in the big model, but because I ⊆ Nu∗ , necessarily c ∈ Nu∗

and so c ∈ Nu∗ ∩Bβu∗ .
Define a′

u to be c if u = u∗ and au if u 	= u∗ (we change just one). Correspondingly define β′
u = min{β :

b′
u ∈ Bβ ∩Nu}. Clearly this is well defined, and β′

u ≤ βu for every u 	= u∗, while β′
u < βu for u = u∗ by our 

choice of I. We have reduced to a strictly smaller tuple in the sense of ≤S , so by inductive hypothesis, we 
finish this case.

Case 3. Suppose that at least one of the βu’s is not zero, and none are limit ordinals. Let β∗ = max{βu :
u ∈ [n]≤k}, so β∗ is necessarily a successor, say β∗ = γ∗ + 1. Notice that there may be more than one u for 
which βu = β∗. In due course, we will split into cases 3A and 3B according to whether the problem handled 
at stage γ∗ was from a Tm or Trg (as we shall explain).

If range(β̄) � range(γ̄), it could happen that every ordinal which appears only in γ̄ is less than all of the ordinals appearing in 
β̄, thus v = range(β̄) � range(γ̄) and we are under the jurisdiction of the second case. (If one of the ordinals appearing only in γ̄
is not below all of the ordinals of β̄, then v � range(β̄) so we are safely in the first case.) If we compare two sequences in which 
exactly the same sets of ordinals occur, just possibly in a different order or with different multiplicities, then u is everything, so 
for definiteness use the lexicographic order.
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Working in M, by the definition of statement (β̄) each au also belongs to Bβ∗ , since the chain of Boolean 
algebras is increasing. So in M, Bβ∗ |= a =

⋂
u au > 0. Moreover, if βu 	= β∗ then in M, au ∈ Bγ∗ .

Let b̄ be the possibility pattern that was solved at stage γ∗.
Let 〈u� : 
 < 
∗ = nk〉 be a fixed enumeration of {u : u ∈ [n]k} (it could be the one from the beginning 

of the proof, but this isn’t important).
First we shall set a−1 = a. Then, by induction on 
 < 
∗, we shall choose a′

u�
and a� to satisfy: (i) 

a′
u�

∈ Nu�
∩Bβu�

, (ii) 0 < a′
u�

≤ au�
, and (iii) a� :=

⋂
k≤� a′

uk
∩
⋂

k>� auk
> 0. We do so as follows22:

• initially, as said, a−1 = a.
• if βu�

	= β∗, then a′
u�

= au�
and a� = a�−1.

• if βu�
= β∗, proceed as follows. Working in M, call an element of B+

β∗
special if it can be written as 

x ∩ b1
w ∩

⋂
n<t(−b1

vn), where x ∈ B+
γ∗ , t ∈ N and w and each vn (n < t) is a finite subset of λ, with 

each vn � w. The special elements are dense in the completion, so dense in Bβ∗ . So we may choose I
a maximal antichain of Bβ∗ consisting of special elements z such that either z ≤ au�

or z ∩ au�
= 0. 

Since au�
∈ Nu�

, Bβ∗ ∈ Nu�
, without loss of generality I ∈ Nu�

hence I ⊆ Nu�
. Since Bβ∗ is a regular 

subalgebra of B and its maximal antichains remain maximal antichains, there is some z ∈ I such that 
B |= a�−1∩z > 0. By our choice of I (and recalling that a ≤ au�

), necessarily a�−1∩z ≤ au�
. To complete 

this stage, define a′
u�

= z and define a� = a�−1 ∩ z. Notice it is still the case that a′
u�

∈ Nu�
∩Bβu�

and 
that the common intersection is nonzero.

So we have reduced to the following case: if βu�
= β∗, we may assume au�

= x� ∩ b1
w�

∩
⋂

n<t�
(−b1

v�
n
). If 

βu�
	= β∗, then au�

= x�. Now as 
⋂

� au�
> 0, necessarily w� � vin for n < t�, 
 < 
∗. Also the “potential” ε’s 

can be from 
⋃
{v�n : n < t�, 
 < 
∗}. So we can ignore the “−b1

v�
n
” terms.

That is: if βu�
= β∗, assume au�

= x� ∩ b1
w�

, and if βu�
	= β∗, then au�

= x�.
We’ll need one final reduction: Suppose at this stage we’re given a fixed finite set of quantifier-free 

formulas Σ of T , the theory associated to the possibility pattern 〈bu : u ⊆
⋃

�<�∗
w�〉. (Σ must be fixed at 

this point, but may depend on information obtained after the initial application of 3.10, such as the size of 
the w’s.) We may be tempted to assume that each x� decides all formulas from Σ, but actually it can decide 
only Σ�, a finite subset of the possibility pattern for 〈bw : w ⊆ Nu�

∩ γ∗ finite 〉 which necessarily belongs 
to Nu�

, and will be chosen later. Define W as the finite set of relevant a’s (=formulas, in the notation of 
3.6). By induction on 
 < 
∗, define x′

� and a� so that (i) x′
� ∈ Bβ ∩Nu�

, (ii) 0 < x′
� ≤ x�, (iii) x′

� is decisive 
in the sense defined below, (iv) a� = a�−1 ∩ x′

� ∩ b1
w�

> 0. We proceed as follows:

• initially, a−1 = a [recall this was the intersection 
⋂

u au > 0].
• for each 
 < 
∗, proceed as follows. Let β = βu�

if βu�
	= β∗ and let β = γ∗ otherwise. (So either way, 

β ≤ γ∗ and x� ∈ Bβ ∩Nu�
.) Working in M, call an element of B+

β decisive if it decides all formulas in 
Σ�. Choose I a maximal antichain consisting of decisive elements z such that either z ≤ x� or z ∩x� = 0. 
Since x� ∈ Bβ ∩Nu�

, without loss of generality I ⊆ Nu�
. Since Bβ is a regular subalgebra of B, there is 

some z ∈ I such that B |= a�−1 ∩ au�
∩ z > 0, so necessarily a�−1 ∩ z ∩ au�

≤ x�. To complete this stage, 
define x′

� = z ∩ x and define a� = a�−1 ∩ z ∩ b1
w�

.

To summarize, we have reduced to the case where each au�
is of the form x�∩b1

w�
where each x� ∈ Nu�

∩Bγ∗ , 
each w� is finite, each x� decides all formulas from Σ�, and finally, B |= a =

⋂
u au > 0.

22 As usual, we would like to replace au�
with (some smaller nonzero combination of elements from an earlier Boolean algebra and 

generators of the formal solution) as in 3.10(1); but here we want to make sure, in addition, that the replacement is intelligible to 
Nu�

and also that the common intersection a remains nonzero in B. The simple acrobatics described carry this out.
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To finish proving Statement(β̄), it would suffice to show that
⋂

{x� : βu�
	= β∗} ∩

⋂
{x� : βu�

= β∗} ∩ bW > 0 (a)

where W =
⋃
{w� : βu�

= β∗}. Why? Then, working in M, there is a homomorphism of Bβ∗ onto Bγ∗ which 
is the identity on Bγ∗ and takes each b1

γ (for γ ∈ W ) to bW , and b1
γ (for γ ∈ λ \W ) to 0. This allows us 

to replace each au�
by x� ∩ bW , which is an element of the earlier Boolean algebra Bγ∗ , and thus to apply 

the inductive hypothesis to a smaller β̄. (More plainly: because of the homorphism, nonzero intersections 
with the distinguished sequence in the earlier algebras must reflect nonzero intersections in the present, so 
we would finish the proof.)

For (a), there are two cases depending on the identity of the theory. Remember from §3.1.3 that dealing 
with the formulas mentioned in each case will suffice.

Case 3A: T = Trg. In this case, we remember that our possibility pattern b̄ reflected a type {R(x, a(γ,1)) ∧
¬R(x, a(γ,0)) : γ < λ}, since dealing with this formula suffices by §3.1.3. We take Σ� corresponding to 
deciding a[a(ζ,i) = a(δ,i)] for ζ, δ ∈ W , i ∈ {0, 1}. Because the common intersection a > 0, it is necessarily 
the case that if ζ ∈ w� and δ ∈ w�′ then a ∩ a[a(ζ,i) = a(δ,1−i)] = 0. So a ≤ bW as desired.23

Case 3B: T = Tm. In this case, we remember that our possibility pattern b̄ reflected a type of the form 
{Qν(x) ∧R(x, ̄avγ ) : γ < λ}, again by §3.1.3.

By quantifier elimination, there is some finite M depending on |W | so that whether 
∧
{R(x, ȳvγ ) : γ ∈ W}

is consistent depends only on the types of {yζ : ζ ∈ vγ , γ ∈ W} up to level M in T2. We take Σ� corresponding 
to deciding a[Pη(aζ)] for η ∈ T2, 
(η) ≤ M, ζ ∈ vγ , γ ∈ W , and for good measure, also to deciding a[aζ = aδ]
for ζ, δ ∈ vγ and γ ∈ W . Here too, since the common intersection a > 0, the answer to consistency (which 
by choice of Σ is either uniformly yes or uniformly no) is uniformly yes: that is, we have that a ≤ bW which 
finishes the proof. �
Conclusion 4.17. Suppose λ = ∂ ≥ μ+ > ℵ0. Then:

(a) Any construction sequence produces a Boolean algebra B∗ = Bα∗ of size ≤ (|B0| + λ)λ, along with an 
ultrafilter D∗ on B∗.

(b) (B∗, ̄x) satisfies the (n, k, μ)-c.c. for every finite n > k ≥ 2 for x̄ = 〈x(ε,0) : ε < ∂〉, and also satisfies 
the (μ+, m)-Knaster condition for any finite m, thus a fortiori the μ+-c.c.

(c) If in addition α∗ = 2λ, then for some construction sequence, D∗ will be moral for the theory of 
the random graph and for every Tm, in the sense of being able to handle any possibility pattern 
〈bu : u ∈ [λ]<ℵ0〉.

Proof. Item (a) on size, follows by induction as each Bα has the μ+-c.c. Item (b), on chain conditions and 
the Knaster property, follows from 4.15 and 4.16.

Regarding item (c): if α∗ = 2λ, then we have enough room to enumerate and handle all the relevant 
possibility patterns. We don’t know the final Boolean algebra in advance, of course, so we can’t enumerate 
in advance “possible possibility patterns” involving its subsets. We can handle this either by interpolating 
into our enumeration at each stage everything that becomes a possibility pattern by then, or alternately as 
follows.

Recalling separation of variables, say that 〈Bu : u ∈ [λ]<ℵ0〉 is a pre-possibility pattern if it is a set of 
nonempty subsets of λ which is monotonic in the sense that u ⊆ v implies Bu ⊇ Bv. Say that (q, p) is a 
pre-type for (T, ϕ(x, ȳ)) if q is a partial type in the infinitely many variables x, 〈yγ : γ < λ〉 which implies 

23 In the earlier proof, we did not assume a priori that the a’s had a common intersection, so we had to smooth things out using 
the Δ-system lemma and the like to obtain one, below bW . In the present proof, we don’t have the luxury of throwing away some 
of the a’s, but conversely we know in advance that their intersection is nonzero, which compensates.
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the complete T -type of each parameter variable yγ , and asserts that p = {ϕ(x, ȳvα) : α < λ} is a partial 
type for 〈vα : α < λ〉 some enumeration of some set of subsets of λ with each vα of size 
(ȳ).

Say that B̄ represents (q, p) when the following holds. There exist a regular ultrafilter D on λ and j :
P(λ) → Bα satisfying the hypotheses of separation of variables for (Bα, Dα), and an enveloping ultrapower 
N = Mλ/D, and 〈aγ : γ < λ〉 a sequence of elements of M I , such that qβ(x, 〈aγ/D : γ < λ〉) is a partial 
type, thus pβ(x) = {ϕ(x, ̄avα/D) : α < λ} is a partial type, and finally, for each u ∈ [λ]<ℵ0 , we have that 
{t ∈ λ : M |= ∃x 

∧
{ϕ(x, ̄avα(t)) : α ∈ u} = Bu.

Let 〈(B̄β , (qβ , pβ)) : β < 2λ〉 be an enumeration of all pairs of pre-possibility patterns and associated 
pre-types for each of our (T, ϕ)’s of interest, each occurring cofinally often. At stage α = β + 1, look at 
(Bα, Dα) and ask the following. Does B̄β represent (qβ, pβ)? If so, is j(B̄β) ⊆ Dα? If the answer to both is 
yes, then at this stage we solve the possibility pattern j(B̄β). If not, do nothing (or if some action is desired, 
re-solve a previously solved possibility pattern). In this way any relevant problem that may show up in 
the final (B∗, D∗) is eventually handled, recalling that the cofinality of the construction is strictly greater 
than λ. �
5. First direction: non-saturation

In this section we show that preserving the chain condition from 4.5 will block saturation of Tn,k. We 
know from Conclusion 4.17 in the previous section that we can preserve this chain condition while adding 
formal solutions to theories Tm. Together these give a proof of Theorem 5.8 below, explaining how to build 
regular ultrafilters which are good for the Tm’s and not good for the Tn,k’s.

Recall that for an integer k and infinite cardinals λ ≥ μ, we call F : [λ]k −→ [λ]<μ a set mapping if 
F (σ) ∩ σ = ∅ for all σ ∈ [λ]k. Write (λ, k, μ) −→ n to mean that for every set mapping F : [λ]k −→ [λ]<μ

there is a free set of size n, i.e. there is w ∈ [λ]n such that F (σ) ∩ w = ∅ for all σ ∈ [w]k. Half of a well 
known characterization of Kuratowski-Sierpinski is the theorem that

(ℵα+k, k,ℵα) −→ k + 1

for any ordinal α, see [7, §46]. It follows by monotonicty that for any integers n > k,

(ℵα+n, k,ℵα) −→ n + 1

see for instance [30] Corollary 1.3. For our purposes here and in [30], it was convenient to replace set 
mappings with strong set mappings (which replace the requirement that F (σ) ∩σ = ∅ with the requirement 
that σ ⊆ F (σ), for all σ ∈ [λ]k). This allows us to think of F as setting some kind of closure for σ, and does 
not bother the freeness result, as the next observation shows.

Definition 5.1. Write (λ, k, μ) strong−−−−→ n to mean that for every strong set mapping G : [λ]k −→ [λ]<μ there 
is w ∈ [λ]n such that w � G(u) for all u ∈ [w]k.

Observation 5.2.

(λ, k, μ) −→ n iff (λ, k, μ) strong−−−−→ n (b)

in particular

(ℵα+k, k,ℵα) strong−−−−→ k + 1 (c)

and by monotonicity, if k < n,
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(ℵα+n, k,ℵα) strong−−−−→ n + 1. (d)

Proof. For (a), (b), (c) it suffices to prove (a). (←) Let G : [λ]k → [λ]<μ be a strong set mapping. Define 
F : [λ]k → [λ]<μ by F (σ) = G(σ) \ σ for σ ∈ [λ]k. Let w be such that for any σ ∈ [w]k, F (σ) ∩ w = ∅, so 
recalling G(σ) = F (σ) ∪ σ, we have G(σ) ∩ w ⊆ σ � w. (→) Similarly. �

For our present purposes, to deal with n possibly much larger than k, the following is what we need. 
Note that in 5.3, each τ escapes ‘capture’ not only by its own subsets of size k, but indeed by any subset of 
w of size k.

Definition 5.3. Write (λ, k, μ) stronger−−−−−−→ n to mean that for every strong set mapping G : [λ]k −→ [λ]<μ there 
is w ∈ [λ]n such that ∀σ ∈ [w]k ∀τ ∈ [w]k+1 we have (τ � F (σ)).

Remark 5.4. It is a theorem of ZFC that (μ+ω, k, μ) stronger−−−−−−→ n, and even
(μ+n, k, μ) stronger−−−−−−→ n. However, if we fix n, k and we would like to get (μ+k+7, Tn,k)-non-morality or so, we 
run into consistency problems (see [15] and [38]).

The main work of this section is in proving Lemma 5.6, which can be seen as a strong replacement for:

Fact 5.5 ([30] Claim 5.1). Suppose B = B1
2λ,μ and (λ, k, μ+) strong−−−−→ k + 1. Then no ultrafilter on B can be 

λ+-moral for Tk+1,k.

Not only in the sense of allowing n to have large finite distance from k, but also in the sense that instead 
of using the completion of a free Boolean algebra B1

2λ,μ,ℵ0
, we may use any Boolean algebra with a little 

freeness, as described by the c.c.

Lemma 5.6. Suppose that:

(1) (λ, k, μ+) stronger−−−−−−→ n + 1
(2) B is a complete Boolean algebra such that:

(a) B1
λ,μ,ℵ0

� B and
(b) (B, ̄x) satisfies the (n, k, μ)-c.c.

where x̄ = 〈xε : ε < λ〉 and24 each xε ∈ {x(ε,0) ∩ −x(ε,1), x(ε,1)} \ D.

(3) D is an ultrafilter on B
(4) T = Tn,k

Then D is not (λ, T )-moral,25 i.e. there is a possibility pattern 〈bu : u ∈ [λ]<ℵ0〉 with no multiplicative 
refinement.

Remark 5.7. The cardinal conditions of 5.6(1) and 4.2 are satisfied in ZFC when ∂ = λ = ℵω, μ = θ = ℵ0.

Proof of Lemma 5.6. Recall that in T = Tn,k, R is a (k + 1)-place symmetric irreflexive relation and the 
forbidden configuration has size (n + 1). Fix M |= T and N = M I/E an enveloping ultrapower (3.7 above). 
In N , or in the monster model for T , let

24 There is such a free set of size λ none of whose elements belong to D.
25 In [23] we defined moral without the plus: λ-moral means over sets of size λ.
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B = {bα,i : α < λ, i < n}

be a rectangle of distinct parameters [i.e. bα,i = bα′,i′ if and only if (α, i) = (α′, i′)] on which there are no 
instances of R. The intent will be that our type p(x) asserts that x connects to every k-tuple of b’s which 
is doubly strictly increasing, i.e. strictly increasing in each coordinate. Since there are no background edges 
on B (at least modulo the ultrafilter) this is a type. However, we will choose our possibility pattern so that 
some edges “briefly and occasionally” appear.

More precisely, define P (the set of indices for parameters) by

P = {(β̄, ī) : (β̄, ī) is doubly strictly increasing, i.e.

β̄ is a strictly increasing sequence of elements of λ of length k,

ī is a strictly increasing sequence of elements of n of length k.}

[This notation just separates the first and second coordinates of doubly strictly increasing sequences of 
length k.] Fix also an enumeration of P as

〈(β̄, ī)α : α < λ〉.

We can recover the corresponding set of elements of B by writing

b̄(β̄,̄i) as shorthand for 〈b(β0,i0), . . . , b(βk−1,ik−1)〉

where β̄ = 〈β0, . . . , βk−1〉 and ī = 〈i0, . . . , ik−1〉. Our type will be

p(x) = {ϕα := R(x, b̄(β̄,̄i)α) : α < λ}

again, asserting x connects to every doubly strictly increasing sequence of elements in our rectangle B. Next 
we define E (the set of indices for shadow edges) by

E = {(γ̄, j̄) : γ̄ a strictly increasing sequence of elements of λ of length k + 1,

j̄ a strictly increasing sequence of elements of n of length k + 1.}

[Note k + 1 instead of k this time.] Fix a bijection f : E → {xε : ε < λ}, which gives an enumeration

〈(γ̄, j̄)ε : ε < λ〉,

and a way of associating to each (γ̄, ̄j)ε the element xε of our free sequence.
Now we work towards a possibility pattern. First, for any (γ̄, ̄j)ε ∈ E, define

a[R(b̄(γ̄,j̄)ε)] = xε.

If (γ̄, ̄j) has length k+1 but is not doubly strictly increasing, set a[R(b̄(γ̄,j̄))] = 0. Set a[b̄(γ̄1,j̄1) = b̄(γ̄2,j̄2)] to be 
0 if (γ̄1, j̄1) 	= (γ̄2, j̄2) and 1 if (γ̄1, j̄1) = (γ̄2, j̄2). (Since E contains only doubly strictly increasing sequences, 
let us spell out fully the rest of the conditions given by the theory. The edge relation is irreflexive, meaning 
R(x0, . . . , xk) =⇒

∧
i<j≤k xi 	= xj , and symmetric, meaning R(x0, . . . , xk) =⇒ R(xπ(0), . . . , xπ(k)) for 

any bijection π : k + 1 → k + 1. Finally, for every i0 < · · · < ik < n + 1, we have that R(xi0 , . . . , xik) is 
forbidden.)
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All cases of a[R(b(ε0,i0), . . . , b(εik ,ik)] not just stated or not implied by the cases just stated are set to be 

0. Finally, for each u ∈ [λ]<ℵ0 , define bu = 1 −
⋃
{yβ̄ : β̄ an increasing sequence of length n from u, where 

yβ̄ =
⋂
{xε: for some i0 < · · · < ik < n we have (〈βi� : 
 ≤ k〉, 〈i� : 
 ≤ k〉) = (β̄, ̄i)ε} }.

Let

b̄ = 〈bu : u ∈ [λ]<ℵ0〉.

This completes the definition of our possibility pattern. Note that the fact that our rectangle is bounded by 
n in one direction was crucial for this to be a possibility pattern: even if we add edges on all doubly strictly 
increasing (k + 1)-element sequences of elements of B we will never get a clique on (n + 1)-vertices.

Assume for a contradiction that 〈b1
α : α < λ〉 is a multiplicative refinement for b̄. It will be useful to 

have the following translation between finite subsets u of λ in the sense of formulas in the type, and finite 
subsets σ of λ in the sense of first coordinates in our array B, since one has to do with our multiplicative 
refinement and the other with the domain of our partition theorem. So:

• for any u ∈ [λ]<ℵ0 , define

proj(u) = {β < λ : bβ,i occurs in b̄(β̄,̄i)α for some α ∈ u}.

So proj(u) ∈ [λ]<ℵ0 , but λ is now the set of first coordinates of elements of B, no longer the index set 
for the type. Note: if u 	= ∅, | proj(u)| ≥ k.

• for any σ ∈ [λ]<ℵ0 , define

cl(σ) = {α < λ : proj({α}) ⊆ σ}.

Visually, if u = {α0, . . . , α�} then proj(u) is the set of first coordinates of (indices for) parameters 
appearing in ϕα0 , . . . , ϕα�

. Continuing, cl(proj(u)) is again a set of indices for formulas in the type, namely, 
all formulas with parameters coming from doubly strictly increasing sequences with first coordinates from 
proj(u).

Let M = (H(χ); ∈) and let M+ be an expansion by Skolem functions. Let x be an element coding 
(B, ̄x, μ, ℵ0, λ). Define F : [λ]≤k → [λ]≤μ by:

σ �→ λ ∩ Sk
(
σ ∪ cl(σ) ∪ {f, x} ∪ {b1

α : α ∈ cl(σ)} ∪ μ ∪ {λ, μ,ℵ0},M+) .
So F is well defined and its range is a subset of λ of size μ (because we are taking the Skolem hull in a 
countable language of a set of size μ; note that the set whose Skolem hull we take includes μ as a set). For 
the partition theorem, we focus on F � [λ]k, but define it on [λ]≤k to match Definition 4.4.

By assumption (1) of the Lemma, there is some w ∈ [λ]n such that for all σ ∈ [w]k and τ ∈ [w]k+1 we 
have τ � F (σ) (or just that F (σ) ∩ w) = σ). Fix this w for the rest of the proof.

Defining Nσ = F (σ) for σ ∈ [w]≤k gives a family of submodels of M (taking, if desired, the reduct to 
the language without Skolem functions). These models are in (n, k, μ)-general position, since we have the 
necessarily monotonicity from F . For each σ ⊆ w, choose aσ =

⋂
{b1

α : α ∈ cl(σ)}, which is possible. Also 
aσ ∈ Nσ by definition. We know that

⋂
{aσ : σ ∈ [w]k} > 0

since b̄1 is a multiplicative refinement (every finite intersection is in D, hence nonzero). Let (δ̄, 
̄) be the 
unique doubly strictly increasing sequence of length n whose first coordinates are from w. Suppose that 
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(γ̄, ̄j) = (γ̄, ̄j)ε is a strictly increasing subsequence of (δ̄, 
̄) of length k + 1. Then xε /∈ Nσ for any σ ∈ [w]k. 
[Why? Assume for a contradiction that xε were in some Nσ. Recall that Nσ contains the bijection f , so 
from xε we can define (γ̄, ̄j)ε from which we can define the projection on to the first coordinates γ̄, so the set 
τ corresponding to the sequence γ̄ is contained in Nσ = F (σ). But τ ∈ [w]k+1 so we have found τ ∈ [w]k+1

and σ ∈ [w]k such that τ ⊆ F (σ), contradicting our partition theorem.] This was for σ ∈ [w]k, but by 
monotonicity, it follows that xε /∈ Nσ for any σ ∈ [w]≤k.

Let E = {ε : (γ̄, ̄j)ε be a doubly strictly increasing subsequence of (δ̄, 
̄) of length k + 1}. We have just 
seen that

E ⊆ λ \
⋃

{Nσ : σ ∈ [n]≤k}.

(It does not matter whether indices ε or elements xε are excluded, as the one-to-one mapping ε �→ xε belongs 
to 

⋂
{Nσ : σ ∈ [w]k}.) So by our chain condition,

(�)
⋂

{aσ : σ ∈ [w]k} ∩ {xε : ε ∈ E} > 0.

Recall, however, that aσ =
⋂
{b1

α : α ∈ cl(σ)}, so the intersection (�) includes 
⋂
{b1

α : (β̄, ̄i)α is a k-
element subsequence of (δ̄, 
̄)}, which cannot have positive intersection with the set 

⋂
{xε : ε ∈ E} if b̄1 is 

a multiplicative refinement of b̄. �
Theorem 5.8. Let ∂ = λ, μ, θ = ℵ0 satisfy 5.6(1) and 4.2, for example, ∂ = λ = ℵω, μ = ℵ0. Fix n > k ≥ 2. 
Then there is a regular ultrafilter D on λ which is:

(1) good for the theory of the random graph,
(2) good for every Tm,
(3) not good for Tn,k.

Proof. (1), (2) are given by Conclusion 4.17 and (3) is Lemma 5.6. �
6. Second direction

In this section we show that it is possible to saturate Tn,k while not saturating Tm. Our strategy is to 
use the key chain condition from the proof in [33] that Keisler’s order has the maximum number of classes, 
see 6.1 below. The main work of the section is in Lemma 6.4 which shows that adding a formal solution 
to a positive problem from Tn,k can easily be done while preserving this chain condition, with no special 
assumptions on the ideal I mentioned in 6.1. Since the ultrafilters we consider will be good for the theory 
of the random graph, solving positive Tn,k-problems suffices.

Definition 6.1 (The (κ, I, m̄)-c.c., [33] Definition 8.2). Let κ be an uncountable regular cardinal. Let I
be an ideal on ω extending [ω]<ℵ0 and m̄ a fast sequence. We say that the Boolean algebra B has the 
(κ, I, m̄)-c.c. when: given 〈aα : α ∈ U2〉 with U2 ∈ [κ]κ a sequence26 of elements of B+, we can find j < ω, 
U1 ∈ [κ]κ and A ∈ I such that:

⊕ for every n ∈ ω \A and every finite u ⊆ U1 and every i < n − j, if

mn

(m◦
n)ni < |u| ≤ mn

26 or renaming, without loss of generality, U2 = κ.
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then there is some v ⊆ u such that

|v| ≥ |u|
(m◦

n)ni+j and
⋂

{aα : α ∈ v} > 0B.

For more on this chain condition, see [33] Discussion 8.4. Its importance for omitting types is explained 
by the following, which informally says that if we construct our Boolean algebra by induction beginning 
from the completion of a free Boolean algebra in such a way as to maintain the (κ, I, m̄)-c.c., then any 
resulting ultrafilter will not be good for theories Tn whose level function is 1 on a set which is not zero 
modulo the ideal I.

Fact 6.2 ([33] Lemma 9.4). Suppose μ < κ ≤ λ are infinite cardinals, with κ regular. Suppose B is a 
complete Boolean algebra, B∗ = B1

κ,μ,ℵ0
, B∗ �B and B has the (κ, I, m̄)-pattern transfer property, see 6.3

below. Let ξ be any level function such that ξ−1{1} 	= ∅ mod I. Let T = Tn where n = n[m̄, Ē, ξ]. Let D⊕
be any nonprincipal ultrafilter on B. Then there is a possibility pattern for Tn which has no multiplicative 
refinement.

Hence if D is any regular ultrafilter on λ built by separation of variables from (B, D⊕), D will not be 
good for Tn.

The pattern transfer property is often a simpler way to check that the (κ, I, m̄)-c.c. has transferred to a 
later Boolean algebra in an inductive construction. We will use it in Lemma 6.4 below.

Definition 6.3 (Pattern transfer property). Let κ be an uncountable cardinal, I an ideal on ω extending 
[ω]<ℵ0 , and m̄ a fast sequence. The pair (B1, B2) has the (κ, I, m̄)-pattern transfer property when: (1) B1
and B2 are both complete Boolean algebras, (2) B1 satisfies the κ-c.c,27 (3) B1 � B2, and (4) whenever 
U2 ∈ [κ]κ and ā2 = 〈a2

α : α ∈ U2〉 is a sequence of elements of B+
2 , we can find a quadruple (j, U1, A, ̄a1)

such that:

(a) j < ω

(b) U1 ∈ [U2]κ
(c) A ∈ I
(d) ā1 = 〈a1

α : α ∈ U1〉 is a sequence of distinct elements of B+
1

(e) α ∈ U1 implies a1
α ≤proj a2

α

(f) (i) implies (ii) where:

(i) we are given n ∈ ω \A, i + j < n, u ⊆ U1, and a∗ ∈ B
+
1 such that mn/(m◦

n)ni

< |u| < mn and

B1 |= a∗ ≤
⋂
α∈u

a1
α

(ii) there is v such that v ⊆ u and |v| ≥ |u|/(m◦
n)ni+j and

B2 |=
⋂
α∈v

a2
α ∩ a∗ > 0.

The main work of the section is in the following lemma.

27 we don’t ask that B1 have the (κ, I, m̄)-c.c., only the κ-c.c., though in every application in the paper, B1 will have the 
(κ, I, m̄)-c.c.
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Lemma 6.4. Assume a ∈ AP and b is a (θ, T, b̄)-extension of a where θ ≤ λ, T = Tn,k for n > k ≥ 2, and 
b̄ is a possibility pattern arising from a type of the form

{R(x, āvβ ) : β < θ}

where each |vβ| = k. Then Bb satisfies the chain condition 6.1.

Proof. The proof strategy will build on various ideas from [33] §10. However, to make this self-contained, 
we give all the details.

Suppose that we are given b̄ = 〈bu : u ∈ [θ]<ℵ0〉, a sequence of elements, representing the problem from 
Ba just solved, and 〈b1

α : α < θ〉 the elements of Db which are its formal solution. As written, consider 
this possibility pattern as coming from a positive R-type of the form p(x) = {R(x, ̄avα) : α < θ} in some 
enveloping ultrapower, where the notation means that in the enveloping ultrapower there is a sequence 
〈aγ : γ < θ〉 of parameters, each vα ∈ [θ]k, and āvα = {aγ : γ ∈ vα}. [In slight abuse of notation, we will 
think of vα as a set rather than a sequence, and so also consider āvα as a set, since R is symmetric and 
irreflexive.] We can think of bu as the image in B of the set {t ∈ λ : M |= ∃x 

∧
α∈u R(x, ̄avα [t])}. Note that 

since p is a type, given any α0, . . . , αn−1 the set {{γ : γ ∈ vαi
} : i < n} is never equal to [w]k for w ∈ [θ]n. 

Of course, this does not a priori prevent {{aγ[t] : γ ∈ vαi
} : i < n} from representing all k-element subsets 

of some n-element set in some index model with respect to the enveloping ultrapower; this is what we will 
have to avoid below by dealing not only with elements but with their “collapse”. We will fix p, the aγ’s, and 
the vβ ’s and refer to them throughout the proof.

It will be very useful to keep track of equalities. For γ < θ, call an element x ∈ B+
a collapsed for γ if for 

some β ≤ γ,

0 < x ≤ a[aγ = aβ ] but for all δ < β,x ∩ a[aγ = aδ] = 0Ba
. (e)

Towards proving the pattern transfer property, suppose we are given 〈a2
α : α < κ〉 with each a2

α ∈ B
+
b

. 
Following the normal form Lemma 3.10, for each α < κ we may choose iα = (xα, uα, nα, 〈uα,� : 
 < nα〉) so 
that xα ≤ buα

for each α < κ, and

Bb |= 0 < xα ∩ b1
uα

∩
⋂

�<mα

(−b1
uα,�

) ≤ a2
α. (f)

Without loss of generality, for each α < θ, xα is collapsed for {aγ : γ ∈ vρ, ρ ∈ uα}. To record the effect of 
collapse, define a function f : θ× θ → θ by (α, γ) �→ β where β is from equation (e) in the case that x = xα. 
(So β is well defined, and β ≤ α.)

Since κ is regular, and by the Δ-system lemma, we can find U ∈ [κ]κ such that:

(1) 〈uα : α ∈ U〉 forms a Δ-system.
(2) 〈Pα : α ∈ U〉 forms a Δ-system, where Pα = {γ ∈ vρ, ρ ∈ uα}.28
(3) 〈Cα : α ∈ U〉 forms a Δ-system with heart C∗,

where Cα = {f(α, γ) : γ ∈ vρ, ρ ∈ uα}.29
(4) 〈gα � [C∗]k : α ∈ U〉 is constant, where gα : [Cα]k → {0, 1} is given as follows. If there is some ρ ∈ uα such 

that {f(α, γ) : γ ∈ vρ} = {β0, . . . , βk−1}, then gα({β0, . . . , βk−1}) = 1, else gα({β0, . . . , βk−1}) = 0.30

28 i.e. indices for all elements of 〈aγ : γ < θ〉 occurring as parameters in R(x, ̄avρ
) for ρ ∈ uα.

29 Recall that xα is collapsed for all of the parameters in Pα. Cα is the set of indices for elements to which the elements of Pα

collapse on xα. A priori, we may have |Cα| ≤ |Pα| if parameters from different formulas collapse to the same value. However, 
{f(α, γ) : γ ∈ vρ} is always a set of size k, since xα ≤ buα

≤ b{ρ} for each ρ ∈ uα, and R is irreflexive.
30 Because of the collapse, the key parameters in play for xα are {aγ : γ ∈ Cα}. As an example, if k = 2, it could be that 
uα = {ρ, ζ} and vρ = {γ1, γ2} and vζ = {γ3, γ4}. So R(x, ̄avρ

) = R(x, aγ1 , aγ2 ) and R(x, ̄avζ
) = R(x, aγ3 , aγ4 ). Suppose f(α, γ1) =
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First let us prove that for any v ∈ [θ]<ℵ0 ,
⋂
α∈v

xα ≤ bw (g)

where w = w(v) =
⋃

α∈v uα. Suppose not. Let C =
⋃

α∈v Cα. Then there must be a set A and a function G
such that:

• A ⊆ C, |A| = n,
• G : [A]k → v is such that if B ∈ [A]k and G(B) = α then B ⊆ Cα and gα(B) = 1,
• and

y :=
⋂
α∈v

xα ∩
⋂

B′∈[A]k+1

a[R(B′)] > 0.

Informally, there is an n-tuple of parameters (after collapse) such that R-connecting to each k-element subset 
is implied by some α, and there is additionally positive intersection with the (B-image of a) set where each 
(k + 1)-element subset has an R-edge, thus altogether causing x to form a forbidden configuration over B.

Recall that C∗ was the heart of the Δ-system 〈Cα : α ∈ U〉.
First observe that the range of G cannot have size 1, as each xα ≤ buα

. Second, observe that we cannot 
have A ⊆ C∗. This is because C∗ ⊆ Cα for each α and 〈gα : α ∈ U〉 is constant on [C∗]k, so for each 
B ∈ [C∗]k, if G(B) = α for some α ∈ v then gα(B) for every α ∈ v and so we have a contradiction already 
on a positive set for some (every) uα, contradicting xα ≤ buα

.
Suppose for a contradiction that A � C∗. There are two cases. In the first case, suppose we can find 

i 	= j such that G(Bi) = αi, G(Bj) = αj , and there are elements bi ∈ Bi \Cαj
, bj ∈ Bj \Cαi

, so necessarily 
bi, bj /∈ C∗. Then G cannot be well defined on any B� ⊇ {bi, bj}, since if G(B�) = α�, say, then either 
 	= i

or 
 	= j, say the first, and then bi ∈ Cαi
∩ Cα�

implies bi ∈ C∗ by definition of Δ-system, thus bi ∈ Cαj
, 

contradicting our choice of bi. So this cannot happen. In the second case, for at most one α (though possibly 
more Bs) does it happen that G(B) = α and B ⊆ Cα, B � C∗. Then A ⊆ Cα, contradicting xα ≤ buα

.
We have ruled out all possible cases, so this proves equation (g).
Let us verify 6.3(4)(f) holds for A = ∅, j = 0 when ā2 is the sequence from the beginning of the proof 

and the role of ā1 is played by 〈xα : α < θ〉. Suppose we are given n ∈ ω \A, a finite u ⊆ U , and a nonzero 
a∗ ∈ B+

a such that mn/(m◦
n)ni

< |u| < mn and

Ba |= 0 < a∗ ≤
⋂
α∈u

a1
α. (h)

To fulfill the (κ, I, m̄)-pattern transfer (in a quite strong way) it would suffice to show that already for 
v = u,

B2 |=
⋂
α∈v

a2
α ∩ a∗ > 0. (i)

By the comment on normal form 3.10(4), to prove (i) it would suffice to show that

Bb |=
⋂
α∈v

(xα ∩ b1
uα

) ∩ a∗ > 0. (j)

δ1 = f(α, γ4), f(α, γ2) = δ2 and f(α, γ3) = δ3. Then even though {δ2, δ3} is a two-element subset of Cα, neither of our formulas 
amounts (on xα) to asserting a connection to aδ2 and aδ3 . So we would have gα({δ2, δ3}) = 0 whereas, for instance, gα({δ1, δ2}) = 1. 
Since the type is positive, 0 here asserts “no information,” not negation, which will suffice.
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For this, in turn, it suffices to show that 
⋂

α∈v xα ≤ bw, where w = w(v), as we have already done in 
equation (g). Why is this sufficient? We can define ĥw an endomorphism from Bb onto Ba which is the 
identity on Ba and for each α ∈ v takes xα ∩ b1

uα
= xα ∩

⋂
γ∈uα

b1
γ to xα ∩ bw. Now a∗ ≤

⋂
xα ≤ bw tells 

us that

ĥw

(
a∗ ∩

⋂
α∈v

(xα ∩ b1
uα

)
)

= a∗ ∩
⋂
α∈v

xα ∩ bw = a∗ > 0

and equation (j) follows.
This completes the proof of the (κ, I, m̄)-pattern transfer, and so the proof of the Claim. �

Theorem 6.5. Suppose μ < κ ≤ λ are infinite cardinals and κ is regular. Suppose T0 = Tn,k for some 
2 ≤ k < n < ω and suppose T1 = Tn where n = n[m̄, Ē, ξ]. Then there is a regular ultrafilter D on λ such 
that D is good for T0 and not for Tn.

Now we explain how this result easily gives something more general. In [33] a family of continuum many 
theories {Tm : m ∈ M∗} were produced and it was shown that for an partition of M∗ into M and N , or 
just M, N any two disjoint subsets of M∗, it is possible to construct (B, D) satisfying this c.c. which is 
good for the theory of the random graph and for all Tm (m ∈ M) but for no Tn (n ∈ N ). These theories had 
in common m̄ and Ē and differed on ξ which was chosen from an independent family of functions in the 
sense of Engelking-Karłowicz [6] (see [33], Fact 6.20 and Corollary 6.22). The choice of M, N would affect 
the choice of ideal I used in 6.1, and this was in fact a characterization, see [33] Theorem 11.10.

In our context, Lemma 6.4 means that we can ensure any such D is, in addition, good for Tn,k, simply 
by interleaving into the inductive construction steps which handle positive Tn,k-types. So in fact we get 
Tn � Tn,k for any n ∈ M∗, along with naturally stronger statements reflecting that we can deal with many 
(n, k) and also freely partition M∗, as we state now.

Conclusion 6.6. Suppose μ < κ ≤ λ are infinite cardinals and κ is regular. Let {Tm : m ∈ M} be the 
sequence of continuum many independent theories from [33]. For any disjoint M, N ⊆ M there is a regular 
ultrafilter D on λ such that D is:

(1) good for the theory of the random graph,
(2) good for every Tm with m ∈ M,
(3) not good for any Tn with n ∈ N ,
(4) good for Tn,k for every 2 ≤ k < n < ω.

Proof. Follow the proof of [33] Conclusion 10.25, except that in step 4 of that proof also interleave adding 
solutions to positive R-types for any or all theories Tn,k as desired. This preserves pattern transfer by 
Lemma 6.4, and thus the (κ, I, m̄)-c.c., which suffices. �
Remark 6.7. We may replace 6.6(4) by, for a given k ≥ 2,

(4)′ if 2 ≤ n < ω then D is good for Tn,k iff k ≥ k.

7. Flexibility and the c.c.

In this section we show that no regular ultrafilter built by separation of variables where the Boolean 
algebra B has the μ-c.c. for some regular uncountable μ < λ can be flexible. This conclusively settles 
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a question addressed for free Boolean algebras in various earlier theorems.31 By contrast, here the only 
assumptions on B are the c.c. and those inherited from separation of variables: B is complete, of size ≤ 2λ, 
and [instead of the λ+-c.c. in the usual separation of variables] has the μ-c.c. for some regular uncountable 
μ < λ.

This is a nice occasion to re-recall with appreciation that Kunen some years ago, on reading the definition 
of flexibility in [21], brought to our (MM’s) attention the definition “OK” (as noted in e.g. [25]), thus setting 
the stage for some nice connections to Dow’s problem of constructing ultrafilters which are OK (flexible) 
and not good. The first open problem in the next section relates to this.

Let us recall the definition of flexibility. Suppose {Xα : α < λ} is a regularizing family in the ultrafilter 
D on I, |I| = λ, that is, the intersection of any finitely many Xα’s belongs to D but the intersection of any 
infinitely many Xα’s is empty. This is equivalent to saying that any t ∈ I belongs to only finitely many 
Xα’s. So we can naturally associate a “size” to any such regularizing family, namely, the nonstandard natural 
number 

∏
t nt/D where nt = |{α < λ : t ∈ Xα}|. Flexibility asks, informally, for regularizing families of 

arbitrarily small (nonstandard) size.

Definition 7.1 ([21], Definition 8.2). Say the regular ultrafilter D on I, |I| = λ is flexible if for any D-
nonstandard n∗, there is a regularizing family {Xα : α < λ} with |{α < λ : t ∈ Xα}| ≤ n∗[t] for D-almost 
all t ∈ I.

We now prove the section’s main theorem.

Remark 7.2. Theorem 7.3 is optimal: already when B is free, if the ultrafilter on B is ℵ1-complete, the 
resulting regular ultrafilter can be flexible, [25] Corollary 6.3.

Theorem 7.3. Suppose μ is regular and uncountable. Suppose D1 is built from (D0, j, B, D) where D0 is an 
excellent regular filter on λ, B satisfies the μ-c.c., and D is not ℵ1-complete. Then D1 is not μ-flexible.

Proof. As B is not ℵ1-complete, there is a maximal antichain 〈an : n < ω〉 with each an /∈ D. We may 
define a flexibility problem f by: for each u ∈ [μ]<ℵ0 , let f(u) =

⋃
{a� : 
 > |u|}.

Assume for a contradiction that 〈bα : α < μ〉 is a solution of f . For each α < μ, for some n = n(α) < ω,

b′
α = bα ∩ an > 0.

Define Sn = {α : n(α) = n}. So

if u ⊆ Sn and
⋂
α∈u

b′
α > 0 necessarily |u| ≤ n. (k)

As μ is regular and uncountable, for some m we have that |Sm| = μ. Fix this m for the rest of the proof.
Now we try to choose α� ∈ Sm by induction on 
 so that 〈αi : i < 
〉 is strictly increasing (or just without 

repetition) so that 
⋂

i<� b′
αi

> 0 and so that

Sm,� = {β :
⋃
i<�

αi < β, β ∈ Sm and b′
β ∩

⋂
i<�

b′
αi

> 0} has size μ.

31 [40] Claim 3.23 p. 364 proves that ultrafilter built by independent families of functions of small range will not be good (really, 
will not be flexible, avant la lettre). Another proof for independent families was given in [24] §5, and updated and applied to 
separation of variables in the non-saturation argument of [23] Corollary 8.9, still only for free Boolean algebras.
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For 
 = 0 this holds trivially: Sm,0 = Sm which has size μ. Assume α0, . . . , α�−1 have been chosen. For each 
β ∈ Sm,�−1 let b[�]

β = b′
β ∩

⋂
i<� b′

αi
. Suppose that for some β ∈ Sm,�−1 there exist μ elements γ ∈ Sm,�−1

with

b[�]
β ∩ b[�]

γ > 0.

If there is such a β, it can serve as α� and we finish the inductive step. If not, we can build an antichain of 
size μ as follows: for every β ∈ Sm,�−1 there is γβ ∈ (β, μ) such that

γβ ≤ γ ∈ Sm,�−1 =⇒ b[�]
β ∩ b[�]

γ = 0B.

Let E1 = {δ < μ : δ limit and (∀β ∈ Sm,�−1 ∩ δ)(γβ < δ)}, so E1 is a club. Also E2 = {δ < μ : δ

limit, δ = sup(Sm,�−1 ∩ δ)} is a club of μ because |Sm,�−1| = μ by inductive hypothesis. Let E = E1 ∩ E2. 
For δ ∈ E, let βδ = min(Sn,� \ δ), so βδ < min(E \ (δ + 1)). So 〈b[�]

βδ
: δ ∈ E〉 is an antichain of B of 

cardinality μ, contradicting the μ-c.c.
This contradiction shows we can carry the induction for any finite 
, but for 
 > n we contradict equation 

(k), which completes the proof. �
Discussion 7.4. Which are the functions f ∈ λω for which there is a regularizing family? They are the 
functions such that for all n < ω, f−1{n} = ∅ mod D1. Recall that the set of such fs is a co-initial segment 
of Nλ/D.

Discussion 7.5. Thus for any κ+ < λ, we have a natural notion of the “∞-class”, that is, the theories T
for which there is no (κ+, T )-moral D ∈ uf(B) when B has the κ+-c.c. This includes all non-low simple 
theories and all non-simple theories.

Discussion 7.6. Thesis: we should now look at morality before considering goodness. Also, the case of the 
free Boolean algebras used in various earlier papers, while fine and interesting, now seems perhaps less 
natural in the big picture.

Remark 7.7. Prior to Theorem 7.3, our state of knowledge on the “saturation separation” of theories like 
Tn,k from non-simple theories like Tfeq was less clear. By this we mean the problem of looking for regular 
ultrafilters where the first kind of theories are κ-saturated and the second set not μ-saturated for κ > μ: in 
such cases, are there any a priori constraints on the distance of λ and μ? Now we see that indeed they can 
be arbitrarily far apart, although we still do not know that the Tn,k’s are always above Tfeq, see 8.1 below.

Remark 7.8. Theorem 7.3 also seems relevant to the questions raised in [33] Discussion 13.7 on the possible 
variation of regularizing families in regular ultrafilters.

8. Some open questions

Question 8.1. Is Tn,k � Tfeq?

Either direction could be interesting. A positive answer in ZFC could make progress towards proving 
that simplicity is a ZFC dividing line in Keisler’s order (we know by [28] that it is a dividing line assuming 
existence of a supercompact cardinal). A negative answer in ZFC might address a 1985 problem of Dow 
[5] by providing an example of an ultrafilter which is more flexible than good. This is because any regular 
ultrafilter which is good for Tfeq must be flexible [21], but if it is not good for some Tn,k, it is not good. See 
also [29], §1, for a precise discussion of Dow’s problem, stated as Question 1.3 there.
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Question 8.2. Among the “< ∞” theories in the sense of Discussion 7.5, is there a maximal one?

Question 8.3. Are the theories Tn,k incomparable with each other as n, k vary?

Question 8.4. Is Keisler’s order absolute?
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Appendix A. Existing evidence for independence

The main constructions of this paper have shown that the theories Tm and Tn,k are incomparable in 
Keisler’s order. To exposit some of the considerations in saturating these theories, we sketch two proofs 
we could have given in this vein by assembling existing results in a perhaps less satisfactory way (and one 
which does not address Question 0.2). They may be of interest to readers who have followed prior work, or 
who are thinking about how to extend existing techniques. However, to be clear, the arguments below are 
superseded by the main theorems just given.

Analysis of the Tms On one hand, any regular ultrafilter which is flexible and good for the theory of the 
random graph is good for any Tm, by [36] Corollary 5.4. This proof proceeds by isolating a finite cover 
property-like property of the theories Tm, [36] Definition 4.1, and showing that the combination of flexibility 
to handle this fcp-like property, along with goodness for Trg, the minimum unstable theory, to handle the 
independence property, is sufficient to deal with Tm.32

On the other hand, if B = B1
α∗,μ,ℵ0

and D is a nonprincipal ultrafilter on B then no subsequent ultrafilter 
built from (B, D) by separation of variables can be good for any Tm. The prototype for this argument is 
[34], Lemma 3.2. The deeper explanation is in [33] Lemma 9.4. Essentially, what can threaten saturation of 
a Tm is the following. Suppose we have, as part of a type in the ultrapower, a finite set of conditions each 
asserting that x should R-connect to some ai. Because this is a type in the ultrapower, the ai’s may belong 
in the ultrapower to the same predicates, or compatible ones. However, it could happen in the projection 
to the t-th index model that the ai[t]’s fall across predicates Pν�〈j〉 for a set of j’s which is “large” in the 
sense of n = lg(ν), and so it is not possible to connect there to all of them, or indeed even to many of them, 
simultaneously. One reason why (completions of) a free Boolean algebra will therefore cause problems for 
this theory is explained by the chain condition [33] 8.2, which holds of this B by [33] 8.5, as well as for a 
wider class of Boolean algebras which need not be free. Informally, it expresses a requirement that among 
any large set of elements (for varying finite notions of large) there is an only slightly less large subset with 
nonzero common intersection. This c.c. was stated and applied in §6. (An alternative avenue is in the second 
argument on the next page.)

Analysis of the Tk+1,ks Recall that Kuratowski and Sierpiński characterized the ℵn’s by existence of free 
sets in set mappings, see [7] or [30] §1, or further details in §5. This turns out to have a close connection 
to the problem of saturating the theories Tk+1,k. These theories can be thought of as posing fairly pure 
amalgamation problems: if we let ā = 〈a0, . . . , ak〉 be a sequence of distinct elements, and let āi denote 
the k-element subsequence in which ai is omitted, then {R(x, ̄ai) : 0 ≤ i ≤ k} is consistent if and only 

32 This appears to be a strong statement about the simplicity of the Tm’s, but may in fact be a statement about the ability of 
forking, here appearing via flexibility, to “drown out” the complexity of independence.
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if ¬R(ā). But even if this forbids certain instances of R on parameters for the type in the ultrapower, it 
may be that an instance of R appears on {a0[t], . . . , ak[t]} in the projection to the t-th index model, thus 
blocking realization there. Whether the appearance of such an R can be controlled by conditions on the 
strictly smaller āi is similar to the question of existence of a set of size (k + 1) in a set mapping which is 
free, informally, not controlled by any of its k-element subsets.

[30] carried out this idea fully to prove the following. Suppose D is a regular ultrafilter on λ ≥ μ ≥ ℵ0
built by separation of variables and B = B1

2λ,μ,ℵ0
. Suppose that in addition λ = ℵα+� and μ = ℵα and 

2 ≤ 
 < ω. Then, for k < 
, D is not good for Tk+1,k. Here n = k + 1 is used in an essential way: the 
bottleneck is [30] Subclaim 5.3. However, D may be chosen to be good for all Tk+1,k where k > 
. The 
so-called (λ, μ)-perfected ultrafilters of [30] Definition 3.10-3.11 suffice. Informally, these are “as good as 
possible” modulo the constraint that B has a much smaller c.c., μ+, than the λ+ which would be expected 
in P(λ).

Let us now assemble this understanding to give two proofs of incomparability.

First argument: Tm and Tk+1,k are incomparable, using a large cardinal This is [36], Conclusion 5.8, but 
we sketch the argument, which builds on the first (non-ZFC) incomparable classes in Keisler’s order (see 
the independent works [41] and [32]). Let (λ, μ, θ, σ) be suitable, so in particular they are decreasing in size, 
and suppose σ is uncountable and supercompact. Suppose λ = ℵα+� and μ = ℵα. Suppose B = B1

2λ,μ,θ. 
Suppose D is a so-called optimized ultrafilter built with this data by separation of variables, see [31]. Then 
D is flexible and good for the random graph, so is good for any Tm. However, D is not good for Tk+1,k for 
any 2 ≤ k < 
. This shows Tk+1,k � Tm for any such k, m. If instead of the large cardinal assumption we 
suppose θ = σ = ℵ0 and choose D to be (λ, μ)-perfected, then D will not be good for any Tm, but it will be 
good for Tk+1,k for any k > 
. This shows Tm � Tk+1,k.

Second argument: Tm and Tk+1,k are incomparable in ZFC, using possibly uncountable θ We may give a 
proof of incomparability in ZFC by a more subtle attention to the cardinal θ, the depth of intersection in 
B = B1

2λ,μ,θ. Suppose λ = ℵα+� > μ = ℵα ≥ 2ℵ0 , and we will consider the cases θ = ℵ0 and θ = ℵ1 [here 
always σ = ℵ0]. Suppose θ = ℵ0 and D is (λ, μ)-perfected. Then for any k > 
, D will be good for Tk+1,k, 
but it will not be good for Tm. So Tm � Tk+1,k.

On the other hand, we may adapt the definition of (λ, μ)-perfected ultrafilters to allow for uncountable 
θ: see [34], Definition 5.3. Let D be perfected for our given λ, μ, θ = ℵ1, and σ = ℵ0. Then 
, the integer 
distance between λ and μ, still controls the saturation or non-saturation of the Tk+1,k. So D is not good for 
Tk+1,k when k < 
. To finish the analysis, it would be possible to show, by closely following the proof of [34]
Theorem 5.5 [which deals with precursors to the Tm’s, called Tf ] that D is good for Tm. So Tk+1,k � Tm.

The proofs we have chosen to focus on in the main text above strengthen this in several ways: they are 
in ZFC, they use θ = ℵ0, and they apply to Tn,k for any n > k ≥ 2, not requiring n = k + 1.

This said, what is to us even more interesting about the present paper is the substantially different 
approach, involving tailor-made Boolean algebras which are not free, and whose structure comes to reflect, 
via the chain conditions, certain aspects of the Boolean algebra of formulas in the theories in question. 
Although Keisler’s order has long been about two kinds of Boolean algebras (the obvious one, and the one 
of formulas) and two kinds of ultrafilters on them (the obvious ones, and types), the interaction between 
the two remained mysterious. These constructions begin to close that gap.
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