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w Introduction 

Soiovay, in his celebrated work [7], proves the consistency of " Z F +  DC + 

every set of reals is measurable and has the Baire property".  He started from a 

model with an inaccessible cardinal, so CON(ZF) was not sufficient for his proof. 

We prove that the inaccessible is necessary for the measurability; in fact, in 

ZF + DC we can prove: 

(a) if there is a set of I<: reals, then there is a non-(Lebesgue)-measurable set 

of reals. 

' This work was partially supported by the NSF and the US-Israel  Binational Science Foundation.  
This paper appeared in 1980 as a preprint and was originally intended to appear in my book, Proper 

Forcing, Lecture Notes in Math.,  No. 940, Springer-Verlag, Ber l in-Heidelberg-New York, 1982. 
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2 S. SHEI.AH isr. J. Math. 

(b) If for some real a, N~i [~ ~,, then some Y,,~ sct of reals is not (Lebesgue) 

measurable.  

On the other hand, we show that for the Baire property the inaccessible is not 

neccssary (i.e., every model ZFC has a generic extension in which every set of 

rcals definable with a real and an ordinal as parameters,  has the Baire property).  

We also show the consistency of the uniformization property (which implies the 

existence of an embedding;  see Remark  (2) after 8.1). 

We also prove that adding a Cohen real, adding a Souslin tree, and much 

more,  guarantee a complcteness theorem for L .... + Magidor-Malitz quantifier ' ;  

however,  adding a random real does not guarantee this." 

Lastly, we prove that the Y,~, in (a) above is best possible, i.e., every model of 

ZFC has a generic extension in which every zi~-sct of reals is Lebesgue 

measurable.  For this we show that iteration of Borel forcing is nice. 

For historical comments  see Harrington and Shelah [l]. 

Note that w arises from the analysis on how the needed amalgamation of ccc 

forcing may fail to satisfy the ccc, whereas w arises from analyzing why the 

parallel to w fails, i.e., why the amalgamation of two copies of U M  * U M  over 

Cohen generic reals ro, r~ satisfy thc ccc. 

Note that in w w w w we construct concrete (and not straightforwardly 

defined) names, and in w we prove our iteration preserves a property (sweet- 

ness) without proving that it is preserved by compositions. Those points may 

have been an obstacle to previous attempts.  

Note also that here measure and category are not dual, as usual. 

w Adding a Souslin tree by Cohen forcing 

1.1. THEOREM. I f  P is the forcing notion for adding a Cohen real  i.e., P 

consists o f  all functions from some n to ~o, then in V e there is a Souslin tree. 

PROOF. We construct in V a name for the tree such that, interpreting the 

name in V[P],  we get a Sous/in tree. The underlying set of the tree is ~o~, the a t h  

level in the tree is thc interval [~o.a,  o ) . a  +~o)=  T,. For every p E P we 

construct a function _-<-p from o9~ into {t,f,i}; intuitively _-<p (a, /3) = t means 

" Added in fall 1983. If. in the principles (P) and (P+) (see Definition 2.8), we omit the "A-density" 
requirement the resulting principles (P)~, (P'), remain equivalent (see Lemma 2.9) and are provable 
in ZFC. Closely related construction principles are lemma 13 (14) of [4] and the simplified morass of 
Velleman for N, and [6, w 

" Whether it adds a Souslin tree is an open question. 
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p l ~ - " a < / 3 , "  =<p (a, /3) = f means p l t - " a ~ f l "  and _-<p(a, /3)=i  means  

p ~ " a ~ / 3 . "  Formally,  the funct ion =<, will satisfy the following: 

(A~) If ~0 ( a , / 3 ) = t ,  q>=p then =q ( a , / 3 ) = t .  

If _<-p ( a , / 3 ) =  f, q =>p (q extends p ) t h e n  =<q (a , /3)  = f. 

(A2) If -<p ( a , / 3 ) =  i then there  is q _->p, -<q ( a , / 3 ) =  t and there  is q =>p, 

=q< (o,,/3)=f. 
(A3) For  any p C P and finite A C_ ~, = T let a ,  < a2 < "  �9 < a ,  be the levels 

s.t. A C_l,_J,z.[w.a, w(a,  + 1)): Then  there  is q>=p and finite B D A  

sitting on the same levels s.t. {{a, /3) l =<q (a , /3)  = t} defines a tree on B 

which is in accordance with the levels, every  point  not  in the last level has 

at least two extensions in the next level and an extension at any level. 

Note that this implies that for  no /3 < a + w  and p E P, _---p (a , /3)  = t. 

We associate with every  p E P a function lp 'w ,  ~ ~oo having the following 

proper ty :  

(B) If a </3,  lp(a)=l,(/3) then =<p(a , / 3 )= i  or =<p(a , / 3 )= t ;  and / p ( a ) =  

lp(/3) implies o~, /3 are not in the same level or are equal.  

First we show how that gives a Souslin tree and then we show how to construct  

_-<p, lp. In V[G] (where G is a generic  subset of P over  V) define the following 

partial order :  a _-<.~./3 r162 for some p E G, =<p (a , /3)  = t. We show that it is a tree 

and then that it is Souslin. 

(i) <-<_-r is well founded. Suppose a,+~ <ra,,  then we can find y < y*, n E co. 

s.t. a, ET, ,  a,+~ET,., and find p E G  s.t. =<p(a,+,, a , ) = t ;  by (A.0 

extend p to p '  and find a finite tree where ot~ ~ < a, ,  but then this tree is 

not in accordance  with the levels. 

(ii) The  o ther  proper t ies  of the tree follow from the fact that the e lements  of 

G are compat ible  and from a density a rgument  using (A0.  (It might be 

that limit points in T have the same branch below them, but this does not 

matter .)  

(iii) The Main point: T is Souslin - -  suppose X C oJ~ is a set of N~ pairwise 

<-r- incompatible  e lements  r E G, r II- " X  is an uncountable  set of pairwise 

<T- incomparab le  e lements" .  Then  find p E G s.t. Y = {a I P II- ot @ X} is 

uncountable ,  p = r and find a , /3  E Y s.t. lp(a) =/p(/3);  it follows from (B) 

and (A2) that for some p '  => p, =<p, (a, 13) = t so p '  II- a <T/3, a contradict ion.  

The Construction 

We first build the functions =<p, lp on the first o~-levels of the tree - -  1,3,<, T.. 

We will do this by increasing finite approximat ions  oJ-many times, at each stage 

defining the functions for finitely many condit ions on a finite subset of I , . J .~  Tn. 
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4 S. SHELAH Isr. J. Math. 

1.2 DEFINITIONS. A finite approximation 

consists of (a) a finite subset A * of U.~,~ T,, (b) a finite set of conditions 

Q* _C P which is closed under initial segments, (c) functions _-<e, lp for p E Q * 

defined on A ~ satisfying (AI.2,3) and (B) on their domain (foy (A3) restricting 

ourselves to A C_ A~). So if p ~ Q~ is maximal in Q~ then =p <* determines the 

partial order on A ~ completely. Let q~* extend q~, ~p _C ~p* has its natural 

meaning. 

We need the following lemmas to prove that an increasing sequence of finite 

approximations can be defined on all of x E UnE~T. and P. 

1.3. LEMMA. I[ ~o is a finite approximation, x E U,~o, T,, then there is an 

extension d/ o[ ~ s.r x E A *. 

PROOF. Easy, by checking. 

1.4. LEMMA. I[ ~0 is a finite approximation, p E P, then there is an extension ~ p 

o[ q~ s.t. p E Q L  

PROOF. By induction on Dom p. 

1.5 DEFINITION AND LEMMA. If ~ is a finite approximation, g a finite 

one-to-one function from a subset of U~<,~ T, to U,<,o T,, Dom g ~ A ~, g keeps 

the levels in their order (i.e., { g ( x ) : x  E A r N  T,}_C Tht,), where h is strictly 

increasing), then q5 = g(~p) is defined as follows: 

Q~ = Q~, A s = g,,A ~ 

for p E Q  ~, ~ , f l E A ~ :  

=p(a, /3)  = x r <=~ (g(a) ,  g(/3)) = x forx  E{f,t,i}, 

l~(ct) = l~ ( f(a)) .  

Then ff is a finite approximation. 

1.6. DUPLICATION LEMMA. I[ q~ is a finite approximation, A ~ C U t<, T~, k < n, 

g is appropriate for ~ (i.e., satis[ying the definition and lemma above), g I U~<~ Tt 

is the identity and, Vk =< l < n, g : Tt ~ T,+~ then there is a finite approximation 

extending ~ and gOP ). 

So let us define ~b; we shall later define Q* such that Q~ U OSt~)c Q*, we 

define A *  = A  ~ U A  s~.  For a, /3 C A *  and p E Q  ~ we define =e <*(a, /3)  by 

cases: 

Case I: p maximal  
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(a) _-<~* (a , /3)  = = ,  (a , /3 )  
(b)  = 

= ~ ( a , / 3 ) = i  (c) < *  

(d) ~ (a,/3) = f 

Case H: p not maximal  

if a ,  /3 U A ~ ;  

if on /3 ~ AS(~); 

if a + t o  =</3 

and for  ev.ery 7 ~ A ~ Q A ~(~), 

--<~(7,ot) = t iff _-<~(y,/3) = t; 

o therwise .  

For  x ~ {t, f}, <~  = p ( a , / 3 )  = x iff for  every  maximal  r ~ O r, 

r > p  ~ <* = , ( a , / 3 ) = x ;  otherwise  =p<~(ot,/3)=i. 

l .  - l~ t3 l~ ~)  Lastly,  for  p ~ O we let * -  

It is easy to check that  (A1), (B) hold (when p, q E Q~, p E Q~ resp.),  howeve r  

(A2), (A3) do not  necessari ly hold. So for  each maximal  m e m b e r  p of Q~, l < 2 
I and a , /3  E A * we shall choose  an i m m e d i a t e  successor  qp.,,~ of p (in P )  such that  

II 12 
q~p.,~.,Z- Q~ and qp ..... 8, -- qp2,,~2,a2 implies pl = p2, a l  = a2,/31 =/32, 1 ~ = 12. Now we 

let 

, O r Q* = Q~ t_J {qp.,,.~ : p E is max imal  in and l = 0, 1}. 

t Q r  r Then  we define, for  q - qp,~.a E - O r, lq as any one - to -one  funct ion f rom A ~ 

<*" it de t e rmines  a t ree on A *, into to. Last ly we shall define for  any such q, =q,  

[~ (a l , / 31 )E{ t , f }  ==~ <*(al,/31)==<~(al,/31)] and <* = q ( a , / 3 ) = t  if l = 0 ,  ~---p 

= p ( a , / 3 ) ~ f  and if 1 ( a , / 3 ) ~ t .  =q (a , /3 )  = f = 1, =~ 
< t k  

Why can this be done?  If =p<*(a,/3)=i,  l = 0 ,  by the definit ion of =p, 

necessari ly for  some  7 in the last level of A ~ N A g(*), <~ (7, a )  = t. <=~(~ (7, /3 ) = 
t so we can easily comple te  the tree as required.  If <*  =p (a , /3 )  = t, I = 1 our  tree is 

easier  as well as in the o ther  cases. 

Now ~b is as required.  Condi t ion  (B) holds. For  p E O ~ - O ~, lp* is one- to -one .  

=p (a, /3 ) = f, a = /3 ,  p ~ O r, lp*(a)= 1~(/3), then the only non-trivial  Suppose  <~ < 

case is ot C A - A  ~('~, /3 E A S ( ~ ) - A ~ ;  then l p ( a ) =  lp(g-~(/3)). If a =g-~( /3 )  

case (c) above  has to occur.  Otherwise  necessari ly a,  g-1(/3) are not  in the same  

level, and -<~(a, g-1(/3)) ~ f or  =<~(g-~(/3), a )  ~ f (as p satisfies condi t ion (B)), 

hence for  some  q, maximal  in A ~, p < = q E O  ~, =<~(a ,g -~ ( /3 ) )= t  or  

=q (g-1(/3), a ) =  t, but  this contradic ts  =p ( a , / 3 ) =  f by (c) above.  

Condi t ion  (A1) is immedia te ,  and (A3)  holds by the choice of the q~p,~,,. As  for  

(A2) let p E O*, _-<p*(a,/3)=i, x E{t , f} ,  necessari ly p E 0 L  If a , / 3  E A ~ for  

some  r, p < r ~ Q~, _---~(a,/3) = x. So r is as required.  If a , /3  U A ~(~) the p roof  is 

similar. So suppose  a U A ~ - A g(~),/3 ~ A g(~) - A ~, and x = t. By the definit ion 

Sh:176



6 S. SHELAH Isr. J. Math. 

of =p,<+ necessarily some maximal r, p =<r E O r, is as required in (c). Clearly 

= , ( a , / 3 ) = i .  Now o q,.~.~ will be as required.  If x = f the proof  is easier. 

1.7 DEFINITION. Let  6 E o ,  be limit. Suppose for p C P we have def ined <=p, 

lp on T r 6  = U,<eT,  satisfying (A,.2.3), (B); we say 

r  r ( T r 6 ) ,  lp [ ( T r 6 ) : p  ~ P} 

has the duplication property if: 

(1) For  any finite O (2 P and A (2 T r 6 there is a finite approximat ion  ~ (2 

s.t. A*  D A, O* _2) O. (We are redefining finite approximat ion  allowing A*  C_ 

COl ,) 

(2) For  any finite approximat ion  ~p (2 q~, A '~ C_ U .... 7],,, k -<_ n and a ,  < 3, < 

(5, there  is f, Dom [ D A *, f preserves  the levels (is appropr ia te)  s.t. [ r U,<k T~, = 

identity, ["T~, C (T r 6 ) -  (T [ T) for k _-< l - n such that [(~p) C_ qb. 

Using the previous lemmas we can find ap~ with the duplicat ion proper ty  on 

T rto. We want to extend this on all of T [ to , .  (There  is a general  theorem for 

construct ion.  See [4], [5], lemmas 13, 14.) 

1.8. FACt. If @~ (6 < ~, a limit) is an increasing sequence  of ~ ' s  having the 

duplicat ion proper ty ,  then U ~ r  = ~ ,  has the duplicat ion proper ty  for T [ a. 

1.9. LEMMA. I[ cl)~ has the duplication property, then there is (P~.~ D ~ with 

the duplication property on T I (,5 + to). 

PROOF. We will get @~+~ as an increasing to-sequence of finite approximat ion  

q~ s.t. q~ [ (T  1 6) C ~ and, moreover ,  if T,, . . . . . .  T~. are the levels of A * ('1 ( T  [ 6), 

then there  is a function f, s.t. [ [(T,, U - . .  U T,.) is thc identity and [(~b) = q~ for 

some finite approximat ion  ~O C_ ~ s.t. 4, r ( 7  t (i,, + 1)) = q~ I (T  [ 6). We say that 

such q~ has source,  in qb~, and it is easy to extend such q~'s. 

w The principle (P), Magidor-Malitz quantifiers and adding a Cohen real 

2.1. NOTATION. S ~ ( A ) = { B : B C A , [ B [ < A } ;  L i m : { ` 5 < t o , : 6  a limit 

ordinal}. 

Let  s, t deno te  finite subsets of to,; s _~t (s an initial segment of t) if a E s ,  

/3 < a, {3 • t implies /3 E s; 

s<~t if s _~t, s~t. 

Let  s < t mean (Va E s)(V/3 ~ t ) (a  < /3) .  

Val (s, t) is the following function 1": if s = {o,,, . . . . .  ~ .  ,}. t -- {/3,, . . . . .  /3. ,} 

(increasing), then 
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f ( l , k ) = O  i f f a ,= /3k ,  

f ( l, k ) = l iffot,</3k, 

f ( l , k ) = 2  iff a, >/3~. 

2.2. DEFINITION. A partial o rder  P is a ccc-indiscernible forcing if 

(A) P={r , , . , , ( t ) :n ,m<co,  t C o ~ , , [ t l = n } ;  for p E P ,  D o m p = t  if p =  

r,.,,(t), and (r, r range over  {r, .... : n, m < w}; by writing r(s) we mean Is I 

is appropriate .  

(B) Indiscernibility. The  truth value of r(s) < or(t) (in P)  depends  only on z, Or 

and Val (s, t) (hence ]s 1, Ill too). 

(C) P satisfies the ccc (countable chain condit ion),  equivalent ly for s < t, < t_,, 

[t~ I = !t ,[ ,  r(s U t,), ~-(s U t,_) are compatible .  

DEFINITION. We say P is a smooth ecc-indiscernible forcing if in addi- 2.3. 

tion: 

(D) If p, q are compatible  in P then they have an upper  bound  r, Dora r = 

D o m p  U Dora q. 

(E) If p E P, t = D o m p ,  s <It then there is q = p Fs such that 

(i) q<=p, and 

(ii) q _-<_ r, (Dora r) n t = s, implies p and r are compatible .  

(F) r ( s ) _  <- (r(t) implies s C t. 

REMARK. Note that (E) implies (C). 

2.4. DEFINmONS. 

(I)  D is an indiscernibi l i ty density function, if for any finite s C_ w~, D(s )  is a 

dense subset of P, and the truth value of z ( l ) (~  D (s )  depends only on ~- 

and Val (s, t). 

(2) D is smooth if for every s and p ~ P there are r, q E P, p _-< r, q _<- r, 

q ~_ D(s) and Dom q = s. 

2.5. DEI:INITION. We call E a A-density set if 

(A)  for some n = n ( E ) ,  it is a set whose members have the form 

('r(s U h) . . . . .  z(s  U t,,), 'r*(t*)), s < t, < b_<' . .  < t,,, r(s U t,) <<- z*( t*) ;  

(B) the indiscernibility condit ion is satisfied; 

(C) i f s C s ' , t , . C t ' ~ . s < ~ s U t , , s f q t ~ = Q , s ' < ~ s ' U t ' , , s ' f 3 t ' , = O ,  Val(t,,t'~)= 

Val( t , , t [ ) ,  z(s U t,)_-< or (s 'U t'), s < t, < t , < . . . ,  s ' <  t'~ < . . .  and Min t, 

is limit, then there are ~r*(t). "c*(t*) such that 

(~'(s U h )  . . . . .  "r(s U t , ) , l"*(t*))EE, 
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8 S. SHELAH Isr. J. Math. 

and ~r(s 'U t ')<=~r*(t) and  z*( t*)<=o'*( t ) .  

2.6. DEFINITION. We call a A-density set smooth if in (A) t* = s U U,te,  and 

in (C) t* = s ' U  U , t "  (so we can omit "Min t, is limit"). 

2.7. DEFINmON. Suppose P is a ccc- indiscernible forcing, G C_ P is directed. 

(1) G satisfies a density function D if for any s E S,,,(oJl), G n D ( s ) ~  0 .  

(2) G satisfies a A-density set E if  for any r(s  U t~)E G (i < w,) such that 

s < t~ < tj for i < j, I t~ l = l tol there are i(1) < . . . < i ( n ) ,  n = n ( E ) ,  and 

~'*(t*) E G such that (~'(s U t,,~) . . . . .  ~'(s U t,,)), ~-*(t*)) E E. 

2.8. DEFINITIONS. 

(1) The principle (P) holds iff for any ccc-indiscernible forcing P, and 

countably many density functions and A-density sets, there is a directed 

G C_ P satisfying them. 

(2) The principle (ps) holds iff for any smooth ccc-indiscernible forcing P, and 

countably many smooth density functions and smooth A-density sets, 

there is a directed G C_ P satisfying them. 

(3) We define the principles (P),, (P~), similarly, but restricting ourselves to 

A-density sets E, n(E)<= n. 

2.9 LEMMA. 

(1) The principles (P) a n d  (ps) are equivalent .  

(2) Also ,  (P), a n d  (PS), are equivalent .  

PROOV. Trivially the principle (P) implies the principle (ps). So suppose the 

principle (P') holds, P is a ccc-indiscernible forcing, Dt (l < w) are density 

functions, and Et (l < ~o) A-density sets for it. Let To={~',.,, :n  < ~o} and 

S = {6 : 6 < oJ, limit ordinal}. 

First we can assume that in P, for every z~(s), z2(t) ~ P which are compatible, 

there is a least upper bound o'(s U t)--- z l (s)U r2(t) and r ( s ) < = ~ ( t )  implies 

sC_t.  

For this, let P '  = {(s, F) : s E S.0(~o~), F a finite subset of P such that o-(t) E 

P ~ t _C s and F has an upper bound}. 

On P'  we define an order: (s~, r~) < (s2, F2) if sl c_ s2, and FI C F2. It is easy to 

check that P is a ccc forcing, satisfying the above-mentioned conditions, and 

it suffices to prove the principle (P) for it (i.e., we can translate the problem of 

finding directed G C_ P to the problem of finding G '  C P'). Note 

2.10. FACT. If p E P ,  3 < w ~  is limit, then there is q E P ,  D o m q e 6 ,  such 

that for every q', if q < q' E P, Dom q' _C 6 then q' is compatible with p. 
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PROOF. Suppose not; let p = ~ - ( s U t )  where s = ( D o m p ) n 8  and t =  

D u m p  - s. Now choose t~ (i < w~) such that ti C [8 + ito, 8 + ito + to) and I t~ I = t. 

By the indiscernibility, and as we have assumed that p, 8 form a counterexample, 

for each i < w~ there is q~ ~ P such that ~'(s t.J t~) =< q~, Dom q~ C 8 + iw + to and 

q~ is incompatible with z(s t.J t~.~). Clearly, by the indiscernibility for i < j, q~ is 

incompatible with ~ '(sUtj) ;  but z(st_Jt~)<=qi, so the q~'s are NI pairwise 

incompatible members of P, a contradiction. 

So for every p, 8 there is a condition q, D o m q  C 8, such that r = q  U p  

satisfies: q _-< r, D o m q  C 8, and they satisfy: q'=> q, D o m q '  C 8 implies q', r are 

compatible. For any r E P, let 80 be maximal 8 E Lim such that [8, w~]-  

Dom r ~  O, and let r~ = q0 t3 r be as above. Now let 8~ < 80 be maximal such that 

[81, 80] - Dom q~ ~ O and find suitable r2 = q~ O r~, Dom q~ C_ 81, and continue. 

Eventually, as the ordinals are well ordered, we find r* => r such that for every 

limit ordinal, there is r* 1 8 such that q' _-> r* 1 8, Dom q' C 8 implies q', r* are 

compatible. (Why not only for 8 E {80, 8~ . . . .  , }? By the indiscernibility.) Call the 

set of such r*, P*. P* does not satisfy the indiscernibility condition (even 

T(t) ~ P* does not), but when we replace to~ by Lim, adding more terms, it will, 

and it is a smooth ccc indiscernible forcing. 

Now we have to "translate" the D~'s and El's and we are done. 

It is quite obvious (see Magidor-Malitz [3]) that 

2.11. THEOREM. The principle (P) is equivalent to the completeness theorem for 
MM MM MM L .... (Q~ , Q~m . . . . .  ). Similarly for (P)n, L .... ( Q , ) .  Q n  ~ . . .  

See [6] for how easy it is to use (an older variant of) (P) for many applications. 

There are two differences between (P) and the principle from [6]. 

(a) More of the work of applying the principle is put into the principle there, 

so it has less of the flavour of a combinatorial principle. 

(b) The principle there is a little stronger. 

But we could have used various variants of the two and everything is parallel 

(except 2.11, where the logic has to be changed). Note 

2.12. CONCLUSION. The principle (P~) follows from ~, , .  

2.13. THEOREM. I f  we add to a universe of set theory a Cohen generic real, then 

the resulting model satisfies the principle (P~). 

PROOF. We can use as Cohen forcing ,o>to with the order <~ (being initial 

segment); we call this forcing notion Q. So we are given Q-names P, D,, E,  

(n < to), which are forced to be as in Definition 2.8(2), and we have to construct 
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a Q-name G p of a directed subset of P satisfying D,, E.  ; the problematic part is 

satisfying E.. 

Note that we know the set of elements of P. For seeing what we need to satisfy 

E., let G p be a Q-name of a directed subset of P. 

So suppose q E Q forces that E = E~, T(s O t i)  (i < to,) form a counterexam- 

pie. For each i there is q, _-> q, qi Ib"T = z~, s = s, n ( E )  = n, ti = ti". But there 

are only countably many qi E o>to, hence for some q*, qi = q* for i @ S, S C_ to~ 

uncountable. So q* IF "s  = s* and n ( E )  = n*"  for some s*, n*; and it suffices to 

guarantee the existence of q" > q *  and n, i ( 1 ) < . . .  < i(n) in S, and 

q+ II-o "(z(s, t , l ) ) , . . . ,  r tic~ z*(t*)) ~ E and ~'*(E*) C G e' '  

From now till the end of the proof of Theorem 2.13: 

2.14. ASSUMPTION. P, D ,  E. are Q-names as in Definitions 2.3, 2.4(2) and 2.6 

for 1, e < t o .  

2.15. DEF1NmON. W.e shall define here what is a finite system. The finite 

systems are approximations to a full system, which gives a name G p as required. 

A finite system S is consistent with the following (when several systems are 

discussed, S will have an additional superscript, or we use S(1), etc.): 

(A) The domain: A finite subset W of to~ and let n (*)= I W l, and a finite 

subset F of ~>to closed under initial segments, and 

(B) The "'forcing relation": A function G, with domain F such that for 

T/E Dom G, G(r / )  is a finite set of elements of the form z(s), s _C W and 

"q II-o "in P, the set G ( ~ )  has an upper bound".  

(C) The local ignorance condition : For every 77 @ I" there is k (T/) < to and 

there is a family H(T/) of subsets of W such that 

(i) A E H ( r / )  implies [A[  = k(r/), 

(ii) if A, B E H(r / )  then A N B is an initial segment of A (and of B), 

(iii) if z( t )E G(~) then, for some A E H(r / ) ,  t _CA, 

(iv) if A, B E H(r / ) ,  h the unique order preserving function from A 

onto B, and a, . . . .  ~ A, then 

z({a,, a2 , . . .  }) (~ G(r / )  iff r h(az) . . . .  }) (~ G(rl) .  

Now a system consists of W, F, G, H, provided they are as mentioned above 

and satisfy: 

(D) Monotonicity of G, H: If v <~ r / a r e  in F then G(v)_C G(~), and for every 

A E H(v) there is B E H07) ,  A _C B. 
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2.16. SUBCLAIM. In Definition 2.15(B), instead of 

~7 IFo "in P, the set G('O) has an upper bound" 

it suffices to demand 

~7 IFo "in P, the set Ga (rl) has an upper bound for any (some) A E H(r l ) "  

where 

Ga ( r / )=  {r(t)@ G(r/)  : t C A}. 

Note that G ( r / ) =  U {Ga( ' 0 ) :A  EH( '0)} .  

PROOF. Easy by property (E) from Definition 2.3: We can define, by 

induction on a E U p ~ , )  D o m p  U {~ol}, an upper bound for {p I a :p ~ G(r/)}. 

2.17. DEFINITION. A partial order < is defined on the set of finite aproxima- 

tions, 

S(1) < S(2) if: W sO) C W s(2), F s(') ~ F s(2), for every "q E F sm HS~ C_ 
HS(2)(~), for A E HS(~)(~l) aS(1)('O)= GS(2)('r/) (note the equal- 

ity), hence GS")01 ) C_ GS~2)(~). 

2.18. SUBCLAIM. The set AP of finite approximations is partially ordered by 

<,  and it has the countable chain condition. 

PROOF. Trivial, if we use Subclaim 2.16. 

2.19. CLAIM. Suppose S EAP,  77 ~ F s, then there are S(1), S < S(1), and u 
such that: 

(i) n '~ v, v ~ r s"~, 
(ii) HS(rl)C HS~ 

(iii) for any t E HS"~(v) there is ~'(t) E GS~1~(u) and 

v IFo "z( t )  is an upper bound of GS"~(u) ''. 

(When (iii) holds we say u is canonical in S(1), for ~-(t). Hence it is canonical in 

any S (2 )>  S(1). If we omit "for ~-(t)" it means "for some z(t)".)  

PROOF. Easy. 

2-.20. CLAIM. Suppose S GAP, ~1 E FS is canonical in S for z(t), and 

rt I I - "n (E , )=  n " ,  s U t ,  . . . .  , s U t . ~ H ~ ( ' O ) ,  s < t , < . . . < t . ,  [ t , l = [ h [  . . . . .  
It.I, t "  c_tm, Val( t~, t , , )= Val(t[ , t ,),  s'C.s, ~"(s'U t',.)<= ~-(s U t,,). 
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Then there are S(1) E AP,  S(1) > S, and v ~ F s~ r/<~ v and r*( t*)  such that 

v I -o u t',) . . . . .  z'(s u t'.). r * ( t * ) )  e E , "  

and r*(t*)E GS~')(v). 

PROOf. Let t* = s U U~-~ tt. 

Choose m such that r / ' ( m ) E F  s, and choose v, , l ^ ( m ) . 4 v E ~ t o ,  

v IF o "(z '(s U tO, . . . ,  ~-'(s U t,), r*(t*)) E E, such that {r*(t*)} U {r(s, tt): l = 

1, n} has an upper bound" for some r*(t*). This is possible by 2.5(C). Now the 

only problem is to show v IFo "G(r / )  U {r '(t*)} is compatible". This is quite easy 

by Definition 2.3(E). (So we let F sc2~ = F s U {v t I : l =< l(v)} for l(r/) < l < l (v) ,  

GS"J(v r l) = GS(r/), GS~ZJ(v) = {~'(t')} where r ' ( t ' ) is  an upper bound of O(r/)  U 

{ z * t t * ) } ,  t ' =  wS.) 

2.21. CLAIM. Suppose D is a smooth density function. If S ~ A P ,  71 E F s, 

I < t o ,  t C _ W  s then there is S ( 1 ) > S ,  v E F  s~), 71<v, and , ( t )EGS"~(v ) ,  

, ,  Ivo ",(t) o,(t)". 

PROOf. Trivial. 

2.22. LEMMA. There is L C A P  such that: 

(1) L is directed. 

(2) For any e < to~ for some S ~ L, e E W s, 

(3) For any rl E ~>to for some S E L, 77 ~ F s. 
(4) For any ~1 E ">to, l < to, t ~ S.o(to~) there are S E L, v E F s, r I <~ v, and 

r ( t )  E G S ( v )  s.t. v tFo "z( t )  E D, (t)". 

(5) For any TlE~>to, l < t o ,  S E L ,  there are v ~ ' ' t o ,  rl<~v, S ( 1 ) E L ,  

S < S(1) such that v E F s~" is canonical in S(1) and v IFo " n ( E t ) =  n "  for 

some n. 

(6) Suppose 71E'>to  is canonical /or S e L ,  s U t~ . . . . .  s U t, E I tS(r l ) ,  

7/IF"n(E,) = n",  s < t~ < " . < t,, s' C s, t "  C t,, and  

V a i ( t ' , t . , ) = V a l ( t ~ , t , ) ,  ~ " ( s ' U t ' ) < = r ( s U t , , ) .  

Then there are S(1) E L, S(I)  > S, v E ">to, 77 "4 v, v ~ F s~t), ~'*(t*) such that 

v I F o " ( r ' ( s U t ~ )  . . . . .  r ' ( s ' U t ' ) , r * ( t * ) ) E E , " ,  r * ( t * ) E G s c " ( v ) .  

PROOf. The existence of such S is equivalent to the existence of a model of 

some 4' ~ L ~ . . ( Q )  ( 0  - -  the quantifier "there are uncountably many x such 

tha t . . . " ) .  By Keis/er [2 l' this is absolute (as long as ~t, remains U,), so it suflSces 

' Namely, the completeness theorem for L.,..(O). 

Sh:176



Vol. 48, 1984 SOLOVAY'S INACCESSIBLE 13 

to find a generic extension of our universe in which NI is not collapsed, and such 

L exists there. Use AP as a forcing notion; by 2.18 this does not collapse N~, and 

use the generic subset of A P  as the desired L. It satisfies (1) trivially, (2), (3) 

easily, (4) by Claim 2.21, (5) by Claim 2.19, and (6) by Claim 2.20. 

PROOF OF THEOREM 2.13. Let L be as in Lemma 2.22 and define the Q-name 

GJ': 

G v = {~'(t): for some "7 E ">to, which is in the generic subset of Q, 
and S U L ,  p E GS07)}. 

It is easy to check G v is as required. 

w Adding a random real is different 

3.1. THEOREM. I[ V is a universe of set theory, r a random real over V, then in 

V[r], (P)~ does not necessarily hold. In fact, not necessarily, there are h, <* such 

,that: 
(a) (to~, <*) is a tree, the last level is to~ - to ; it is the to-th level, so that[or every 

a E[to, to~], { l : l < *  o~}Cto has order type to (by <*), 

(b) [or any a ~  /3 E [to, to]], h ( a , / 3 )<*  a, h (a , / 3 )<* /3  and there is no bigger 

element (by <*)  with those properties, 

(c) [or any uncountable S C tol there are (distinct) a, /3, 3' US,  s.t. h(a, /3)  = 

h(~, v) = h(/3, v). 

REMARK. If V = L, then in V[r] obviously �9 holds; and even CH implies 

the existence of such a tree. 

PROOF. It will be enough to assume V satisfies Martin's Axiom and 2 "0 > 1,11. 

Let Q be the forcing adding a random real, i.e., {p : p a measurable set of reals 

of positive measure} and <~*, h be a Q-name,  p • Q, p Pro "~* ,  h satisfies (*)". 

Let R = {(a~, a2, or3} C [to, to~]: h(ao, aj)  = h(a0, a2) = h(~, ,  a2)}. Define a forc- 
ing notion 

P = {(q, W) : q ~ Q has measure > -~, W _C to~ is finite, 

and for every t C_ W, It l = 3, q m-o " t ~  R"}. 

It is enough to prove P satisfies the countable chain condition. For then, for 

every a < to1, p, = ([0,1],{a}) E P, hence there is p * E  P, p* IFv "for unboun- 
dedly many a < to~, p, is in the generic subset of P" .  (Otherwise there is a 

P-name ~ of the bound, and by the countable chain condition it has 1% possible 

values, a ,  (n <to) ,  but pu.,,.§ gives a contradiction.) Let D,, = 
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{p E P �9 (:l/3)(a < /3  < w. ^ po _<- p}, it is dense above p*,  hence by MA there is a 

directed G C_ P, p* E G, G N D~ ,~ O for every  a < w~ and, w.l.o.g., [ G [ = I,I~. 

Let  q* = n {q: for some W, (q, W) E G}, as G is directed and (q, W) E G :ff q 
I .  ~ I W *  has measure  > ~, by MA, q is measurable  and has measure  => ~. Let  = {a : 

for some (q, W) E G, p,, -<_ q *}, as G n Da ~ ~ ,  W* - a ~ O, hence W* C_ ~ot is 

unbounded .  It is also clear that for t C_ W*, q* IFo " t l~  R "  (as G is directed,  

t C W, (q, W ) E  G, for  some q, W; q IFo " t ~  R "  by P ' s  definition, but  q* =<q). 

Sothis  contradicts  (b) of 3.1. 

So suppose (q,, W~)E P for i < w~, and it suffices to find two compat ible  ones 

to finish the proof.  We can replace {(q,, Wi) : i < o9,} by any uncountable  subset. 

Let  W~ = {a~ . . . . .  a;, _~, a ; , , . . . ,  ai, i} (w.l.o.g. k, e does not depend  on i), and 
i i i t i " ~ - a ~  a o < . . . < a k _ ~ < a k < . . . < a  , a n d a ,  , < a ~ f o r i < j .  We O i l - -  �9 

i i i 
know that (after forcing with Q)  there are a,~ . . . . .  a',-t, such that a'l<* a~, the a t  

are pairwise <*- incomparable .  Hence  there are Q-names  q'~ for them. In Q 
,, ,1 ,, ' . . ,  a,._l) = 

there  are pairwise disjoint  q'~>= q,, q, = U,<~,q,  and q~ IFo (a,,, .  ' 

(a/;", . . . .  a , _ 0  �9 Also there is n( i )  and rationals u, such that q~ has measure  

> u ~ ,  " for n < n ( i )  and Z ,< ,wu ,>~ . "  " _ So w.l.o.g, n( i ) ,  a,,' . . . . . .  . . . . .  a ,  ~, u, for 

n < n ( i ) , d o e s n o t d e p e n d o n i  and a r en (* ) , a " , , , . . . , a , -~"  (n < n(*)), u". AIso, 
t l  ?l n n because of MA,  there are w . l . o . g . q . ,  q .  C_ q, for every  i, q ,  has measure  -> u~ 

(do this for each n successively; of course,  replace our  set of condit ions by an 

uncountable  subset). 

Let  q . =  U , < , c . ~ q , ,  so clearly q.C_qi hence q.>-_q~ (in Q )  and q .  has 

measure  _-_ .E u" > �89 (as the q 2 remains pairwise disjoint).  Now ( q . ,  W~ U Wz) 

P, the a,~, . . . ,a"-~ exemplify this; and it is _>- (q,, W~) = p~, (q~, W~) = p2, so we 

finish. 

w An attempt on "every set of reals has the Baire property" 

The  following is a good int roduct ion to the measure  case. 

4.1. ArrEMVrZD MAIN THFOREM. If every lf,~ set of reals has the property o[ 

Baire (i.e.. outside a set of the first category, it is equal to an open set), then 1,1~ is 

an inaccessible cardinal in the constructible universe L. 

4.1A. RF.MaaK. A l~  set of reals is a set of the form 

{x �9 By Vz  Bwq~(x, y, z, w, a)} where x, y, z, w vary over  reals (i.e., members  of 

"2),  a is a real, and q~ an ari thmetical  formula.  

Hencefo r th  we assume that the hypothesis  of the theorem holds, but that the 

conclusion fails, and eventual ly  get a contradict ion.  So for some real a* ,  

l,t~ I" ' j= 1,1~ (i.e., N~ in the universe L [a*] is ~ of the true universe V) (this is 
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because 1~, being regular in V, is regular in L, but is not inaccessible by an 

assumption, hence is a successor, 1~ v=  (/x+) L, so a* can be any real which codes a 

well-ordering of oJ of order-type /z). 

The proof is broken into a series of lemmas and definitions, which lead to the 

construction of two disjoint Is 1 3 sets of reals, each nowhere of the first category 

(i.e., in no open set), thus getting the desired contradiction. 

4.lB. NOTATION. For A C ~2, 7 /E  ~ 2 ,  let A[,j = {u ~ A " rl <l u}. 

The following forcing notion plays a central part in our proof. 

4.2. DZFINmON. UM (universal meagre) is the following forcing notion: 

(a) Its set of elements is: {(t, T) : T C '~ is a perfect tree, t = T r n for some 

n}, where Tin  = { r / ~  T :  l(r/)_- < n}. If t = Trn for some perfect T, we 

say ht ( t ) =  n, t a tree of height n. 

(b) (t,,, T,,) =< (t~, T~) if to = t~ [ ht (t,,), T,, C T~. 

4.3. SKETCH OFTHE PROOF. UM is the natural forcing for making the union of 

all old closed nowhere-dense sets, a set of the first category (see below). In fact, 

the natural approach to prove the conjecture "if ZFC is consistent then 

"ZFC + every ~;~ 3 set of reals has the Baire proper ty"  is consistent" is as follows. 

We use iterated forcing 0 = (P, Q~ "a  < ao) such that, for unboundedly many 

a ' s  and for every a </3 < a0 and P~-names re (e = 1,2)  of reals generic over 

V ~-, P~+~ = P * UM (UM, i.e., UM as interpreted in V~) ,  and for some 3' ---/3, 

El =3'2 

i.e., two copies of P, amalgamated over Po and r~ = r2; more formally it is 

{(pl, p2) : pl ~ P~,, p2 ~ Py, and for every q ~ P~, and finite function f from o) to 2, 

for l -- 1,2; if some p~>=pt, p~>=q and p~l~-"fC r~" then for some p~ ~ ----p3-t, 

pL~ - q and p~_~ II-f C_ r3-~}. 

Such an approach was tried (at least for the parallel case of measure) by Truss 

(the Baire property was considered "the little sister"). The problem was to show 

that iteration satisfies the countable chain condition (in order to show that it does 

not collapse I~). 

If V satisfies MA + 2 ",' > ~ ,  then UM satisfies: among any N~ conditions, there 

are N~ which are below one condition. This is a strong strengthening of the 

countable chain condition. This condition is preserved by the amalgamation (as 

above), but if we try then to force by UM again, it is no longer over a model 

which satisfies MA again, hence it is not obvious why it should satisfy the 
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strengthening of the countable chain condition (and this is why Truss had asked 

"does adding a Cohen generic preserve MA?"  which Roitman answered 

negatively (for more on history see Harrington and Shelah [1]). 

We first show that (if the theorem fails, as we assume) for every real a we can 

force with UM over L[a] (i.e., there is a directed G _C UM LI"~, which meets 

every dense subset of UM t~~ which belongs to L [a ]). Then we shall construct a 

special function h* :[to~]2___~ to ([A ]2 __ the set of increasing pairs from A) ,  so 

every real a induces a colouring of [to~]2 by red ( = 0) and green ( = 1): the colour 

of (i,j) is a(h*(i , j))  (note N~ 1''| is Nv). Now call a real a red [green] if to1 is the 

union of No sets A, (n < to) so that each A,  is homogeneously red [green]. 

Clearly the red set ( = the set of red reals) is disjoint from the green set. Now 

together with h*, we shall construct some names in the forcing UM* UM (i.e., 

we force by UM, and in the universe we get we force by UM again). There  will 

be two sets of names: the red and the green. There is a name a ro which is forced 

to be a generic real (i.e., no closed nowhere-dense sets from the ground model), 

and names, for i < ~o~, ~ 'd ( i )  of natural numbers, so that {i : n 'd ( i )  = tl} is (forced 

to be) homogeneously red for the colouring a rd(h * (- , - )) ,  hence a '~ is a red real. 

Similarly there are green 8, a , ~ " (0 .  

Now for every real a, we can force by U M *  U M Lt~176 and then interpreting 
rd a , a v get red and green reals which belong to no closed nowhere-dense set 

from L [a*, a ]. With a little more care we get them in any open interval. Now, 

any first category set in V is included in the union of countably many closed 

nowhere-dense sets Lim T. (T, a perfect tree C_ ~>2). For some a, (T, : n < to) 

E L [a *, a ]. Hence,  by the above, the red set and the green set are every- where 

not of the first category, and they are disjoint, so they do not satisfy the Baire 

property. Really, we replace them by some X ~ 3 subsets. Most of our efforts will be 

to construct h* and the names simultaneously by finite approximations. 

NOTATION. If V1 C_ V2 are universes, B E Vta  Borel set of reals, then B v2 is a 

Borel set in V2 having the same definition. 

The following is well known. 

4.4 LEMMA. Suppose a is a real, then A = I,.J {(Lim T) v : T E L [ a ]  a perfect 

tree} is of the first category. 

PROOF. Suppose not. 

Clearly A is a X~ set of reals (x E A r (3 T)(x E Lim T and T is constructi- 

ble from a)  and x E Lim T is X~ and " T  constructible from a "  is ~ ) .  So by our 

assumption it is equal to an open set outside a first category set. A is not of the 
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first category, hence in some interval ('~ = {v C "~ : ~q ~ v} its complement is 

of the first category. As A is invariant under finite changes, ~ 2 - A is of the first 

category. Now in L[a] there is a ~s quasi-linear ordering <* of A, with every 

initial segment being of the first category (there is such an ordering of the perfect 

TEL[a] ,  ( T ~ : i < ~ h ) ,  so x_-<*y if and only if V a [ y C U ~ < ~ T ~ x C  
U~<~ T~]); more exactly: (3R)[(to, R)  is isomorphic to some L~ [a], a < to1 and 

for some perfect T C L~ [a], x @ lira T but y E Lira T' for every T' C L~ [a ]]. 

Let B = A  x A ,  

B,,={(x, y):x  CA,  y CA ,  x <=* y}, 

B~ = { ( x , y ) :  x C A ,  y C A ,  y _<-* x}. 

Clearly B = Bo U B1 is a subset of ~2 x "~ with complement of the first category. 

For every y C ~ 2, {x : (x, y) C Bo} is of the first category, so if Bo has the Baire 

property, then by the analog to Fubini theory, B0 is of the first category. 

Similarly {y : (x, y) C B1} is of the first category for each x C ~2, so if B1 has the 

Baire property, then it is of the first category. But B0 U B1 = B is not of the first 

category. So for some e = 0, 1, Be does not have the Baire property;  however, it 

is a ]s set ,  contradicting an assumption (formally, we should translate the 

situation from ~2 x ~2 to ~2, which is trivial). 

4.5. LEMMA. For every real a, there is a generic set for UM L[al (over L [a ]). 

PROOF. By 4.4 there is B_~ U {BV:B EL[a] a Borel set of the first 

category}, B a Borel set of the first category. In L[a,B], B C U,<~B, ,  B, 

nowhere dense, and so there is a countable family H of nowhere-dense subsets 

of ~ 2 (in L [a, B ]) so that every nowhere-dense subset of ~ 2 in L [a ] is included in 

a member of the family (you have to work a little: Note that if B EL[a] is 

nowhere dense and closed, then there is a perfect T C_ "~ Lim T = B and (in 

L [a ] )  there is a perfect T', TC_T' such that for every ~ @ T '  for some 

v = v ~ E ~ > 2 ,  ~ / ~ v C T '  and ( V p ) [ p C T ~  v ^ p C T ' ] .  Now L i m T ' C  

U,<,oB,,  hence for some ~/C T', and n < to, (Lim T') t , ]C B,. Hence Lira T C  

{pp : u~ ̂  p C B.}, so the family {{p : v^p C B.}: n < to, v C ~>2} suffices). Let  N 

be a countable transitive elementary submodel of L. ,[a,  B] to which H belongs. 

We can find a generic object for UMq" 'B]NN over L[a,B] as this is a 

countable forcing, hence equivalent to forcing a generic real. The generic set 

induces a generic set of UM L~"~. 

Unfortunately,  we ran into difficulties trying to build h* and the names. 
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w On "every set of reals is measurable" 

5.1. MAIN THEOREM. If every ~ set of reals is measurable, then N~ is an 

inaccessible cardinal in L. 

REMARKS. 

(1) The theorem is proved in ZFC, of course. However,  very little use of the 

axiom of choice is made, only that 1~ is not singular in any L[a], a a real. 

For this it suffices that Nj is regular, which follows from the countable 

axiom of choice (i.e., the existence of choice for a family of countably 

many sets). 

(2) In the proof we use, in fact, only two formulas: ~(x, y), ~(x, y). For the 

first we need, as a parameter,  any real a such that I,.J {B : B a Borel set of 

measure zero which has a code in L[a]} does not have measure zero (i.e., 

for such a, {x : ~(x, a)} is a non-measurable set of reals). For the second 

we need to assume there is no a as above, and use as a parameter  any a 
such that N~ col= I~. 

(3) It is known that there is a generic extension of L not collapsing cardinals 

nor violating CH, in which every definable (with no parameter!)  set of 

reals is measurable, e'.g., force by qb = {p : p,., (see Definition 6.2) and it 

satisfies the ccc where ~ is Z~, ~ is ~ }  with the order < (being a complete 

Boolean subalgebra). Note that if Pl, P2 E qb then P~ • P2 C qb and P~, 

P2 < Pl X P2 (force MA + not CH and use absoluteness). After forcing 

with qb we get, as a generic object (its union, more exactly), a ccc forcing 

notion, with which we force. 

5.1A. CONCLUSION. The following are equiconsistent: 

(1) ZFC + there is an inaccessible cardinal. 

(2) ZFC + every ~ set of reals is measurable. 

(3) ZFC + every set of reals defined by a first-order formula with real and 

ordinal parameters is measurable. 

(4) ZF + the axiom of countable choice + every set of reals is measurable. 

(5) ZF + DC + every set of reals is measurable. 

(Solovay proved (1) f f  (2), (3), (4), (5), our main theorem is (2) f f  (1), (3) �9 (2) 

is trivial, and (4) =:) (1) is Remark (1) above. Lastly (5) ~ (4) is trivial. 

By minor changes in the proof we can get 

5.lB. THEOREM. ( Z F + D C )  I[ there is a set of N~ reals, then there is a 

non-measurable set of reals. 
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REMARK. The parallel theorem on the Baire property is not provable in 

ZF + DC, by w 

PROOF OF THEOREM 5.1. Henceforth we assume the hypothesis of the 

theorem, and that the conclusion fails, so for some real a *, N~ -I"'l = N~ (see 4.1A). 

First we note the following, which is well known. 

5.2. LEMMA. Suppose a is a real, B~ (i < N~ -t~]) a list of all Borel sets of measure 

zero o[ L[a], and let B v be the Borel sets with the same definition in V. Then 

obviously each B S has measure zero, moreover, I,.)~B y has measure zero. 

PROOF. I,_J~By is measurable because it is defined by a ~ [ a ]  formula; 

moreover,  on it there is a 1s quasi-linear ordering <*,  with every initial segment 

of measure zero. This contradicts the Fubini theorem for { ( x , y ) : x , y  

I,_J~ B~, x <* y }, except when I,.), B Y has measure zero (see the proof of 4.4 for 

more details). 

5.3. SCHEME OF THE PROOF. We  shall construct a special function 

h*" IN,]2~ oJ ([A ]2 _ the set of increasing pairs from A).  So for every real a 

(which is a function from 6o to 2) a colouring of [N~] 2 by red ( = 0) and green ( = 1) 

is defined: (i,]) is coloured by a (h*(i,j)) (note N, is the true ~ ,  that of V). Now 

we consider the following two sets of reals: The red [green] set is the set of reals 

a, such that: N~ is the union of 1,l,, sets, AN (n <o9), so that each A,  is 

homogeneously red (i.e., for i < ] E A,, the colour is red) [each An is homogene- 

ously green] for the coloring which corresponds to a. Those two sets are disjoint, 

and if h* is "simply" defined, they hopefully will be "simply" defined too. We 

could also use other properties, like: an N~-tree defined from the real a has an 

oJ~-branch, or is special. So we have to construct a suitable h*, and prove that 

both sets of reals have outer measure 1 where, for technical reasons, we work 

with 2 w, as the set of reals with the measure LbMs, where LbMs ((2~)N) = 2 -"'~, 

(2~)1,]= {v E ~ 2 :  7 /~  v}. Note that every closed set A _C2 ~ is uniquely deter- 

mined by T[A] ={r /F l  �9 l < oJ, ~ C A } ,  which is a closed subtree of 2 <'~ as 

A = Lim T. 

The natural forcing, which makes the union of all old Borel sets of measure 

zero into a measure-zero set, is the amoeba forcing Am: the set of conditions is 

the family of measurable sets of measure < �89 w.l.o.g, we consider only open 

sets. For technical reasons we use their complements, i.e., Am'  = {T" T _C 2 <~ a 

closed tree, LbMs (Lim T ) > ' } .  So the generic object of Am' is, essentially, a 

closed tree T _C 2 ~ ,  LbMs (Lim T) = �89 Lim T disjoint to all B'I, for B an "old"  

measure-zero Borel set. Now in the forcing Am'*  Am' (we iterate the forcing), 
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we shall build (in L [a* ] )  two systems of names: the red system and the green 

system. Both give a n a m e ,  " I of a real, which is inside the generic tree of the 

first Am' ,  and h * : [M~]:~ o~ and for each i < I~ a natural number  n ~(i) [ngn(i)], ' 

such that A ~  = {i : nrJ(i) = m} is homogeneously red (similarly for green), i.e., 

if n r~  then a'~(h*(i,j))=O. So for any real a, we force by 

(Am'*  A.m') LI''~j. So, e.g., for red, we get a real a ' ,  such that the colouring it 

induces on [t~.] -~ is the union of countably many homogeneously red sets, so it 

belongs to the red set. Also, it belongs to the generic tree of the first forcing, 

hence it does not belong to any B v, B E L [a*,  a ] a Borel set of measure zero. 

Hence a' is a random real over  L[a*,a]. Being careful a little more in the 

details we then prove that the "red set" has outer measure 1. As the same holds 

for the "green"  set, we finish. In fact, we do not use the red and green sets, but 

definable subsets of them. 

Unfortunately,  we have not proved that for every a, there is a tree generic for 

Am'  over L [a* ,  a].  We have been able to prove (by Lemma 5.2, see below) that 
I there is a closed tree T such that Lim T has measure _~ and is disjoint to B v for 

any Borel set of measure zero B E L[a*, a]. This may look like "the poor man 

generic tree for A m ' "  and we call it by this name, but it will suffice. Note that 

5.3A. FACT If T is such a tree, At C 2  ~ open (1 < oJ), At,~CA;, and ("I;A; 

has measure zero, ( A t " / < c o )  defined in L[a*,a], then for some r/~E T and 

l < w, (Lim T)I,j f3 At = ~ .  (Really each At defined in L[a*, a] suffices.) 

So choosing the first pair <'q, l) for which this occurs, we obtain essentially a 

" n a m e "  of a lnember of 2 ~ '  x w; we use such names for the nrd(i), ngn(i). 

We now proceed to the actual proof. 

5.4. DEFINITION. We define the natural number  Ix(k), for k < w, as follows 

(they should be just increasing fast enough): i x ( k ) =  2 2~'r.  

5.5. DEF~NrrIoN. For a closed tree T, the function ms,~ is defined, for 

~1 @~>2, by ms.,(~) = LbMs [(Lim T ) A  (2~)l,j]. For a function m �9 T----~ Q, T is 

suitable for m if m(r / )_-  < rnsr(~)) for every r /E~>2 .  

5.6. CLAIM. Let B be a set of measure zero, then there is a perfect tree T and 

function m �9 T---~Q (Q - -  the rational numbers) such that: 

(a) (Lim T ) n  B = ~3, m = ms-c, 
(b) ms.,(( )) =~, and rnsr('O) has the form k/4 tc€ 0<= k < 4  m~)§ and k ~ 0  

ifI 1 / ~ T .  

t Both are Am* Am-names. 
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A similar l e m m a  is: 

5.7. CLAIM. Let  B be a set of measu re  zero.  Then  there  is a perfec t  tree T 

and m : T ~ Q  and natural  number s  n(k)  (k < co) such that:  

(a) (Lim T)  fq B = Q,  m = ms-r, 
(b) msr( (  )) =�89 and for every  -q E T, l(rt)<= n(k),  r e s t ( r / ) i s  l/4 ''(k)+~, O <  1 < 

(c) for  every rt E"(kl2 N T, m s r ( r t ) > 2  .,k~ ( 1 -  I / /x(k)) .  

PROOV OF 5.6. As B has measu re  zero,  there  is an open  set A, B C A ,  

LbMs  ( A ) <  1/100. Now we define by induction on n < co a set t. C "2, and a 

funct ion m.  : t . - -> Q and an open  set A .  such that: 

(*) (1) if r / E  t., then 4 ' ' ' m .  (77) is a natural  n u m b e r  < 4 " "  (but > 0) and 

m.  (r/) + 1/4 "~' < LbMs  ((2 ̀0 - A .  )t.l) < m.  (7/) + 1/4" *~ + 1/4" +~, 

hence necessari ly m.  (77) < 2-t("); 

(2) A._~ C_ A.  are open ,  A0 = A ; 

(3) if r t ~ t .  then  rn.+,(n~(O))+m.+,(n^(1))=rn.(n) (of course,  if 

v E " 2 - t . ,  m. (v)  = 0). 

For  n = 0 ,  to={(  )}, m,,(( ))=�89 

For  n + 1, for each r / C  t., l E {0, 1}, choose  a maximal  integer  k(r/, l) such that  

k(rl, I)/4 "~2 < LbMs  ((2 ~ - A.)l~^~t>l). 

So 
LbMs  ((2 ~ - A.) l ,c . , ] )  - k(n,/)/4" .2 _< 1/4..z. 

Hence  

L b M s  ((2 ~ - A . ) I , j ) -  (k (T/,0) + k (n ,  1))/4 ".2 

= (LbMs ((2 ~ - A .  )l,-~o>l) -- k (77, 0)/4" ~2) + (LbMs ((2 ̀ ~  A .  )l,^(~>j) - k (T/, 1)/4"'2) 

__< 1/4 "+" + 1/4 "+2 = 2/4 ".2. 

H e n c e  

But by (*)(1) 

T o g e t h e r  we get 

LbMs  ((2 ~ - A .  )l.]) =< (k (r/, 0) + k (r/, 1) + 2)/4" .2. 

m.  ( 'q) + 4/4" .2 < L b M s  ((2 ~ - A.)t,~j). 

m.  (r/) < (k (,/, O)+ k(~/, 1 ) -  2)/4 "§ 

First assume k (~ ,0 ) ,  k(r/,  1 ) >  0. 
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As 4"+~m, (~7) is a natural  number  we can choose natural  numbers  k'(r/, O)< 

k(r/ ,0),  k'(rl, 1 ) <  k(rl, 1) such that  

m.(n) = (k'(rt,  O) + k'(rt, 1))/4 "+2. 

We then let m.+,(n^(1))=k'(Tl, l)/4 "+2. If k(r/ , /)=<O we can check that 

k(rl, l - / ) > O ,  and we choose k ' ( ' o , l - / )  such that m.(~l)=k'(~, l - l ) /4  "+', 
and we can check that k'(r/, 1 -  l ) =  k(~/, 1 -  l), and we let 

m.+,(r /^(1 - 1)) = k'(r/, 1 - I)/4 "+'--  m. ('O). 

We let t.+l = { v  E2"+~:m.+~(v)  is defined and positive}. Now one of the 

inequalit ies in (*).+1(1) holds, with A.  instead of A.+~. 

We prove  the left inequali ty of (*)(1). 

Suppose r l ^ ( l ) E  t.+l. First, if k('q,0), k('0, 1 ) > 0  then 

m.+~(rt ^(l)) + 1 / 4  "+2 = k'('O ^(1))/4 "+2 + 1 /4  "+2 

--< k ( n , / ) / 4  "+' 

< LbMs ((2 ̀0 - A.  )t.^~j). 

Second,  if the condi t ion " k  ('O, 0), k(rl, 1 ) >  0"  fails, then necessarily k(rl, 1 - l ) =  

0, and by our  choice above  

m.+1(n^(l)) + 1/4 "+2 = m. ( n ) +  1/4"+2 

= (m. (r/) + 1/4 "+') - 3/4 "+2 

< LbMs ((2 ̀0 - A .  )N) - 3/4" +2 

= LbMs ((2`0 - A .  )t~^~l>l) 

+ (LbMs ((2 ~ - A .  )t,^.-~>j- 3/4" +2 

_-< LbMs ((2 ~ - A .  )t.^(~>j). 

The  last inequali ty holds as otherwise 

LbMs ((2 ̀0 - A .  )t.^~l-~)l) > 3/4" +2, 

but  as k01, 1 -  l ) =  0, by the choice of k(~q, 1 -  l), 

LbMs ((2`0 - A.)t.^._~)j ) _--- 1/4 "+2. 
Contradic t ion.  

We can increase A.  to A.+1 so that both  hold. 

Now T =  ( .J . t .  is the requi red  tree,  and m . ( r / ) =  msr(rl) for  7 / ~ t .  : T  is 

C_ '~ and is a closed tree.  As B _C A0 C_ A. ,  A .  open,  Lim T closed and for no 
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r / E  T, (~'2)t,~ C Ao (by (*)(1)), clearly (Lim T) f3 B = ~ ,  in fact (L imT)  f3 A.  = 
Q. 

For any "q E T and k, l(r/)_- < k < oJ 

m . ( n )  = ,7__, {m.  (~,) : ~, e ( t~)H} 

< ~ {LbMs ((2 ~ - Ak )t.J) + 1/4k~' + 1/4k~' : u E (tk)t,i} 

-<_ ~, {LbMs ((T')~l)  + 2/4k' '  : " E (tk)l,,J} 

= ~ {1/2 k +2/4k+~ : v E (tk)i,,~} 

= It~ 1/2 ~ + 2 t t ~  1/4 ~+' 

<_ It~ 1/2 ~ + 2 . 2 k / 4  k ' '  

= I t~ 1/2 ~ + 1/2 k+'. 

When k < to increase, the first term converges to LbMs (Lim T) and the second 

term converges to zero. So we can conclude that  m, (r/)=< msr( 'q)  for every 

, / ~ T .  

On the other  hand, for every n, by (*)(1), 

LbMs ((" 2 ) M -  A.  ) - 2/4 "§ < m. ('r/) =< msr ('O) --< LbMs ((~ 2)t.,j- A,,) 

(as (Lira T) f) A .  = O), hence 0 _-< ms-r( 'q) - m. (77) < 2/4 "+'. Moreover ,  for every 

k < w  

msT(r t )  - m. (77) = ~ {ms T(v ) -  m,, (v) :  i, ~ tk, 77 <: u} 

<-_ [ tk l" 2[ 4k +' <= 2k " 2/4k+' = 1/2k*'' 

As this holds for every k > n, m7 ( 'q )=  m. ('0). 

PROOF OF 5.7. The proof is similar, but we define, by induction on k, n (k) ,  

{t~ : l -< n (k), l > n (k') for every k '  < k }, and the function mt (l _<- n (k)), and Ak. 

5.8 DEFINITION. (1) Let N, be the set of pairs (t, m)  such that: 

(a) t is a non-empty subset of "~'2, closed under  initial segments,  and for every 

r / ~  t fq ">2, for some 1, r/^ (1) E t. 

(b) m is a function from t to the rationals, m(( )) = �89 4" ' )~tm(r/)  is a natural 

number  > 0  and <4"~)+~2-"~, and for r / E t  N2  <", re(r/)  = 

Y.{m(r l  ^(/)): n " ( l )  E t}. 
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(2) We let N = U , N , ,  we call n the height of (t,m) for ( t ,m)EN, ,  and let 

n = h t ( t ,m) .  We let (t ' ,m')=(t,  rn)rn if t ' =  t n" ' -2 ,  m ' = m  It'. On N a tree 

structure is defined: 

(to, mo)<(q,m~) if(to, mo)=(q,m~)[ht(to, mo). 

Note that N, is the n th level and it is finite. 

(3) A closed tree T C'~ satisfies ( t ,m)i f  T A (h '""~2)= t, reST It = m. 

5.9. DEFINITION. (1) Mk is the set of pairs ( t ,m)  such that the following 

holds, for some n = ht(t, m): 

(a) t is a non-empty subset of n~2 closed under initial segments and for 

7 / E T A ' > 2  there is /~{0,1} ,  71^(1)~t; 
(b) m is a function from t to the rationals which are > 0, < l, m (( )) = ~, and 

m(r/)  = X{m (r/^ (1)) : (r/^ (1)) E t} for "0 ~E ">2. 

(c) We define r~ = levi(t, m) by induction on 1; r0 = 0, and r~.l is the first r > r, 
such that: 

(*) r<= n, and for every ", ' /E'~2A t, 4 '* 'm( 'o)  is an integer, and for every 

n e ' 2 n  t, r e (n )  > 2-'(1 - 1/tz(l + 1)). 

Now we demand that rk is defined and is equal to n. 

(2) Mk., ={(t ,m)~M~ :ht( t ,m)= n}, 

~ . < . =  U ~. , ,  M..<.= U ~ .... M = U  ~ 
I < n  k k 

for ( t ,m)E Mk, rk ( t ,m)=k .  
We define (t, rn)rn as in Definition 5.8 but maybe ( t , m ) [ n ~ M ;  also, the 

order is defined similarly. So Mk is the kth level of M as a tree, Mk is infinite, 

but Mk .... M . . ,  are finite. 

(3) We define " T  satisfies (t, m)"  as in Definition 5.8(3). 

REMARK. In the following definition the 'green part '  is not really needed; but 

if we use other properties (like: a tree defined from the real is special, as a " r ed"  

name and a tree defined from the real has an tol-branch as a green name), such a 

thing will be needed. 

5.10. MAIN DEFINITION. We shall define here what is a finite system [a full 

system]. The finite systems are approximations to the full system, which consist 

of the "names"  discussed before. 

A finite [full] system S consists of the following (when several systems are 

discussed, S will have an additional superscript or be S(i)): 
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(A)  The common part : A finite subse t  W of ~I~ [ the set W = ~ ] ,  and  a n u m b e r  

n ( 1 ) <  o~ [ n ( 1 ) =  to], and  a func t ion  h f r o m  [ W ] :  to n ( 1 ) =  { l : l  < n(1)}, such 

tha t  fo r  it < i z <  i3 in W, h(it, i2)~ h(i2, i3). 

(B) The red part: This  consis ts  of  ( eve ry th ing  shou ld  have  a first subscr ip t  rd, 

which  we  omi t ) :  

(a) F o r  eve ry  ( t , m ) E M . ~ . m ,  a na tu ra l  n u m b e r  A ( t , m ) ,  an d  for  eve ry  

(h, m~) E NA(,,,.), t he re  is a m e m b e r  p ( h ,  m~, t, m )  of  t 7) ~''m)2. 

[Explanation: This gives partial information on how red reals are defined from poor man generic 
trees, (t, m) is an approximation of the first tree, (h, m,) of the second tree, P(h, m,, t, m) is an initial 
segment of the real, passing through the first tree, hence random over L[a*, a].] 

(b) Le t  {rtt :1 < to} be a fixed e n u m e r a t i o n  of  ~>2, such tha t  l(~Tt)<l (its 

s ignif icance will a p p e a r  in (f) and  (c)). Fo r  any  (t, m )  E M~,=.t~), l < k, ] < k, and  

a t,.,-),~ of  s e q u e n c e s  f r o m  '~>2, each  of  l eng th  s r  W, the re  is a finite set ~ . j  

=< A (t, m) ,  and  such tha t  

{1/2"~) : u E A l~i ")'e} < 1/2 t+j. 

[Explanation: This is part of the n a m e  n'd(~); we let 

Cl~j "''r = {7 ~ "2 :(::Iv E A l~i'"r <~ v}, 

so it has measure <1/2 t+j, hence Ut<.,i>j0CC~j ")'r is an open set of measure <1/2 j0 ~, hence 
[")~0<-U~<-a>J0 C~) ")'r has measure zero, so for every poor man generic T (this will be the second 
one), for some j < to, 7/~ T, (T)M 71 (U,<. C~) ")'~) = 0 .  The name n rd could be defined after (c). An 
approximation to it is: the first pair (r/, j) such that (T,)t,,j (T, - -  thesecond poor man generic tree) is 
disjoint to U {C,.j'm~'r l < to, (t, m) is To rht (t, m)} (To - -  the first poor man generic tree).] 

(C) Fo r  eve ry  (t, m ) ~  M~.~.o) and  ~r ~ W an d  (t(0), m ( 0 ) ) E  NA,.,.) t he re  is a 

func t ion  J(,(0),r.(0))~r162 f r o m  {rtt : l < k} • k in to  to. 

[Explanation: This function is part of the name we describe in (b), i.e., we shall try to make 
( t , m ) , l ~  " _ _  A.,j,,t = {/5: [,(o~..,r l ) -  I. (t, m) is in the first poor man generic tree To, 

(t(0), m(0)) is in the second poor man generic tree T.  
(t,m), 7/~ '>2,  j < to, and Lim Tt is disjoint to U,<~Cta r 

homogeneously red. 
Note that instead of using to, = U . < . A .  we use 

to, = U {A~a., , : 7/~ ">2, j < to, l, < to) 

so the name n'O(~ r technically does not appear, but this is just a notational change.] 

N o w  the  par t s  desc r ibed  a b o v e  shou ld  satisfy s o m e  condi t ions .  

(d) Monotonicity for (a): If (to, ran) < (h,  m~) (bo th  in M..~.(~)) t hen  A (to, mo) < 
A (t,, m~); m o r e o v e r  if (t t, m t) E N,t,,,,.,~, (t n, m ~ < ( t ' ,  m t), t hen  

p(t ~ m ~ to, ran) ~ p ( t  1 , m l, h ,  ml) .  

[This will guarantee a 'a is well defined.] 
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(e) Monotonicity for (b): If ( t~ ') both in M . . ~ . , ,  u 

defined,  then A "''''%~.j = A "'"'~~u . Also 

f(to,mo),~, r r b,r c ....... ) ' - s ,  ..... ~ i f ( t , ,rn,)EN,, , , . ,~,  (to, rno)<(t,,rn~). 

(f) The homogeneity consistency condition" If (t, rn) ~ Mk.~.o) and s c < ~ E W, 

and h(es ,~)<ht( t ,  rn) and ( t , , rn , )~  N,,.,.) and p = p ( t ,  rnl, t, rn), then 

(i) p ( h ( , f , ~ ) ) = 0  ( = t h e  red colour),  or 

(ii) for every  I, j < k, j #  0 such that r ;~ _ r,.,-).~, .~ i,,.,.,)trtt,lS - s,,.,,,)0%]l there  is no perfect  

tree T _C ~>2 which satisfies (t,, rn0, and (T)t~, 1 is disjoint to I,.J~<~ C'~';7 '~'~ 
I I  f~(t,m),~ and also to ~ < k , ~ . s  �9 

I I  A(t'm)'~ and This last phrase is equivalent  to: (t~)l~,j is disjoint to ~ . < k ~ o . j  

U A '''~'~ also to . < ~ ,  ~.j . 

(C) The green part: It is defined similarly, only in (f)(i) we replace 0 ( = red) by 

1 ( = green).  

5.11. DEFINITION. The  order  be tween finite systems is defined naturally (for 

specific (t, rn), A (t, rn) remain constant  as well as A ,,j"~*, sc,<,,i.m<o,,*'~l* but W and n(1) 

may increase). 

5.12. LEMMA. The family  of finite systems satisfies the countable chain 

condition. 

PROOF. Suppose  S ( y )  (T < coL) are Nt conditions.  Then,  in the s tandard way, 
df 

we can assume that S(0), S(1) are such that: n = n ( l )  sr176 n(1) s"), A s~ A s"), 

ps~o~ = pS,i  (both as functions),  and there  is a function g (one- to-one)  f rom W s<~ 

onto  W s~ which " m a p s "  S(0) on to  S(1) in the natural  way and is the identity on 
W S(O) f~ W S(I). 

We want to define a c o m m o n  upper  bound  S. 
We let W s df wS~O) t 3 wSO) ' n(1)s d~ = = n + 1. The  funct ion h s is defined as 

follows: it extends h sc~ and h s~l~, and if s c < ~ G W s, s ~ ~ W s"~ r ~ - W  s"~ 

(l = 0, 1), then hS(sc, if) = n. For  each (t, r n ) ~ M , . . ~ ,  we let A(t, m),  p ( - , - , t ,  rn), 
be as in S(0) and S(1), and for s c ~ W s"~, A ' ' x u  ,,,,,~~ S",.'O~<"")'~ ''"~ defined as in S(I)  

(and there  is no contradict ion in the definition). 

The  problem is to define all this for  (t, r n ) ~  M . . t . + , ,  (t, rn)f f_M..~, .  So let 

(t, rn) ~ M k . , . ~ , . , ,  (t, rn) ff M . , , . ,  hence ht(t, rn) = n + 1. (Clearly (t, rn) is not  

of height zero,  so the k is > 0.) 

Clearly there  is a unique ( t (O),m(O))<(t ,  rn), (t(O),rn(O))~M~.~,, M . , , , .  

W.l.o.g. we concent ra te  on the red part .  

We first define ACt, rn) = ~.(t(0), rn(0))+ I w ~ I+ (21: + 1); and now comes an 

impor tan t  point:  
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for any j < k, we define (A""~'~" = k.j . ~ E W s) as an independen t  family of subsets 

of { v : l ( v ) =  h(t, m)} ( independent  in the probabilistic sense); moreover ,  this 

holds " a b o v e "  each v E ~"~~176 and 

i "-~a""~'~tk4 I / 2~., , .~ = 1 /2  k ~S~I 

We can define, for  ] -< k, (Al~i"e : ~ E W) in any reasonable  way, e.g., as in the 

previous case. (For j, l < k, A""~'~s., is de te rmined  by (e) of 5.10(B).) 

Now we have to define ~"")'~" ~ I~ ..... ~(r/~,l,, for  (t,, rn~)E N~,�9 .h 1 < k + 1. For  ], t < k 

this will be s,...,,)r~"~~176 s '~) for S(0) or S(1) depending  on whether  ~ ~ W s~~ 
or ~: ~ W sin, and if both  we shall not get a contradict ion.  For  l = k or j = k we 

have full f r eedom to define r " '~ s,{0).,.~0)~trl, ls  and we define it as a one- to -one  

function of ~: (possible as W s is finite)�9 

Now we come to the crux of the matter :  why can we define p(t.,  m~, t, m )  for  

(fi,.m 0 ~ N~,,,.)? 

Let  (to, too) = (t., m 0 r A ( t ( 0 ) ,  m(0)) and O~ = p(to, too, t(O), m(0)), l(pz) = 
ht (t(0), m (0)), Oz ~ t(O). Now we have to find p,p: < p ~ t fh ~"~2, and to satisfy 

condi t ion (f) f rom (B) of the Main Defini t ion 5.10. 

So we are interested in the cases f rom (f) for  which (ii) fail�9 Each  one  demands  

that p ( l )  = 0 for  some l < n + 1, and clearly l > l(p~) in the cases which are not 

trivially satisfied�9 

How many such demands  can we satisfy? R e m e m b e r  that as (t(0), m ( 0 ) ) ~  

M~�9 m (0)(p~) > 2-~""~176 - 1//z(k)),  and as (t, m )  E M~+~..+,, {v E ~"+u2: 

v G t, p~<~ v} has >2~"~'>"~- '~(1-1/~(k))  members ,  so we can satisfy any 

< Iogz ~ (k)  such demands .  

Now, how many demands  are there?  We shall see for each pair l, j, for  how 

I I  A ~ in fact even to a . , - . ,~  Now we many {~ ~ W s, (t,)t,, ~ is disjoint to "J~<k+~ ,,,j , "~.S �9 
a (t�9 use the definit ion of the ~ ,.s . Remember ing  that by the definit ion of N, r/~, 

clearly 

m,(r~,) >= 1/4"~,)~' >= 1/4 ~"~ 

I A (t, ra ),tJ If it is disjoint to x of the sets ~.'~k.j :{~ E wS} ,  then by trivial probabilistic 

results ( a s l { v E A  '"~'~'k,s . n t ~ v } [  [ m "m~'~ 112z~"'~'). 

1/4'+~<(1-1/2k*s+') ~. 

But ( 1 -  112k+S+l)2k~'+'< l i e  <�89 ( r emember  e is here  the basis of the natural  
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logarithms and j > 0), hence for x > 2k+'§ +2)  we get a contradiction. So 

x < (2 l  +2)  k§247 
So the number of pairs of such r r is <(2k+J+'(21+2)) 2, and we have to 

consider every l < k,/" < k, j > 0. Hence the number of "problematic"/ ,  j, ~:, r is 

at most 

,.~k (2k+*"(21 + 2))2 < 2s~'7" 

So if log2 (/, (k)) > 22~, we finish, and this holds (see Definition 5.4 of/~ (k)). 

REMARK. We have been "generous" in our use of ,-,a"~'e~.~ and computations, 

hence of tz(k). 

5.13. LEM~aa. There is a full system in L[a*]  (the only need for a* is that 

n[  t~ = N,) .  

PRooF. The existence of a full system is equivalent to the existence of some 

model for a sentence in L~,,,,((2), hence is absolute (by Keisler completeness 

theorem), hence if we find such a system in a generic extension of L[a*] ,  this is 

sufficient. 
So just force with the family of finite system. By Lemma 5.12, ~, is not 

collapsed, and in a similar way to the proof of 5.12 we can show the required 

density demands. 

CONVENTION. Let S be such a system. 

5.14. DeFINmoN. We define formulas (with real parameters) ~brd(x)= there 
are perfect trees To, T~ such that: 

(a) 70 is a poor man generic tree over L[a *] as in Claim 5.7, so for some n(k)  
(k < oJ), (t(k ), m ( k  )) = (To r"{k)>2, reST [ ~ckJ>2) E Mk. 

(b) Tt is a poor man generic tree over L [a*, To], Tt as in Claim 5.6, so for 

every n, (t,, m , ) =  (T, I"~2, mST, ["=2) ~ N,. 

(C) For every k, s p,d(t*(,(k).=(~)), ma,(~),=~,)), t(k),  re(k)) is an initial segment of 

X. 

(So the parameters which appear are p S and a *, though we can eliminate p,S 

by choosing a simply defined one.) 

~b~o(x) = "there is y, qb,d(y), and for all but finitely many l < oJ, x(1) = y(l)" .  

We define ~bs,, qb;r similarly. 

5.15. CLAIM The formulas above are ~ .  

PROOF. The non-trivial part is the "poor  man genericity" which says: "for 
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U 
k < ~  

every B, which codes a G~-set of measure zero, B is not constructible from a * or 

T is disjoint to B" ,  which is II~, as being contructible from a* is ~,~. 

5.16. CLAIM. The formulas 4/ra(x), ~r(X) are contradictory. 

PROOF. Using h and x we define a colouring to [to~]-~:x(h(~:, if)). 

If qSrd(X), there are To, T~ exemplifying it, with n ( k )  (k < to). We define, for 

j < t o ,  r/t E T, a < t o ,  

Aj.,.~ = {~ < 1~, : (T,)I~,j is disjoint to 

C "~k''"~k''r and ~,~k).,,~k,.~ , ., 14 

for every large enough k}. 

Then Aj.t., is homogeneously red. So to~ is the union of countably many 

homogeneously red sets. Similarly for ~bgr, so clearly ~rd(X), ~g,(X) are contradic- 

tory. 

But we have to deal with ~b'~d, 4~'qr- So suppose ~brd(X), ~b~r(y), and say 

{(0 . . . . .  n *} _~ {n : x (n) ~ y (n)}, is finite. So there is a homogeneously red set A 

for x and homogeneously green set B for y, A r B uncountable. There is an 

infinite subset {~:, :n  < to}___ A fq B such that the truth value of h(~:,,,~:nz)< 

h(~,2, ~:n3) is fixed (for n~ < n2< n3). By Definition 5.10, part (A), h(s% ~:,~t) is 

strictly increasing, so for n large enough it is > n*. So x "thinks" (~,, ~c .~) is red, 

whereas y "thinks" it is green, but they agree. Contradiction. 

REMARK. In fact &'~d(X) implies x is a "red real" (by h), hence the 

contradiction. 

5.17. CLAZM. A,d = {X : ~b'~d(X)} is not of measure zero. Similarly for green. 

PROOf. If b is a code of a G~ set covering A~d, which has measure zero, then 

by Claims 5.6, 5.7 there is To, a poor man generic tree over L [a *, b], and T~, a 

poor man generic tree over L [a *, b, To]. We can easily find x for which they are 

witnesses to ~b'~d(X) (now x E Lim To), hence x is in no measure-zero set coded in 

L [ a * , b ] ,  in particular the one b codes. 

5.18. CLAIM. {X : ~b'rd(X)} is not measurable. 

PROOF. By 5.17, it is not of measure zero, but by its definition the measure of 

{x : q~(x),  7/<Ix} (r/E~>2) depends on l(rt) only. So by measure theory its 

outer measure is 1. But the same holds for {x : thOr(X)}, and they are disjoint. 

Contradiction 
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PROOF OF THEOREM 5.lB. In the Main Definition 5.10, let W be an ordered 

set and let T be a closed subtree of "72 such that [ T f? "2 [ = n, and we define by 

induction on n a finite system S(n),  such that: 

(a) W s<")= T f3 "2, ordered lexicographically. 

(b) 7 / , @ T N " 2  is the unique 7/, -O^(0), ~ ' ( 1 ) E T  and W"(n , l )  = 

w~<o+, ,_{no^  (~ - l)}. 

(c) The mapping r / ~  7/~ n is an isomorphism from S(n + t) I W(n, l) onto 

S(n). 
(d) hS<"~"(r/,^ (0), "r/,^ (I)) = n, n(0) s '"~' '= n + 1. 

The induction step is just like the proof of 5.12, exccpt for the definition of h 

which is handled by (d) (and trivially satisfies the last demand in 5.10(A)). 

Now, if we have (in V) a set of ~/~ reals, then we have a sequence of length to, 

of distinct members of Lim T, and restricting the inverse limit of the S(n) 's to 

this sequence, we get a system S, [ W ~ [ = N~. However, the order used at the end 

of Definition 5.10(A)for the demand on h, is not a well-ordering. This demand 

was used only in the proof of 5.16, but the well-ordering was not used. 

w On "every A~ set of reals is measurable" 

6.1. MAIN THEOREM. Every universe V of set theory has a generic extension in 

which every A~ set of reals is measurable. 

PROOF. We prove the theorem by the following series of claims. 

6.2. DEFINITION.* Let ~p = ~(x), t) = ~b(x, y) be formulas and let P,o.,~ be the 

following forcing notion: the set of elements is {x : x a real and ~o(x)}, and the 

order is x <= y itt ~(x, y). The formulas may have parameters. 
Note that P~., depends on the universe, so we write explicitly P~.,(V). 

6.3. CLAIM. Suppose V~_C V2 are universes with the same ordinals, ~o(x) 

ql(x, y) are I~, l~a~, respectively (with parameters, if at all, from V.), and P~.~(V.) 

is a forcing notion and satisfies the countable chain condition. Then: 

(a) P~.,(V1)C_ P~.,(V2) as ordered sets (and P,,.,(V2) is a forcing notion). 

(b) If G C_ P~.,(V2) is generic (over V2) then G f'l P~.,~(V~) is generic over V.. 

PROOF. 

(a) Easy by the well-known absoluteness results. 

For more on Borel forcing see On cardinal invariants of the continuum, Proc. Conf. on Set 
Theory, Boulder, 1983. 
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(b) We just have to prove that any maximal antichain I of P,.,(V~) in V,, is a 

maximal antichain in P,.,(V2). As P,. ,(V,)  satisfies the countable chain 

condition, I is countable, so let I = {xn : n < to} (maybe with repetitions). 

As it is a maximal antichain 

v,~(Vy ~R)[~  so(y) v (az)(~,(y,z)^ v ~(x,, z))]. 
n 

This is a [i~ statement, hence by the absoluteness theorem also V2 satisfies it, 

hence I is a maximal antichain in V> 

REMARK. Note that (b) implies that if x, y @ P~.,,(V~) are compatible (incom- 

patible), then the same holds in P,.,(V2). 

6.4. CLA[M Suppose for i <  a, SOi, tp~ are ]~, ~ formulas defining in V a 

forcing notion. Let (P,, P,,.,, : i ~ a, j < a )  be a finite support iteration, i.e., 

P, = { f : f  a function with domain a finite subset of i, 

[(j) is a Pj-name of a condition in P,,.,, ( V% )}, 

f =< g iff for every j E Dom f, g [ j  IFp, "tpj(/(j), g(j))" .  

Suppose further (P*, P,;.,; : i <= fl, j < fl) is another such iteration, /3 < oJ,, 

and there are "y ( i , n )<a  for i < / 3  such that " y ( i , n ) < ' y ( i , n + l ) ,  7 ( i , , n , ) <  

"y(i2, n2) for i,<i._ and (SO*,~b*)=(SO,0..I,~b~j.,,,). Assume also all P,j.,, are 

non-trivial, i.e., contain two incompatible elements. 

Then we conclude that in V "  there is a subset of P~ generic over V; 

moreover,  there are N0 such sets whose union is P~. 

REMARK. So we here assume (SO,, So, :i  < a ) E  V. 

PROOF. Let Oj = P,,.,,, O* = P,.. , .  where (So*, t#* : i < /3)  and the function 7 
are as in the claim. 

We prove by induction on ~ -</3 that, letting ~(~) = U{'y(j, n ) : j  < ~, n < ~o}, 

in v~',,, there is a subset of P* generic over V, and even for every ~,,< ~, 

G'C_ P*. generic over V, G * E  Ve,,,,, there are G, C P*, generic over V, 

G, fq P*,, = G*, U~<. G. = P*/G = {p E P* " p compatible with every member 
of G*} (and (G,  : n < r E V"-~ 9. 

= 0. Nothing to prove. 

+ 1. Clearly, it suffices to prove the statement for ~o = ~, G * C  P* generic 

over V, G * ~  V[G f3 P~r where G C Pe~r is generic over V. 

For k < ~o let Gk E V e* be the intersection of P,.~.,~(V[G*]) and the generic 

subset of Q~,~(VV,,,  .~,) (this is done in V[G]).  

It is easy to check that {Gk : k < o9} is as required. 
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Limit. Let ff = U,<~off,, ft, < ~,+~, ~(, the given one, and G* C P*. generic 

over V, G* E V"~,,,,. Let p,, q, be P,(~..o), two incompatible members of O~(;~ 

We can define by induction on n, for every r / E  "~o, G~ C_ P~- generic over V, 

G( 7 = G*, G~ tq P*- = G , , ,  for m < n and I..J~<oG,~<~>= P* ,/G,. Define 6 m  n +  

P~(~rnames k (n). 

k(0) =0 ,  k(n + 1) is the first k > k(n)  such that g, is in the generic subset of 

Q~(~..~). As the support is finite, and by the definition of generic, it is easy to 

check the !,.J{I..J~<~G,, : r /E~to  is in V e,,,, and for every large enough n, 

r/(n) = k(n)} is as required. 

PROOFOrTHETHEOREM. Let (P~, Qj : i < ,0~, j < ~o~) be an iterated forcing with 

finite support, Q, is the random real forcing for a even and the amoeba forcing 

Am for a odd (AM = {A C[0, 1]" A an open set of measure <~}, ordered by 

inclusion). Let G~o, C_ P,, be generic. 

So let q~(x, r) be a ,~  formula, r a real parameter, and it suffices to prove that 

for some A of positive measure, {x :r  is measurable.' As is well 

known, each O, satisfies the countable chain condition, hence also P~, satisfies it, 

so for some a < ~o,, r E V <, so w.l.o.g, a = 0. By symmetry, suppose that the 

random real r* of Qo (i.e., the one we get from G~, A P,) satisfies ~(x, r). As 

q~(x. r) is &~ for some I1'~ formula $(x, y, z), ~(x, r) = =ly 4~(x, y, r), hence form 

some r~ ~ V[G~,], V[G~,I~ 4,(r*, r,, r), but again for some fl < toz, r~ E V[G~]. 
By the absoluteness lemma also V[G~]> O[r*,rt, r]. Hence for some p E P~, 

p II-e~(r*, r ,  r), rt  a P~-name, r* the P,-name of the random real. Note that 

P, = O,,. 
Now clearly there is qr ~ Qo, q,,IF"p E P~/Qo". Now 

(*) every real r" E V[G~,] which is random over V and belongs to q. (i.e., r" 

defines a subset of O0 generic over V which includes q(,) satisfies r 

This is clearly sufficient, as the amoeba forcing makes the union of all Borel sets 

with old codes of measure zero, into a set of measure zero, so except for 

measure-zero sets, every real in V[G.,] is random over V. 

So let us prove (*). 

But by the previous claim, and what we prove in its proof, for some 

G e  VIG.,I, V [ r ' , G ] ~ [ r L r , I G ] , r ] ,  hence V[r+,Gl~q, Ir+,rl, hence by 

absoluteness V[G~,] ~ q~[r ~, r]. 

CONCLUmNG REMARKS. 

(1) We can get more information on forcings with "simple" definitions. 

' As  we are p rov ing  this for every  q~(x, r). 
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(2) The proof clearly has very little to do with random reals. 

We can notice 

6.5. LEMMA. (1) Suppose (P, P,j,,~ : i <--a,j < ct) is a finite support iteration, 

where q~j, $j are 5L~, ~ formulas, respectively, and P,~,, ( E VS) satisfies the Nl-cc. 

I[ w is a subset of a, fl = U~w( i  + 1), (P'~, P,~,, : i E w U{fl}, j  E w) is also a 
finite support iteration, then P'~ ~ P~. 

PROOF. We prove this lemma by induction on ft. For/3 = 0 this is trivial, for fl 

successor use Claim 6.3, and for fl limit there are no special problems. 

w On "every set of reals has the Baire property" 

7.1. NOTATION AND S'IANDARD FACTS. Let P, Q, R denote forcing notions, 

i.e., quasi-orders with minimal element th so x < y ^ y -< x may not imply x = y. 

Let their members be denoted by p, q, r. We denote complete Boolean algebras 

by B but reverse their order (so la < 0 o )  and omit the zero element. It is well 

known that for every P, there is a complete Boolean algebra B = BA(P) and 

[" P - *  B such that p < q ~ [ (p )<  f(q),  p, q incompatible iff f ( p ) A  f ( q ) = 0 ,  

and { f ( p ) : p E P }  is dense in B-{0} ,  i.e., ( V b E B )  ( 3 p E B ) [ b > [ ( p ) ] .  

Moreover, (/, B) are unique up to isomorphism over P, and there is no difference 

between forcing by P and forcing by B. 

We say I C_ P is dense [above p] if for every q E P (such that q _-> p) there is 

r E I ,  r > q .  

We say P, Q are equivalent if B A ( P ) - ~ B A ( O )  

We say P < Q  if 

(a) for p, q G P ,  p_--<q in P iffp_--<q in Q, 

(b) for p, q E P, p, q are compatible in P iff they are compatible in O, 

(c) every maximal antichain of P is a maximal antichain of O. 

So P < BA (P) (if we identify p and f(p)). 

Let Ge be the P-name of the generic subset of P. 

If P < Q or even P < B A ( Q )  let Q / P  = {q E Q : q is compatible with every 

p E Ge} (so this is a P-name of a forcing notion, which is a subset of Q). 

Note p IF"q E Q / P "  iff every p' E P, p' > p is compatible with q. 

It is well known that O and P * (O/P)  are equivalent when P < BA(Q) .  

If P,, < BA (P~), BA (P2), let 

P~ *Po P2 = {(pl, p2)" p, E P, for e = 1,2 and for some p0 E P0, 

po IF "p, E P, /Po" for e = I, 2} 

with the natural order (pl, p2) < (p ~, p6) iff p~ _-< p ~, p2 6 p~,. 
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It is well known that P1 *Po P2, Po* (PI/Po • P2/Po) are equivalent. Also, for 

e = 1,2, Pe < P~ *poP2 identifying pl, (po, (h) and p2, (~,p2), resp. 

7.2. THE MAIN DEFINITION. 

(1) The forcing notion P is sweet if there is a subset ~ of P, and equivalence 

relations E.  on ~, such that: 

(a) E,+~ refines E,, E, has countably many equivalence classes, ~ C_ P is 

dense. 

(b) For every n < to, p E @, p/E, is dircted. 

(c) If pi E ~ for i_- < to, and p,E,p~ then {p~:i _-< to} has an upper bound; 

moreover, for each n < to, {pi : n _-< i _-< to} has an upper bound in p/En. 
(d) For every p, q in @ and n < t o  there is k < t o  such that for every 

p'Ep/Ek, (3r Eq/E, )  (r >=p) implies (3r Eq/E, )  (r >--p'). 

REMARK. Those statements (in (d)) are equivalent to: 

q, p(q,p') are compatible in q/E,, i.e., have a common upper bound there; 

remember q/En is directed. If p < q, clearly for every p' E p/Ek there is 

q' E q/E,, q' >= q, q' >-_ p' (really, if (d) holds for every p < q (and (b)) and 

(a) holds). 

7.2A. DEFINITION. We say that ~, E~ (n < to) exemplify the sweetness of P if 

(1) holds, and call (p,~,E,) a sweetness model. 

7.3. CLAIMS. 

(1) If P < BA (Q), Q is sweet, then P is the union of countahly many subsets 

A,, the elements of each An are pairwise compatible (in fact, P is the 

union of countably many directed subsets). 

(2) We can replace ~ by any of its dense open subsets. 

PROOF. 

(1) Trivial. If ~, E, exemplifies the sweetness of Q, then for q ~ ~ let 

Aq ={p:  for some q'Eq/Eo, p<=q'}; Aq is directed, there are 1~0 Aq's and 

P = U q ~ A q .  

(2) Trivial too. If @, 17,, (n < to) exemplify the sweetness of P, ~ ' C  ~ is 

dense, p E ~ ' ,  q => p, q E ~ implies q E ~ ' ,  then ~ ' ,  17,, I ~ '  (n < to) exemplify 

the sweetness of P too. 

7.4. CLAIM. Suppose P < BA(Q) ,  Q is sweet and this is exemplified by ~, 

E, (n < to). Suppose further A, C_ P and U,<,A,  is a dense subset of P. Then 
for any q C ~, and p E P such that p IF"q E Q/P": 

(1) For some n, k < to the following holds: 

(*) Foranyq'Eq/Ek, forsomep'EA, ,p '>=pandp' lFp"q '~Q/P ''. 
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(2) Moreover A * = U{A.  : A. satisfies (*) for some k} is dense in P above p. 

PROOF. 

(1) Let {n(i) : i < o9} be a list of the natural numbers, each appearing infinitely 

many times. Define by induction on i < o9, q~ E q/E~, such that: 

(~ If there is q' E q/E~ such that for no p' E A.t,~, p'  => p and p' IF,, "q '  E Q/P"  
then q~ has this property, i.e., for no p' ~ A,t,), p' >= p and p' IFp "q~ @ Q/P".  

There is no problem in the definition and as 9,  E, exemplify the sweetness of 

P there is k < ~o such that every q' E q/Ek is compatible with p (choose r ~ 9,  

r_->p, q, apply Definition 7.2(1)(d) for q, r). By Definition 7.2(1)(c) there is 

q * E D ,  q*>=q, q, for k =<i<r Moreover q*Eq/E~.  So by the choice of k, 

q*, p are compatible, hence for some p'>=p in P, p'lFe " q * ~  Q/P".  As 

U .< , ,A ,  is dense in P, w.l.o.g, for some n, p'@ A,. 
By the choice of the n(i) (i < o~), clearly, for some i, k < i < ~o, n(i) = n. As 

q~ =< q*, clearly p'lF,, "qi E Q/P",  hence in �9 (as p ' E  A.~)) the conclusion 

fails, hence the assumption fails, i.e., for any q ' ~  q/Ei for some p " E  A.to, 

p">=p and p"lFp " q ' E  Q/P".  But this is the desired conclusion of (1). 

(2) We can replace p by any po => p (po ~ P) in (1), so for every po => p there is 

n satisfying (*) (with po instead of p), for some k,. Apply (*) for q' = q and 

get p'  => po, p'  ~ A,, and of course A~ C A *. 

7.5. THE AMALGAMATION LEMMA. Suppose PI, P2 are sweet, Po< BA(P~), 

BA (P2), then O = P. *~,o P2 is sweet. 

PROOF. Let, for e = 1,2, the sweetness of P, be exemplified by 9e, E,~ 

(n < oJ). By Claim 7.3(1) there are sets A,  C_Po, of pairwise compatible 

elements, and let 9 = {(pl, p2) : p, ~ D~, p2 ~ D2, (pl, p2) E O}. 

Suppose (pl, p2) E 9,  and let po ~ Po exemplify it, i.e., po IFpo"p, E P, /Po" for 

e = 1,2. By Claim 7.4(2), U , ~ s A ,  C_ Po is dense over po where S = {n : for some 

k, < ~o for every p '1 E p l /E  ~., there is p~ ~ A,, p~ >= po, and p~ IFJ.o "p ~ E Po/PI"}. 

Apply again 7.4(2), this time for Po< BA(P2), and {A, :n  E S}, and we get 

that U , ~ w A ,  C Po is dense over po where W ={n E S:  for some e, < ~o for 

every p2Ep2/E,:  2 there is p ~ A , ,  p~>=po and polI-p o '  "p2EP2/Po"}.' Choose 

n E W .  Let m = Max {e,, k, }, then for any ' 1 , ~  , E  2 pl E p,/E,. ,  p2 p2/ m, therearep~,  

po => po, po, p~ E A .  and p0 I1-~,o p. E 1:',/Po for e = 1,2. But as p~, p~ E A,, they 

are compatible, and their common upper bound exemplify (p ~, p~) E Q. We have 

proved 
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(,) For  every  ( p t , p 2 ) ~  there  is m < t o  such that for  every  

p',Ep,/E~, ' "- p2 E p2/E.,, 
"p~ thereispoEPo, polkpo"p'~EPl/Po" andpolkPo EP2/Po". 

Define for (p~,p2)E Q, m(p,  p2) as the minimal m < to for which the 

s ta tement  (*) holds. 

Now define the equivalence relat ions E ,  on ~ : (pt,p2) Et(p'~,p;) iff ptE~+tp', 
p2E~+,p~ where  m = m(pl,p2)= m(pI,p~). The  checking of Defini t ion 7.2(1) is 

trivial, e.g., 

Condition (a): Trivially E,  is symmetr ic  and reflexive, and it is transitive. 
k . r ,  ~ k + l  k + l \  "~ For suppose (p~,potzetpl ,p2 ), for  k = 1,2, then m(p't,p~)= m(pLp~) and 

m ~ l 3 3 m(p~,p~)= m(p~,p 3) hence (p.p2) = m(p.p2), and call the c o m m o n  value 
k 1 k + l  k 2 k + l  2 I m. So also pIE,,+,pl , p2E,,+,p2 , for  k = 1,2, and as E . . . .  E. ,+,  equivalence 

relations,  p~iE'~+,p2, p~E2..+,p2. We can conclude (p~,p~)E,(p~,p~), so E, is 

transitive. 

It is quite clear that E,+~ refines E,  and E. has 

<--I{p./E. : p . E ~ . , n  <to}[xlip2/E. : p ~ E ~ , n  < w}l_-<~t0 

equivalence classes. 

Note  also 

(**) If m = m(p,,p2),(p,,pE)U_ 9 ,  and p', U_pl]E~,p~,U_p2/E~, 
then m(p',,p~)= m(pl,p2). 

7.6. THE COMPOSITION LEMMA. 

is sweet where 

7.7. DEFINITION. 

I[ P is sweet and Q (in v p) is UM then P * Q 

(t,, T,) --5_ (t2, T2) iff T, C_ T2, t, C_ t2 and t, = h [ n for  some n. 

PROOF. Let  D ~ E ~ (n < to) exemplify the sweetness of P, and let {A, �9 e < to} 

enumera t e  {p/E ~ : n < to, p E 9~ Now define 

= {(p, (t, T)) : p E 9 ~ O Ikp "(t, T)  E Q"}.  

Clearly @ is a dense subset of P *  Q. Now we come to the main point,  the 

definit ion of the E .  : 

For  (p,  (t,, T,)) E @ (l = 1,2), (p,, ( t .  TL))E. (p2, (t2, T2)) iff the following condi- 

t ions hold: 

U M  = {(t, T)"  T C ~>2 a perfect  nowhere  dense  tree,  t = T Iq ">2 for some n}, 
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(a) piE~ 
( / 3 )  t ,  = t2, 

(y)  for every m < n, there is p E Am, p > pj iff there is p ~ A,., p > p2, 

(~) suppose m < n and there is p E Am, p __-> p, and let ~/E ">2, then there is 

pEAm, p IFp"7/~ T~" iff there is pGAm, p IFp "T/~ T2", 

(e) let kin(q) be the minimal k such that for every q ' E q / E  ~ (3rEAm) 
(r _-> q) implies (3r E Am)(r > q'). 

Now we demand that for m < n, k~(p~) = k~(p2) and p,E~ (but 

note that if (y) holds, " plEk~eop2 implies kin(p,)= km(p2). 

The following fact is important: 

7.8. SUBCLAIM. Let p @ 9  ~ k =Max{k~(p):m < n } U { n } ,  and suppose 

p' E 9, p'Ekp and p'  _-> p. Then: 

(1) For any ( t ,T)  such that (p , ( t ,T))E9 also ( p ' , ( t , T ) ) E 9  and 

(p, (t, T))E. (p', (t, T)). 

(2) For any m < n, there is q ~ Am, q => p if and only if there is q E Am, q -> p'. 

PROOF OF THE SUBCLAIM. 

(1) The only problematic point is (y)  in the definition of E,, which is just (2) of 

the Subclaim. 

(2) Now the "if" part is obvious as p'>p, and the "only if" part by the 

definitions of k,,,(p) and k. 

CONTINUATION OF THE PROOF OF 7.6. SO we have to check the conditions in 

Definition 7.2(1). 

Condition (a). Trivial (in proving that E, is an equivalence relation, for (8) 

note (T) implies we can replace p _->p~ by p >p2,  and by p -_>pj, p2; for (e) note 

(~) and that Am is directed). 

Condition (b). Let (pl,(h, T,)), (pE,(t2, "s be E,-equivalent,  and we have 

to find a common upper bound equivalent to them. Let km(p~) be as in (e). So by 

(e), for m < n ,  kr~(pl)=km(p2) for m < n  and let k=Max{km(p~):m< 
n}U{n}. So by the definition of E,, p~E~ 

So as 9 ~ E ~ exemplifies the sweetness of P, and Definition 7.2(1)(b), clearly 

there is p*>-p~, p2, p*E~ A common bound is (p*,(t, T1UT2)) where 

t =  t~ = t2 (by (/3)). Easily it belongs to P *  Q and even to 9.  

Let us check the conditions for (p~, (t~, T~))E, (p*, (t, T~ O T2)). 
(at) As k > n ,  E ~ E ~  . o . o = p E~p!, clearly p E,p~. 
(/3) Holds by the choice of t. 
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(r) 

So we have proved (p*, (t, T, U 

, 0 Holds as p Ekp,, and by the choice of k and Subclaim 7.8(2). 

Suppose m < n, rt ~ ">2 and there is p E A,,, p => p~, so as A,, is directed 

and by (Y) there is such p ==-p,, p2, p*. By (6) for (p,,t, T,)E,(p2,(t, T2)); 

there is r ~ A , , ,  r l F e " r t ~  T~" if and only if there is r E A = ,  r IFe"~ E 

T:". So if there is r CAm, r IF,, " r t ~  T,", then, as A,, is directed, there is 

r 6 A,,, r IFe " r t ~  T~ U T2". The inverse is even easier: if there is r E A,,, 

r IFt, "r/~ T~ U T2", clearly for the same r E A,,, r IF,. " r / ~  T~" 

Trivial. (Use 7.8 again.) 

T2))E, (pl, (t, T~)) hence prove condition (b) for 

Definition 2.1. 

Condition (c). Suppose (p~, (t~, ~))E~ (p~, (to, T.)) for n =< i < oJ and we have 

to prove that the set {(p,(t~,~)):n<=i<=w} has an upper bound in 

(p,,(t~,T~))/E,. We know that for i < t o ,  i ~ n .  p, Ekp~ where k =  

Max {k,, (p,~) : m < n} U {n}. So by condition (c) of Definition 7.2(1) for P, there 

is p*, p* = p~ for n = i _-< oJ, and p* E p~/E ] (really a short argument is needed, 

but such an argument appears in the proof of QIF"T* is nowhere dense"). By 

(/3) we have t~ = t for every i. We shall prove that (p*, (t, T*)) is an upper bound 

as desired where 

Let us check that 

U T, i f p * E G , , ,  

T~ otherwise. 

T* a perfect subtree of ~ >2, O IF "T* n t>2 = t for the suitable l "  

is trivial. 

The main point is 

IF "T* is nowhere dense ". 

So let ~E ~> 2 ,  r E P ,  and we have to find ' > ~> p =r ,  u E  2, ",7<~u such that 

p ' IFp"v~ET*";  w.l.o.g, r>-_p * or r, p* are incompatible. In the second 

possibility the statement is trivial so assume r => p*. As (p,~, (t, T,,)) E 9,  there is 

r ' =  > r such that for some v E '~>2, r/<~ v, r' U-e " u ~  T~", and w.l.o.g, r' ~ ~". For 

every i, n _-< i < to, i > l(v) let l ( i ) <  to be maximal such that for some r e ( i )<  i, 
r 0 r/E,ci~ = A,.~i~. Suppose l(i) exists, which occurs for every i large enough, say 

> io. So for every/', io<=j <= to, as (p~(t, ~))E,(pj ,( t ,  ~))  and as m ( j ) <  h and as 

there is p E A,,o~, p _>- p,~ (take p = r'), by (y) of the definition of E, there is 
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rO E A..n, "> , ,, rj =p j .  Similarly by ( 6 ) t h e r e  is rj E A.,<n, r~ Ikp v f f  T "  ( r e m e m b e r  

o (exists as A.,o) is directed).  / ( v ) <  io<=j). Let  rj EA.,~n,  r j -> r j ,  rj 
0 t Notice  that  r~E , j ,  and l(i) may  be < i, but  it d iverges to infinity, and 

l(i)<=l(i+l). Let  ik be  the first i such that  l ( i )>k,  so {r~ . . . . . .  r~+,-l} are 
l t 0 �9 all E~-equivalent  to r ,  so they have  a c o m m o n  bound  r ' ~  r/Ek; if ik = tk+~, let 

r ~ =  r ' .  H e n c e  the set {r~: n _-< k < w} U (r ' )  has a bound  r*, so r* => r ' ,  r~ for  

i>=i., and clearly r * l k p " v ~  T~" for  i, l (n)<=i<w and also for  i = w  (as 

r* ~ ' " = r ). H o w e v e r  ~ Ik T~ is nowhere  dense"  for  every  i. So we can define by 

induct ion on i, n ~ i > i. + 1, r*,  ~,~ ~ ~ such that  r*. = r*, v. = ~,, u~ < v . ,  

and * " * Ik" r ~ + ~ l k " v ~  7]/ . Now r* " _ ~.+~, ~,~.+~ are as required,  as r ~.+~ v~.+~ ~ T~ for  

every  i, n =< i _<-- w (for i > i. by the choice of r* and r ' .  for n =< i < i. by the 

choice of * < * * " T *  r ~+~ = r ~.+~). So r ~.+~ Ik ~ is nowhere  dense" ,  and we can conclude 

that  (p*,(t, T * ) ) ~  9 .  Now 

(p*,(t,T*))>=(p~(t,~)) f o r n ~ i ~ w  

trivially, and we shall p rove  

(p*,(t, T*))E.(p,o,(t, T~)). 

We have to check ( a ) - ( e ) .  This is similar to the proof  of condi t ion (b), but  

never theless  we check.  
* 0 , As p Ekp~, p = po, k = Max{k,  (po)" m < n} U {n} it is easy to check ( a ) ,  (7),  

(e).  Now (13) is trivial, so we remain  with (8). Let  m < n and assume there  is 

rEAm, r>>_po (or equivalent ly  r>=p*), If r / E " > 2 ,  and there  is pEAm,  
p l t - e " ~ T * "  then  trivially for  the same  p EAm, p lke"rl~T,o". Suppose  

p CAm,  p Ike " r l ~  To" ,  p ~ p o .  So, as in the previous  a rgument ,  there  is p'>=p, 
p 'EAm and for  some  k, p ' l k " r / ~  T~" for  k =< i =< ~o. As  (p,(t, ~))E,(po,(t, T~)) 
there  are p',@Am (n _<- i < k) ,  p'~ll-"'0 ~ T~". So as A,. is d i rected {p'~: n ~ i < 

k}LJ{p'} has an upper  bound  in A,,, p",  and clearly p"lke " r / ~  T * " .  

Condition (d). Suppose  (p, (t, T))  =< (q, (s, S)) are in ~ and n < w. Let  k~ = 

M a x { k , . ( q ) :  m < n}U{n} ,  and let k 2 >  k~ be such that  for  every  p'Ep/E~2, 
t / ~ [ I  II 

p ' ,  q have  an uppe r  bound  in q~ k,. Let  q/Ek, be A,.<0~ and n(0) be minimal  such 

that  s C "<~ and let k = k2 + m (0) + n (0) + 1. 
We claim that  (p ' ,  (t, T'))Ek(p, (t, T))  implies that  (p ' ,  (t, T')) ,  (q, (s, S)) have  a 

c o m m o n  upper  bound  in (q, (s, S))/E.. 
" * E "  We know by k2's definit ion that  there  is p*>=p', p, q, such that  e k,q (as 

k >- k2, p'E~ Because  (p, (t, T))  N (q, (S, S)), clearly for  "q E "c"~>2 - s, 

q l k " ~ f f T "  so (3r~A.,(o~)(r>=pArlk"rlfY_T"). hence  as (p',(t,T'))Ek 
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(p, (t, T)), m(0), n(0) < k there is p,~ E Am(o), p* IF "r/iE T '" .  Let p* E q/E ~ = 
A,.(01 be a common upper bound of {p 0, p ,  : r / E  _, r / ~  s}. 

Let 

J" S U T' if p* is in the generic subset Gp, 

T* [ S otherwise. 

Clearly if (p*, (s, T*)) E ~, then it is _--- (p', (t, T')), and => (q, (s, S)). 

First let us prove (p*, (s, T*)) E ~,  clearly p* E ~ 0  so we have to prove only 

IFe "(s, T*)(E U..M". Clearly IFp "T* is a perfect nowhere-dense tree", so we have 

to prove for r / E  "(~ IF " r / E  T* if[ rl E s".  If rl E s, then because (q, (s, S)) is a 

condition Ibe " 7 / E  S"  but Ibe "S C T*" hence IFe " r / E  T*" For the other 

direction assume r / E  "(~ - s, r ~ P. W.l.o.g. r ~_ p* or r, p* are incompatible in 

P; in the second case r IF"T * =  S"  so we finish. In the first case clearly as 

(q,(s,S))E @, q IF"'0 IE S" ,  but (q , ( s ,S ) )~  (p,(t, T)) hence q IF"r/IE T",  hence 

p*~IF"~IET'" (see its definition above). So r>=p *, p*>=q, p*>=p*,, 
q IF~, "r/iE S",  p*lFe "r/iE T ' "  and p*lFe " T * =  T ' U  S".  Clearly this implies 

r IFe "r/iE T*". So we have proved (p*,(s, T*) )E  @. 

The problematic point is checking (p*,(s, T*))E,(q,(s, S)). Condition (/3) is 

trivial, (y)  holds by Subclaim 7.8(2), and the choice of k, p* and conditions (a),  

(e) too are clear: So we are left with condition (6); so suppose there is ro E A,,, 

T , ro=p , q and r / E " ' 2 .  If there is r E A m  and rlFe"r/iE *" then by T*'s 

definition, r IFp "rile S" .  
Now suppose there is r E A,,, and r IFp "DIE S".  As A,, is directed, ro E A,,, 

w.l.o.g, r - ro _-> q hence r IFe " T  C S"  (as q IF "(t, T) =< (s, S)"). 

So clearly r IFe "r/IE T". Hence (as (p', (t, T'))Ek (p, (t, T)), k > k2 and there is 

r' E A,,, r' => p (use ro => p* => p), there is r' E A,., r' IFe "r/iE T' ", w.l.o.g, r' = r. 

_ "  T , so we finish the proof As r IFe "rile T ' "  and r IFe "'O IE S , clearly r IF~ "r/iE *" 

of condition (6) (for m), hence of condition (d) of Definition 7.2(1). 

7.9. DEFINITION. 

(1) A sweetness model is (P, @, E, )  . . . .  P a forcing notion such that @, Eo 

(n < oJ) exemplify its sweetness. We allow one to write BA (P) instead of 

P. 

(2) For sweetness models ~ ~ r , (P , ~  , ' ( P , @ , E , ) , < ~  for l = 1 , 2 ,  E,),<,. < 
(p:, ~2, : 

(a) P ' <  p 2  ~ ' C  ~2, E~ is E2, restricted to ~ ' ,  

(b) p E ~ ' ,  n < o implies p/E2.C_ P~, 
(c) p ~ q ,  p E ~ 2  q @ ~ ,  i m p l i e s p E ~ t .  

Sh:176



Vol. 48, 1984 SOLOVAY'S INACCESSIBLE 41 

7.10. CLAIM. 

(1) < is a quasi-order. 

(2) If (Pk, gk, Ek.).<~<(Pk+',9~*',Ek.+').<,o 

Uk<~Ek) is a sweetness model 

(U,<~P k, Uj,<~9", Uk<,.,E~). 
(3) If (P, 9 ,  E,),<~o is a sweetness model, P <  Q, P dense in Q, then 

(Q, 9 ,  E,),<,o is a sweetness model > ( P ,  9 ,  E , )  . . . .  

then (Uk<~P k, Uk<,,,9 k, 
and (Pk, Uk<~ 9k, E~),,<,, < 

PROOF. Easy. 

7.11. THE COMPOSITION CLAIM. If (pO, ,, o 9 ,E~176 is a sweetness model then 

there is a sweetness model (P~ ,9  ~, ' " E , )  . . . .  > (pO, 9 , E','), P '  = pC,, U M (when 

we identify p E Po with p = (p,O) E p o ,  U M; remember  g E U M is a minimal 

element). 

PROOF. 

As in Composition Lemma 7.6, we can define 9,  E,  (n < ~o) exemplifying the 

sweetness of pO, UM and w.l.o.g. 9 A pO = Q. We let 
(~) 9 '  = 9 " u  ~, 

(fl) hE,,r21 if and only if rl, r2 E 91, rlE, r2 or rl, r2 E 9 ~ rlE,r2." 
Clearly P~ is a quasi-order, and 9 is a dense subset of it. Hence P~, 9 are 

equivalent, hence P ' ,  p 0 .  U M are equivalent. It is also clear that p o <  p~, p , / p  

is equivalent to UM vP''. Also conditions (a), (b), (c) of Definition 7.9(2) are 

obvious. But we have to check (P~, 9 ~, E~,) is a sweetness model. In Definition 

7.2(1) only part (d) is problematic. Let r~ < r2, n < w; if r,, rzE 9 or r~, r2EZ- 9 ~ 

then we use the sweetness of ( P ~ 1 7 6 1 7 6  . . . .  (P ~ ,9 '  , E,),<~ respectively. 

Otherwise necessarily rl C po, r2 : (p,  q) E 9 ~ hence rl, p are in 9 ~ Now by 

Subclaim 7.8(1), for some m, p'~_p/E,, ,  p'>=p implies (p',fl)E~,(p,q), and by 
the sweetness of o o o (P , 9 , E , )  for some k, r~ E r~/E~, implies r'~, p have a common 

bound in piE",,, as r, =< p. So clearly k is as required. 

7.12. THE AMALGAMATION CLAIM. Suppose (P1, 91, E~,) . . . .  (P2,92, E2,).<,o 

are sweetness models, Po< BA(P~), Po< BA(P2). Suppose that we identify 

p E P 1  with (p,O)@PI*PoP2. Then there are 9 ,  E,  ( n < w )  such that 

(P~*poP2,9, E,),<,o is a sweetness model > ( P ~ , 9 ~ , E . )  . . . .  

PROOF. By Lemma 7.5 there are D*,  E*  exemplifying the sweetness of 

P1 *po P2, as defined there. By Lemma 7.3(2), w.l.o.g. @*N Pl = 0 .  Let 

(a )  @ = ~ *  u ~t. ,  
_ r l E  . r 2 .  (fl) tiE.r2 if and only if rl, r,U_9*, hE*r2 or r,,rzU_9,, 
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We first check that (P~ *po P2, ~, E,,).<~ is a sweetness model as in Claim 7.11, 

and then it is even easier to check 

(P,, @,, E'.).<,o < (P, ~, P2, @,, E.) . . . .  

7.13. CLAIM. If (P, @, E,),<~ is a sweetness model, f an isomorphism from 

B~ onto B2 where B~, B2 are complete Boolean subalgebras of BA (P), then 

there is a sweetness model (Q, @', E',),<~ > (P, @, E,),<~ and complete Boolean 

subalgebras B'~, B~ of B A ( Q ) ,  and an isomorphism f '  from B~ onto B' ,  such 

that: B , < B I ,  B2<B~, fC_f '  and 
(1) B ' ~ = B A ( P )  (as P < Q ,  B A ( P )  is a complete Boolean subalgebra of 

BA (Q)), or even 

(2) B'j = B ' = B A ( Q ) .  

PROOF. 

(1) This is a restatement of 7.12 (more exactly, a particular case of it). 

(2) Define by induction on 1, (Pt ,~t ,  Et,) . . . .  an increasing sequence of 

sweetness models, and complete Boolean subalgebras Bt~, B~ of BA (U) ,  

and an isomorphism f~ from B ~ l BC~= o onto B2, such that B~, B2 = B2, 
fo=f, (pO,@O, EO ) . . . .  and B~t+~=BA(P2'), B]t+2=BA(p2'+~). The in- 

duction step is by 7.13(1), and at last let 

p '=  U P', ~ ' =  U ~', E. = U E'. 

and so U~<,of t is an automorphism of U t  B A ( U ) ,  hence there is a unique 

extension f '  to an automorphism of its completion which is 
B A ( U t < ~ P t ) = B A ( P ' ) .  By Claim 7.10, (P ' ,~ ' ,E ' , ) ,<~  is a sweetness 

model > (Pt,@~,E~,),<o for each 1, hence (for 1 =0 )  > ( P , @ , E , )  . . . .  Of 

course f '  => fl _> f0 = f, so we finish. 

7.14. MAIN LEMMA. Assume CH holds. Then there is an increasing continu- 

ous sequence of sweetness models (P~, ~" ,  E,~),<,o for a < to~ such that letting 

P = U . . . . .  then 
(*) (a) B A ( P )  satisfies the countable chain condition and B A ( P ) =  

U . . . .  BA (P~), 

(b) for every countably generated, complete Boolean subalgebras B~, B2 of 
BA (P) and any isomorphism [from B~ onto B2, f can be extended to an 

automorphism of BA (P). 
(c) for every complete, countably generated Boolean subalgebra B~, B2 of B, 

B~ C B2, there is an automorphism f of B, f I B~ = the identity, and B2, 
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f(B2) are freely amalgamated over Bj, i.e., we can embed B2*o,f(B,_) 

into B by a function which is the identity over B2, 

(d) for arbitrarily large a 

BA(P~. , ) /BA(P~) = UM p,,. 

PROOF. Trivial by 7.10, 7.11, 7.12, 7.13. 

7.15. CLAIM. Forcing with UM makes the union of all "old" closed nowhere- 

dense subsets of ~2 ("old" means with a definition in the ground universe, but 

allowing members to be new reals) into a set of the first category. 

PROOF. Trivial (see Definition 7.7). 

7.16. MAIN TItEOREM. (1) For every universe V of set theory satisfying the 

continuum hypothesis, there is a generic extension V e in which every set of reals, 

defined (in V ~') by a first-order formula with a real and ordinal parameter, has the 

Baire property. 

PROOF, By Solovay [7] from the Main Lemma 7.14 and Claim 7.15. 

Again by Solovay [7]: 

7.17. CONCLUSION. The following theories are equiconsistent. 

(1) ZFC, 

(2) ZFC + "every set of reals definable by a first-order formula with ordinal 

and a real parameter has the Baire property", 

(3) ZF + DC + "every set of reals has the Baire property". 

REMARK. The proof of 7.17 is, in essence, like this: (1) =), (2) by the forcing P 

from 7.14; (1) ~ (3) as we can take the subuniverse of V" consisting of sets 

hereditarily definable from a real and ordinal parameter; now (2) :~ (1) trivially 

and (3) :z~ (1) by Godel's work on L. 

CONCLUDING REMARKS. 

(1) The proof will be much shorter if we were able to waive Definition 

7.2(1)(d), but this causes difficulty in Claim 7.4. 

(2) It is not clear whether sweetness is preserved by composition. It would be 

true if we were to waive Definition 7.2(1) part (d), but even so our proof (of 

Composition Lemma 7.6) works for some class of forcing notion, but as we have 

no other example in mind we have not carried this out. 

(3) Even the product of N1 Cohen forcing (with finite support) is not sweet 

(because of Definition 7.2(l) part (b)). 

(4) In fact if P, < P.+~, each P, is sweet, then I,.J,<~,p. is sweet. 
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CLAIM. If P < Q, O sweet, then P is equivalent to a sweet forcing. 

PROOF. Define on O an order <*: 

q~ =* q2 iff (a) there is p ~ P, p _--- q2, p I1-~, "q~ E Q / P "  

or (b) qj-_< q2. 

It is easy to see that =<* is transitive, Q* = ({q :q E O} ,_  <-*) is equivalent to P 

(and P is a dense subset) and the 9,  E, exemplifying the sweetness of O 

exemplify the sweetness of Q* 

w The uniformization property for the Baire category 

The uniformization property is a strengthening of "every definable set of reals 

(with real parameters only) has the Baire property" and Solovay proves that it 

holds in the model he uses. 

The construction in the last section suffices to prove that it is consistent (if 

ZFC is consistent). 

8.1. THEOREM. Suppose for simplicity V = L. Then some inner model of a 

forcing extension V P of V (with P of power N~, satisfying the ccc) satisfies 

Z F  + D C  and 

(a) Every set of reals has the Baire property. 

(b) Suppose for x ~ R, A~ is a non-empty set of reals and (Ax : x E R) is a set. 

Then there is a function h, Dora h = R, h (x ) E Ax except for a first-category 

set of reals. 

REMARKS. (1) We know V P itself satisfies (a) and (b) for sets definable with 

real and ordinal parameters. 

(2) Woodin has showed that if V ~ ZF + DC + (b), then V can be elementar- 

ily embedded into some forcing extension of it. (Force by Borel non-first- 

category sets, then define a filter D on R, and embed V into Va/D, x ---> (x : x E 

R)I~.) 

PROOF. The proof is like that of Solovay [7], except that we use Lemma 8.2 

(see below) at one crucial point. We define a finite support iteration (Pi, Qj.: i =< 

oJ~, j < oJ~), where Pi is sweet, as in 7.14, and let P = P,,. 

We shall eventually use the class of sets in V e which are hereditarily definable 

by a real and a member of V. So we can work in V" ; note that for every/3 < oJ, 

{r : r a real in V' ,  r not Cohen generic over V p~ } is (in V P) of ' the first category 

(as for some y >/3, 0~ = U M). 
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Now suppose ,r x, a)  is a formula defining y E A~, a a real (we suppress the 

parameters from V). So for some a < ,o,. a E V po. 

Now suppose x E V p is Cohen generic over V eo, so for some y and /3, 

a </3 <~o,, x, y ~  V e" and V ~ , p [ y , x . a ] .  w.l.o.g, let x, y be the Po-name 

II-p, " , r  and x is Cohen generic over V ~ " .  

We use Lemma 8.2 with P~, for Pc,, P~ for P,, x for {'q : ( p , ~ ) E  G p,}. If for 

some 7 < o~,, (P ,  D ,  E~),<,~ is like (P, D, E,)  in Lemma 8.2, then we can finish 

as in Solovay [7]. But we could have replaced a by any a ' ,  a < a '  < ~ot. So there 

is no problem to guarantee this in constructing the iteration. 

8.2. LEMMA Suppose 

(a) (P, ~,, E'.).<~ are sweetness models for I = O, I, 2, and (Po, @o, E " ) . ~  < 
(P2, ~ ,  E2~)~<~ and Po < P~ < P2. 

(b) P, = {(p,r/):p E ,~ with r/. (~, r/) and p, (p,Q) identified and 

(p, q) <= (p', q') if and only if p <= p' (in Po) and rl ~- rl' (i.e., r 1 is an initial 

segment of rl') (so P~/Po is Cohen forcing). 

Then there is a sweetness model (P, ~, Eo).<. such that: 

(1) (P,,,.~,, EC~)~<. < ( P , ~ , E . )  . . . .  

(2) For any G, C_ Po generic ooer V, in V[Gol the following holds : Ibe~e,, "there is 

a function H from P2/Po to subsets of "~ to, such that: if G C_ ~ > to is generic 

over VlGo][Gp,eo] then {p C P2/Po :H(p) f ' l  G ~  ~3} is a directed subset of 

P2/P,,, generic over VlG0], and including G" .  

PROOf. Let P be the set of functions f such that: 

(a)  The domain D o m f  of f is a finite subset of ";'w closed under initial 

segments, which is not empty. 

(13) f ( r / )E  6_./)~ for r /~-Domfi  

(3') If 71 < v are both in Dom/,  then [(r l )<-[(v)  (in P:). 

(~5) There are n < ~ ,  and r ~ P o  such that for any p' .Ef(r l) /E2.  (for 

r / E  D o m [ )  there is r ' E  r/E~ = r/E~ such thal 

r '  I ' " ' I-~, o [p,,. r t belong to P2/Po, moreover rt IFj.,,~,,, p .  ~ (P~/P,,)/(P,/P,,)'l. 

Let, for f ~  P. n(f)  be the minimal n for which (6) holds. The order on P is 

defined by: 

[t<=f2 i f fDomf,  C_Dom[~ and for r/ E Dom f,, ft(n)<-f2(rl).  

Now we shall define the sweetness model. First, let @ = P. Second, we have to 

define its equivalence relations. As a preliminary step, we define for every [ E 

and n < ~o a function kr from Dom f to to. The definition is carried by downward 
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induction on the length of r / E  Dom f (this is possible as Dom f is finite). So we 

should have written kt., (rl). 
Let kt(rl) be the minimal k which is >=n, >->_n(f) and for every 

r/^{i) E Dotal ,  for every q'Ef(TI)/E 2 there is r E f(TI ^(i})/E~r~,~u n, q'<= r. 
There is such a k as r/^ {i)E D o m f  for finitely many i's only, and condition (6) 

of the definition of the sweetness model. 

So now at last we come to defining the E, 's :  

fE, h iff f, h have the same domain, the functions k t, kh are equal, and 

f(71)Ek~,)h(rl) when -q E D o m f .  

8.3. FACT. In the definition of E,  we can drop "kl, = kr2". Moreover i f f  E 9, 
h a monotonic function from D o m f  to 92, and fOj)Ekrh07 ) for every r / E  

Dom H, then h E 9, fE, h. 

PROOV. Clearly it suffices to prove the "moreover".  Now by n (f)'s definition 

there is r such that: 

for every p '~ E f('o )/E2, (71 E Dom f)  there is r' E r /E~ = r/E~, s.t. 

r' IFpo "p~,, r /belong to P2/Po, moreover r/Jkp,/po p~ , E (P2/Po)/(P~/Po)". 

But p'~Ef(rl)/E~ iff p~Eh(~l)/E2,. So h satisfies condition (8) of the 

definition of P. Now (-y) was assumed (h monotonic) as well as (/3) and (a)  (as 

f E P). As Range h _C 92, h E 9. 

Now r, n(f) witness n(h)<= n(f),  and the inverse inequality is proved similarly 

(as f('q)EZ, ct)h('o) implies that hOT)/E~=f(~q)/E~ for m <= n(f)). So n(f)= 
n(h). Now the equality kt(rl) = kh (r/) is proven by downward induction on 7/. So 

we have proved Fact 8.3. 

Now we can easily prove that (P, 9,  E,),<,o is a sweetness model. 

Now note that Po ~Z P, whereas we want (Po, ~0, E,),<,o < (P, 9,  E,).  So let 

P '  = P0 U P (assuming they are disjoint), 

p<=q (in P') iff p, qEPo, Po~p<=q or p, q E P ,  P~p<=q 
or p EPo, q EP ,  D o m q ~ O  

and p =< q(r/) for every r / E  Domq, 

@ ' =  9oU@, 

E'. = E'.' U E.. 

Now the rest is trivial. 
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