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SACCHARINITY 

JAKOB KELLNER AND SAHARON SHELAH 

This paper is dedicated to the memory of Greg Hjorth. 

Abstract. We present a method to iterate finitely splitting lim-sup tree forcings along non-wellfounded 
linear orders. As an application, we introduce a new method to force (weak) measurability of all definable 
sets with respect to a certain (non-ccc) ideal. 

Introduction. 
Non-wellfounded iterations. We introduce a method to iterate lim-sup finitely 

splitting tree forcings along linear, non-wellfounded orders. 
There is quite some literature about non-wellfounded iteration. E.g., Jech and 

Groszek [4] investigated the wellfounded but non-linear iteration of Sacks forcings. 
Building on this, Kanovei [7] and Groszek [5] develop non-wellfounded iterations 
of Sacks forcing. In spirit, their construction is close to the construction of this pa­
per, but the implementation is quite different. Zapletal gives an illfounded iteration 
construction in the framework of "idealized forcing" [15], it seems that his results 
give some of the properties of our construction (e.g., com-bounding) for a more 
general class of forcings, cf. his Theorem 5.4.12.' Regarding finite support, Bren-
dle [1] developed finite-support non-wellfounded iteration constructions, based on 
the second author's method of iterations along smooth templates [13]. Brendle's 
paper also contains the important observation by Hjorth (answering a question of 
Hechler) that it is impossible to have an illfounded iteration of forcings that all add 
dominating reals. 

Measurability. As an application of our method, we introduce a new way to force 
measurability of definable sets. 

In the seminal paper [14] Solovay proved that in the Levy model (after collapsing 
an inaccessible) every definable set is measurable and has the Baire property. 
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1154 JAKOB KELLNER AND SAHARON SHELAH 

In [11] the second author showed that the inaccessible is necessary for measura-
bility, but the Baire property of every definable set can be obtained by a forcing P 
without the use of an inaccessible (i.e., in ZFC). This forcing P is constructed by 
amalgamation of universally meager forcings Q. So every Q adds a co-meager set 
of generics and has many automorphisms, and the forcing P has similar properties 
to the Levy collapse. The property of Q that implies that Q can be amalgamated 
is called "sweetness" (a strong version of ccc). One can ask about other ccc ideals 
than Lebesgue-null and meager (or their defining forcings, random and Cohen), 
and classify such ideals (respectively forcings) according to whether they behave 
like Cohen or like randoms see, e.g., Sweet & Sour [10]. 

For (non-ccc) ideals corresponding to tree forcings Q, forcing measurability can 
be much simpler, see Section 6 about the Cohen model. In this model, all definable 
set are g-measurable (e.g., Marczewski measurable for Q = Sacks forcing). The 
proof is a simpler version of Solovay's: Cohen forcing is homogeneous and adds 
subtrees S e Q n V[G] to all T e Q n V such that all branches of S are Cohen 
reals. 

In this paper, we introduce a new construction that gives a variant of measurability 
(weak measurability, as defined in 3.3) for all definable sets: Instead of iterating 
basic forcings Q that have many automorphisms and add a measure 1 set of generics, 
we use a Q that adds only a null set of generics (a single one in our case, and this 
real remains the only generic over V even in the final limit). So Q has to be very 
non-homogeneous. Instead of having many automorphisms in Q, we assume that 
the skeleton of the iteration has many automorphisms (so in particular a non-
wellfounded iteration has to be used). 

We use the word Saccharinity for this concept: a construction that achieves the 
same effect as (an amalgamation of) sweet forcings, but using entirely different 
means. 

Acknowledgments. We thank the referee for pointing out many typos and unclar-
ities, and for providing section 6. 

Annotated contents. 

Section 1, p. 1155: We define a class of finitely splitting tree forcings with "lim-
sup norm": The forcing conditions are subtrees of a basic finitely splitting 
tree that satisfy "along every branch, many nodes have many successors". 

Section 2, p. 1160: We introduce a general construction to iterate such lim-sup 
tree-forcings along non-wellfounded total orders. It turns out that the 
limit is proper, a?60-bounding and has other nice properties similar to the 
properties of the lim-sup tree-forcings itself. 

Section 3, p. 1170: We define (with respect to a lim-sup tree-forcing Q) the ideals 
I and F (the < 2H°-closure of I). These ideals will generally not be ccc. 
We define what we mean by "X is weakly measurable" and formulate our 
application: Assuming CH and a Ramsey property for Q (see Section 5), 
we can force that all definable sets are weakly measurable. (This section 
requires only Section 1.) 

Section 4, p. 1172: Assuming CH, we construct an order / which has many au­
tomorphisms and a cofinal sequence (ja)a€co2- We show that the non-
wellfounded iteration of Q along the order / forces that 2N° = N2> that Ic is 
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SACCHARINITY 1155 

nontrivial, that for every definable set X "locally" either all or none of the 
generic reals rjjs are in X and that the set {rjjs: S E C02] is of weak measure 
1 in the set {77,: i £ / } . 

Section 5, p. 1177: We assume a certain Ramsey property for Q. We show that 
{77,: i E / } is of weak measure 1. Together with the result of the previous 
section this proves the application. 

Section 6, p. 1181: We give a brief comparison with the Cohen model. (This 
section requires only Sections 1 and 3.) 

§1. Finitely splitting lim-sup tree-forcings. We will define a class of finitely split­
ting tree forcings with "lim-sup norm". The simplest example is Sacks forcing. 
Such forcings (and generalizations) have been investigated by many authors, e.g., 
in [9] under the name (Q>Qree (see Definition 1.3.5 there). 

1.1. Basics. Let us first introduce some notation: 

DEFINITION 1.1. Let T C co<co be a tree (i.e., T is closed under initial segments), 
let s,t eco<w,A C T. 

• We write sequences as (a\,..., an) or as {a\,..., a„). In particular, () denotes 
the empty sequence. 

• s •< t means that s is a restriction of t (or equivalently that s C t). 
• t is immediate successor of s if t >z s and lengfh(j) = length(i) + 1. 
• succj(0 is the set of immediate successors of t in a tree T. If the tree T is 

clear from the context we will also write succ(0-
• Nodes s and t are compatible {s \\ t), if they are comparable, i.e., if s -< t 

oxt<s. Otherwise, ^ and / are incompatible (s ± t). 
• The order in forcing notions is usually chosen such that q < p means that q is 

stronger than p. We try to stick to Goldstern's alphabetic convention [3,1.2]: 
Whenever two conditions are comparable the notation is chosen so that the 
variable used for the stronger condition comes "lexicographically" later. 

• Two forcing conditions p and p' are compatible {p || p'), if there is a q 
stronger than both p and p'. Otherwise, p and p' are incompatible (p _L p'). 

• TW := {s e T: s || t}. (So T^ is a tree.) If T is clear, we might also just 
write [t]. 

• T\n:= {t GT: length(f) < «}. 
• A C T is a chain if 5 || t for all s, t e A. 
• b C T is a branch if it is a maximal chain. 

If there exists a ( e i with length n then this t is unique and denoted by b \n. 
• A C T is an antichain if s _l_ t for all s ^ t e A. Unless noted otherwise, we 

will assume that antichains are nonempty. 
• A C T is a front if it is an antichain and every branch b meets A (i.e., 

\br\A\=\). 
• t < A stands for: "t -< s for some s e A". 
. T^n:={teco<»:t±A}. 

(We will use this downwards-closure only for finite sets A. Then T^dB is a 
finite tree.) 

• If A and A' are antichains, then A' is stronger than A if for each t e A' there 
is a s E A such that s ^ / (cf. Figure 1). 

Sh:859



1156 JAKOB KELLNER AND SAHARON SHELAH 

FIGURE 1. F' is stronger than F, F" is purely stronger than F. 

• If A and A' are antichains then A' is purely stronger than A if it is stronger 
and for each s e A there is a t e A' such that s ^ t (cf. Figure 1). 

• l im(r) are the maximal branches of T. We use this notation only for T that 
are "pruned", i.e., have no finite maximal branches; then lim(T) C of is the 
closed set corresponding to T. 

We are only interested in finitely splitting trees (i.e., succ(?) is finite for all t £ T). 
Then all fronts are finite. Note that being a front is stronger than being a maximal 
antichain. For example, {0"1: n e co} is a maximal antichain in 2<<u, but not a 
front. 

ASSUMPTION. Assume Tmax and n satisfy the following: 

• T̂max is a finitely splitting tree. 
• ju assigns a non-negative real to every subset of succrmail(0 for every t e Tmax. 
• /u is monotone, i.e., if A C B then ju{A) < ju(B). 
• The measure of singletons is smaller than 1, i.e., fi({s}) < 1. 

• For all branches b in Tmax, limsup„^00(^(succ(i \n))) = oo. 

Note that such a Tmax has to be perfect. 

DEFINITION 1.2 (The tree forcing Q). 
• If T is a subtree of r ^ x and t 6 T, then nr{t) is defined as the measure of 

the T-successors of/, i.e., fir{t) '•= /i(succr(/)). 
• Q consists of all subtrees T of TmAX (ordered by inclusion) such that along 

every branch bofT 

limsupiju T(b\n)) = oo. 

So T^ax itself is the weakest element of Q. 
For example, Sacks forcing can be defined in this way: Set Tmax := 2<m, and for 

t S rmax and A C succ(?) set 

flengthW ifW=2, 
10 otherwise. 

Then a subtree T of 2<<0 is in Q iff T is a Sacks tree, i.e., iff along every branch there 
are infinitely many splitting nodes.2 

2This example is "atomic" in the following sense: For a node s e T there is an A c succ(i) such that 
n(A) is large but fi(B) < 1 for every B C A. In this paper, we will be interested in "finer" norms. In 
particular we will require the Ramsey property defined in 5.4. 
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SACCHARINITY 1157 

DEFINITION 1.3. A (finite or infinite) subtree T of rmax is n-dense if there is a 
front F in T such that pr(t) > n for every t G F. 

LEMMA 1.4. (1) A subtree T ofTmax is in QiffT is n-densefor every n G N. 
(2) "T G Q" and "T <Q S" are Borelstatements, and "S _L T" is n} (in the real 

parameters Tmax and n). 

PROOF. (1) - K If Dn : = { s e r : MT(S) > n} meets every branch, then 

F„:={seD„: (W £ s)s' $ Dn) 

is a front. 
<-: If b is a branch, then b meets every F„, i.e., pr(b \m) > n for some m. Since 

pr(b \m) is finite, limsup^j^fc \n)) has to be infinite. 
(2) Since rmax is finitely splitting, "F is a front" is equivalent to "F is a finite 

maximal antichain". H 

A finite antichain A can be seen as an approximation to a tree: "A approximates 
T" means that A is a front in T. \{A' is purely stronger than A, then .4' gives more 
information about the tree T that is approximated (i.e., every tree approximated by 
A' is also approximated by A). And, informally, a stronger antichain approximates 
smaller (i.e., stronger) trees. 

We will usually identify a finite antichain F and the corresponding finite tree T^dn. 

DEFINITION 1.5. • A finite antichain F is n-dense if T^dn is n-dense. 
• F = (Fn)neai is a front-sequence, if Fn+\ is n-dense and purely stronger 

than Fn. 
• A front-sequence F and a tree T e Q correspond to each other if F„ is a 

front in T for all n. 

FACTS 1.6. • If F is n-dense and F' is purely stronger than F, then F' is 
n-dense as well. (This is not true ifF' is just stronger than F'.) 

• IfT&Q then there is a front-sequence corresponding to T. 
• IfFis a front-sequence then there exists exactly one T G Q corresponding 

to F, which we call \im(F). It is the tree 

lim(F) := {t e Tmax: (3/ e co) t < F,}, 

or equivalently 

lim(F) := {/ G Tmax: (Vi G co) (3s e Ft) t || s}. 

LEMMA 1.7. Assume that Q is a finitely splitting lim-sup tree-forcing. 

(1) IfT G Qandt G T then T^ G Q. (Sometimes this fact is formulated as "Q is 
strongly arboreal".) 

(2) The finite union of elements ofQ is in Q? 
(3) The generic filter on Q is determined by a real n defined by Ihg {n} = 

f]TeG l im(r); or equivalently: n is the union of the stems of the trees in GQ. 
It is forced that n £ V and that T G GQ ijfn G l im(r) . 
For every T G Q and t G T, t -< n is compatible with T. (In other words: 

T¥t^n.) 

Q is generally not closed under countable unions. 
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1158 JAKOB KELLNER AND SAHARON SHELAH 

(4) (Fusion) If (7/),-e<B is a decreasing sequence in Q and F is a front-sequence 
such that Ft isafrontin Tf for alii, thenlim(F) <Q Ti. 

(5) (Pure decision) If D C Q is dense, T G Q and F is a front ofT, then there is 
an S < T such that F is a front ofS and for every t G F, S^ G D. 

(6) Q is proper4 and cow-bounding. 

SKETCH OF PROOF. (1) and (2) and (4) are clear. (1) and (2) imply (5). 
(3): Let G be g-generic over V, and define X := (~\TeG l im(r) . Since lim(7,

max) 
is compact, it satisfies the finite intersection property. So X is nonempty. For every 
T G G and n G a> there is exactly one t e T of length n such that T[t] e G. So X 
has at most one element. 

If r G V, then the set of trees S G Qv such that r £ lim(S) is dense: If r is a 
branch of T G Q then pick an m such that /ir(r\m) > 2. Since singletons have 
measure less than 1, r\m has at least two immediate successors in T, and one of 
them (we call it t) is not an initial segment of r. So S := T^ forces that n ^ r. 

Assume towards a contradiction that n G lim(r) for some T G Qv \ G. Then 
this is forced by some S G G. In particular S can not be a subtree of T. So pick an 
s eS\T. Then S[s] < S forces that n i l im(r) , a contradiction. 

If T G Q and / G T then T™ forces" that t <n. 
(4) and (5) imply that Q is co™-bounding and satisfies a version of Axiom A (with 

fronts as indices instead of natural numbers).5 So we get properness. (We will prove 
a more general case in 2.24.) -\ 

So a front can be seen as a finite set of (pairwise incompatible) possibilities for 
initial segments of the generic real n. In the next section we will generalize this to 
finite sequences of generic reals instead of a single one. 

1.2. Some additional facts needed later. 
LEMMA 1.8. IfS G Q and the forcing R adds a new realr G 2m, then R forces that 

there is a T <Q S such that lim(7") D V = 0, and moreover l im(r) n V remains 
empty in every extension of the universe. 

PROOF. Assume S corresponds to the front-sequence F. Without loss of gener­
ality we can assume that along every branch in S there is exactly one split between 
Fn-\ and F„ and this split has measure > n. 

We define an i?-name of a sequence of finite antichains (F„') the following way 
(cf. Figure 2): If n is even, we "take all splits", i.e., F'n is the set of nodes in F„ 
that are compatible with FB'_j. If n is odd, then we add no splittings at all: for 
every s G JP^_X we put exactly one successor ( e F „ o f s into F„', namely the one 
continuing the r(2^-)-th successor of the (unique) splitting node over s. It is clear 
that the sequence (F„') defines a subtree T of S that is in Q. 

4There even are generic conditions for arbitrary countable transitive ZFC models M, similarly to 
Suslin proper. Sometimes this is called "totally proper". 

5In the formulation of fusion and pure decision we could use the classical Axiom A version as well: 
Define F^ to be the minimal n-dense front, i.e., 

F„r := {t e T: /iT(t) >n&(\/s^ t)MTU) < «}, 

and define T <„ S by T < S and Fj = F„ . It should be clear how to formulate fusion and pure 
decision for this notion, and that this proves Axiom A for Q. But in 1.7, we do not use this notion, 
instead we (implicitly) use the following one: T <A S means that T < S and A that is a front in both 
T and S. The reason is that this is the notion that will be generalized for the non-wellfounded iteration. 
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FIGURE 2. An example for S and its subtree T (bold) when r(0) = 0. 

Assume V is an arbitrary extension of V containing an i?-generic filter G over V. 
If // G lim(7,[G]) n V, then r[G] can be decoded in V using S and //. This is a 
contradiction to lh^ r £ V. -\ 

We will also need the following family of definable dense subsets of Q: 

DEFINITION 1.9. Fix a recursive bijection y/ from co to 2<m. Assume that f: co^co 
is strictly increasing and that A C co. 

• Forg G 2W, define Ag := {n € co: y/(n) -< g}. 
• QA is the set of all T e Q such that for all splitting nodes t e T, length(?) is 

in the interval [f(n),f(n + 1) — 1] for some n & A. 
• T e Q has full splitting with respect to / if for all n e co and £ G T of length 

/ ( « + 1) there is an 5 -< t of length at least f(n) such that HT{S) > n. 
• Df is the set of all T € Q such that either T e QL for some g € 2m 

or T J_e 5 for all g G 2ro and 5 G g ^ / 

Of course the notions QyA and D ? depend on the forcing Q (i.e., on Tmax and //), 

so maybe it would be more exact to write QA[Tmax,ju] etc. However, we always 
assume that the Q is understood. 3.3). 

LEMMA 1.10. Assume that f:co—>co is strictly increasing and A, B C co. 

(1) Ifgj=g', then Av
g n A¥

g, is finite. 

(2) Ql = Q. If A is finite then Qf
A = 0. 

(3) Qf
A n Qf

B = Qf
AnB. If A C B, then Qf

A C g^. 
(4) / / r < e SandS & Qf

A then T G g { . 
(5) For every T G Q there is a strictly increasing f such that T has full splitting 

with respect to f. 
(6) If T G Q has full splitting with respect to f and \A\= Ho then there is an 

S <Q T such that S G QA. 
(7) Ds? is an {absolute definition of an) open dense subset of Q (using the param­

eters f, Tmax and fi).6 

6Ao := {Ag : g e l111} is an almost disjoint family, but not maximal. So of course Q{X0) := 
U/igx QA C 2 'S n o t dense. We add the incompatible conditions to get the dense set DSF . One could 
ask whether Q(X) is dense for a m.a.d. family X. The following holds: 
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1160 JAKOB KELLNER AND SAHARON SHELAH 

(8) In any extension V of V the following holds: Ifr G 2m \ V andS G Q^v, then 

T ±QSforallT e VflDj1. 

PROOF. (1 )-(4) and (6) are clear. 
(5): Let T be an element of Q. Assume we already constructed f{n). Let TV be 

the maximum of juT(t) for t G T\f{n). There is an N + n + 1-dense front F in T. 
Let f(n + 1) be the maximum of {length(r): t G F). 

(7): "T is incompatible with all S G QAv" is absolute, since it is equivalent to 

(vg e 2ra) (vs c rmax) S$Qf
A, V T±QS 

which is a n j statement. 

(8): Let r G 2<° \ V and T G V n £>}pl. If J G £?£, for some g G 2<° n K, then 

g ^ r, so ^ n -4JC is finite and Q^ n 2 ^ is empty. If on the other hand T is 

incompatible with all S G Q.v in V then this holds in V as well. H 

Assume fin) > f{n) for all n £ co. Define h(n) by induction: h(n 4- 1) := 
f'(h(n) + 1). If 71 has full splitting with respect to / , then T has full splitting 
with respect to h: h{n) < f(h{n)), since / is strictly increasing. f(h(n) + \)< 
f'{h{n) + 1) = h(n + 1), and there are A(«)-dense splits between the levels f(h(n)) 
and f(h{n) + l). So there are n-dense splits between the levels h(n) and h{n + 1). 
So we get: 

LEMMA 1.11. If V is an co01-bounding extension of V and T G Qv , then there is 
a strictly increasing h G V such that (in V) T has full splitting with respect to h. 

§2. A non-wellfounded Iteration. In this section we introduce a general construc­
tion to iterate lim-sup tree-forcings Qt (as defined in the last section) along non-
wellfounded linear orders / . It turns out that the limit P is proper, co'" -bounding and 
has other nice properties similar to the properties of Qt itself. If / is wellfounded, 
then P is equivalent to the usual countable support iteration of (the evaluations of 
the definitions) Qi. 

2.1. Conditions and approximations, the nw-iteration. 

DEFINITION 2.1. Let / be a linear order. For i e I we set /<, := {j e I: j < i} 
and analogously we define /<, and />,-. We also set I<oc := / . 

(a) For every / there is a m.a.d. family X such that Q(X) is not dense. 
(b) (CH) For every / there is a m.a.d. family X such that Q{X) is dense. 

Proof: Fix / . A node J 6 rmax has level m if f(m) < length(^) < f(m + 1). S € Q has unique 
splitting ifS has at most one splitting point oflevel/i for all n e 10. For every T € 2 there is an S <Q T 
with unique splitting. 

For (a), fix a T e Q with unique splitting. Set Y := {A £ [cof«: (VS <Q T) S £ QJ
A}. Y is open 

dense in ([<o]N°, C), therefore there is a m.a.d. X C Y. 

For (b), list Q as (Ta)a^a>x, and build Ba e [(y]K° by induction on a e a>]: Find an S <Q Ta with 

unique splitting. If some S" < g S is in QB (p < a) (or equivalently in Q;, B for some lea), 

Po, • • • ,Pi~\ < a), then just pick any almost disjoint Ba. Otherwise enumerate (B/;)/jeQ as (C„)„6K<. 
and construct Ba and S' <Q S inductively: At stage n, add a split of S to S" whose level is not in 
Um<n C™' a n d u s e s o m e bookkeeping to guarantee that S1 S Q. Let Ba be the set of splitting-levels 
ofS7. 
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SACCHARINITY 1161 

FIGURE3. An approximation g: u = {/, j}, T^ax = 2<m, T^ax = 3<w. 

Po8(Q)=PoHj(S) = {(a},b%(a},b}),(a?,bj),(af,b3
J),(af,b°j)}. 

(a): viewed as function: g(/)(()) = {a?,a}},&(j)({a})) = {b°j,b)}etc. 
(b): viewed as tree, the heights labeled with {0} U u. 

For every / e / we fix a finitely splitting lim-sup tree-forcing Qt (to be more exact, 
we fix a pair T^^fi'). In the application of this paper, each Qt will be the same 
forcing Q. 

DEFINITION 2.2 (Pre-condition). We call p a pre-condition, if p is a function, the 
domain of p is a countable7 subset of/, and for each /' e dom(^), p(i) consists of 
the following: 

• Domf, a countable subset of dom(p) n /<;, and 

• a (definition of a) Borel function Bf: (a/0) om' —• 2i . 

REMARK 2.3. The idea is that we calculate the condition Bf e Qt using countably 
many generic reals {rjj)je0omp that have already been produced at stage i. The 
forcing conditions p of the non-wellfounded iterations will be pre-conditions that 
satisfy additional properties, in particular: all Bf are continuous (on a certain 
Borel set), i.e., if we want to know Bf up to some finite height we only have 
to know {r}i\m)i£U for some finite u and m e co. Moreover, we will assume 
that we will have "wellfounded continuity parts". This will be explained in the 
following, here just an example: Assume that / = co* = {..., 3,2,1,0}, and each 
Tmax = 2<m. Let p be the pre-condition with Dom£ = {« +1}, i.e., B„ only depends 
on the generic real >/„+1, and B%{x) = [0] if x{0) = 0 and B%{x) = [1] otherwise. 
Then p is continuous, but will not be a valid condition, since it is not sufficiently 
wellfounded. 

We now define finite "approximations" to conditions of the iteration; they will 
have the same role for the iteration that finite antichains have for Q (see, e.g., 
Lemma 1.7). The following definition looks rather unpleasant, but really is quite 
simple, as Figure 3 hopefully demonstrates. (We first define approximations as 
functions as in (a) of the figure; sometimes it is more useful to think of them as trees 
as in (b), which will be described in 2.6.) 

7This includes finite and empty. 
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1162 JAKOB KELLNER AND SAHARON SHELAH 

DEFINITION 2.4 (Approximation). 

• g is an approximation, if g is a function with finite domain « C / of the 
following form: Let i'o be the smallest element of u. WesetPos<,0(£)) := {()}. 
By induction on i G u, we assume that Pos<,(fl) is a set of sequences indexed 
by the set {j G u: j < i}, and require the following: g(i) is a function from 
Pos<,(g) to finite antichains in T^ax, and we set 

Pos<,-(g) := {a~b: a e Pos<,(g), b G g(i)(a)}. 

If j is the successor of i in u, we set Pos</(g) to be Pos<,(g). 
• For any i G / U {oo}, we define Pos<,(fl) as Pos<7(g), where j = 

max(dom(g) n /<,•) (or as {()}, if dom(g) n /<, is empty). We set Pos(g) := 
Pos<oo(fl) and call it the set of possibilities of g. 

• If i £ dom(g) or a £ Pos<,-(g) we set g{i){a) :— {()} (i.e., the front in T ^ 
consisting only of the root. This corresponds to "no information"). 

• Let g be an approximation, J c I, and fj = (^,),e/ a sequence of reals. Then 
"fj is compatible with g", if there is an a G Pos(g) such that a, ~< rjj for all 
/ G dom(fl) n / . If in addition / D dom(jj), then this a is uniquely defined 
and called r}\g. If J D dom(g) n /<,, then a |7<( is uniquely defined, and 
therefore we can set Q(i)(ij) := Q(i)(a \I<i). 

Ifb = (bi)iej is a sequence of elements of co<ca, we define b to be compatible 
with Q if there is a sequence fj extending b and compatible with Q. If J D 
dom(g) and additionally each bt is long enough, then such a b defines a 
unique a G Pos(g) called b\$; if / D dom(fl) n /<, and additionally each bt 

is long enough, then we can define Q(i)(b) as above. 
• If 0 and Q' are both approximations, then "g' is stronger than g" if dom(g') D 

dom(fl) and for all b e Pos(fl') there is an a G Pos(fl) such that b h a (i.e., 
bt y at for all i G dom(g)). In this case a is b \g. 

Equivalently, Q' is stronger than Q iff for all i G dom(g) and all b G 
Pos<, (g') there is a (unique) a e Pos<,-(g) such that b h a and the antichain 
g'{i)(b) is stronger than g(i)(a). 

• g' is purely stronger than g if g' is stronger than g and for all / G dom(g) and 
b G Pos<!(g') the front g'(i)(b) is purely stronger than g(i)(b \g). 

• For u C dom(fl), maxlengthu (g) is max ({length (a,): /' G u, a G Pos(g)}). 
maxlength(g) is maxlengthdom(g) (g). Analogously we define minlength(g). 

• g is n-dense at / G / , if / G dom(g) and for all a G Pos<,(g), g(i)(a) is 
n-dense for Qt. (See Definition 1.5.) 

• For all a = {aj)ieu such that at G T^ there is a (unique) approximation g 
such that Pos(g) = {a}. We will call this approximation a as well. 

FACTS 2.5. • "stronger" is a partial order on the set of approximations; the 
same holds for "purely stronger". 

• Ift)is stronger than g, then all fj compatible with f> are compatible with g. 

We could equivalently define approximations as trees, cf. Figure 3(b): Given an 
approximation g, we can define an approximation-tree with u = dom(fl) labeling 
the heights above the root, and the set of nodes at height /„ G u is Pos<,„ (g); the tree 
order is just extension of sequences. Every such approximation-tree corresponds to 
an approximation: 
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FACT 2.6. Consider a finite tree where the heights above the root are labeled by 
the increasing sequence u — {i\,. ..,*„} in I. Assume that each node at height im 

is a sequence (aj)j=u,...,i„ and that the tree order is the extension relation. Then this 
tree corresponds to an approximation, iff each branch has maximal height and the 
successors of each node at level i„_\form an antichain in T%ax. 

In particular, if we take a subset of the (maximal) branches in the approximation-
tree fl, we get a "sub-approximation" h. A single branch a is a special case of such 
a sub-approximation. 

DEFINITION 2.7 (Approximation to p). Let p be a pre-condition. 

• g approximates p, or: Q is a ^-approximation, if dom(0) C dom(^) and 0 is 
an approximation with the following property: If i 6 dom(0), a e Pos<,-(fl), 
and fj = {nj)jeO0mp is compatible with a, then $(i)(a) is a front in Bf(fj). 

• 0 is an indirect approximation to p witnessed by 0', if 0' approximates p and 
0' is purely stronger than 0. 

EXAMPLE 2.8. The following trivial example should demonstrate the difference 
between approximation and indirect approximation: Assume each r^a x is 2<m, and 
p is a condition with dom(p) = {i,j} for some i < j ia I. Accordingly Domf 
has to be empty, and Bf is constant; we set it to have constant value [1]. We set 
DonrJ = {/} and Bf(x) = [x(0)], i.e., if the real x starts with 0 then Bf is [0] and 
otherwise it is [1]. We define the approximation 0 by Pos(0) = {((), 1)} and f) by 
Pos(h) = {(1,1)}. Then 0 indirectly approximates p, witnessed by h. 

Now we can define the forcing P, the non-wellfounded countable support limit 
along / : 

DEFINITION 2.9 (The nwf-iteration P = nwf-lim/(g,)). 

• p £ P means: 
p is a pre-condition, and for all finite u C dom(/?), i e u and n e at 

there is a ^-approximation 0 such that dom(0) 2 u, 0 is n-dense for ;', and 
minlengthu (0) > n. 

• For p,q e P, q < p means: 
for all ^-approximations 0 there is a ^-approximation f) which is stronger 

than 0 (so in particular, dom(^) D dom(^)). 
• a <B p iiq < p and 0 indirectly approximates p and q. 

REMARK. The definition of q <p p is not equivalent to "for all i and fj, Bf(fj) is 
a subtree of Bf {fj)." (Informally speaking, we are only interested in "the generic fj, 
not in "all fj".) We will see in Lemma 2.23(6) that q <p pis equivalent to: for each 
1 G / it is forced by q \P<t that Bf (fj) is a subtree of Bf (fj), where fj is the generic 
sequence up to i. 

FACTS 2.10. • < is transitive, and for a fixed approximation g the relation < 0 

is transitive as well. 
• Ifi) is purely stronger than Q then <f, implies <B. 
• For every p e P, the approximations of p are directed: If Q and Q' both 

(indirectly) approximate p, then there is at) approximating p that is (purely) 
stronger than both Q andg'. In fact, every p-approximation \) has this property if 
dom(h) D dom(0)udom(0') aMfl?i/minlengthdom()udom( ,)(*)) is large enough. 

Sh:859



1164 JAKOB KELLNER AND SAHARON SHELAH 

So in particular for every p e P there is an approximating sequence: 

DEFINITION 2.11. An approximating sequence for p e P is a sequence (g„)„6a, of 
approximations of p such that g„+i is purely stronger than g„, and g„+i is n-dense 
for each i e dom(g„), and dom(p) = [jn€co dom(g„). 

An approximating sequence contains all relevant information about p. In par­
ticular, g is an indirect approximation to p iff there is an n such that g„ is purely 
stronger than g. So if p and q both have the approximating sequence (gn)„g<u, then 
p =* q (i.e., p < q and q < p), furthermore g indirectly approximates p iff it 
indirectly approximates q. 

Approximating sequences provide an equivalent definition for P: 

DEFINITION 2.12 (Alternative definition of the nwf-iteration P). Define the p.o. P' 
as follows: g e P' iff g is a sequence of approximations (g„)„ew such that g„+i is 
purely stronger than g„ and n-dense for every / e dom(g„). We define fj < g as: 
For every n there is an m such that hm is stronger than g„. 

LEMMA 2.13. There is a dense embedding* <p: P' —> P. 

PROOF. Given a sequence g e P', define p = 0(g) the following way: dom(p) = 
|Jdom(g„). For i € dom(/>), set Domf := dom(/?) n/<,-. Define T = Bf(fj) 
as follows: If fj is compatible with all g„, then let T be {t e 7^a x : (3n G <y) ( ^ 
0«(O(v)}- Otherwise, let« be maximal such that fj is compatible with g„, and let T 
b e {* G rmax: ( 3 J G fl«(0(^)) ? II J}- Clearly, 5f is a Borel function, Bf(fj) e Q, 
and each g„ approximates /?. Therefore (g„)„eto is an approximating sequence for 
p € P. It is clear that 0 preserves the order. 

Let y/ map p e P to any approximating sequence for /?. i//: P -t P' preserves 
order as well and 4>(y/(p)) =* p. Therefore ^ is a dense embedding. H 

NOTES 2.14. (1) If g indirectly approximates p, then there is a q =* p such 
that g approximates q. (Just let q correspond to an approximating sequence 
of/? starting with flo = 0-) 

(2) It doesn't matter whether the g„ in an approximating sequence are approxi­
mations to p or just indirect approximations. 

(3) It doesn't matter whether g„+i proves n-density for every i e dom(g„) or for 
just some /„, provided that the sequence (i'„)„6(0 covers (Jdom(g„) infinitely 
often. 

(4) In Definition 2.2 of pre-condition, instead of requiring Bf to be a function 
into Qt, we could have defined Bf to be a function to subtrees of T^ax. The 
additional "n-dense" requirements on a condition guarantee Bf{fj) e g, 
anyway (for generic sequences fj). 

(5) Every approximation g can be interpreted as a condition in P, by 

Bf(fj) :={t:t || &(i)(fj)} for/ e dom(g). 

(Where we set Q(i){fj) :— {()} if fj is incompatible with g.) Then g approxi­
mates itself. 

(6) For any approximation g and u C I finite we can assume u C dom g: Just set 
g(z') to be the constant function with value {()} for i <£ domg. (Recall that 
{()} is the "trivial front" corresponding to "no information".) 

V is even an isomorphism modulo =*, where p =* q if q < p and q < p. 
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(7) If g and f) are approximations, we can assume without loss of generality that 
dom(g) = dom(h). 

(8) For any U C / countable and p £ P we can assume without loss of generality 
that dom(p) 2 U. This is clear if p is interpreted as a sequence of Borel-
functions: just set Bf to be (the constant function with value) T^ax for 
i £ dom(p). If p is interpreted as sequence (g„)„e(0 of approximations, we 
have to set g„(/) to be (the constant function with value) T^ax n wk^ for 
some sufficiently large k(n). (Using {()} does not work here, since it does 
not satisfy n-density.) 

(9) So if q < p we can assume dom(g) = dom(p), and if p is interpreted as 
sequence {gn)nem and q as (g„)„€m then we can assume dom(g) = 
dom(h). 

2.2. Fusion and pure decision. We have seen: Every p e P corresponds to a 
purely increasing sequence (g„) of approximations such that |J dom(g„) = dom(^) 
and g„+i is n -dense for dom(g„). The approximating sequences immediately prove 
a version of fusion: 

LEMMA 2.15 (Fusion). Assume that {p„)„ea> is a sequence of conditions, (g„)„6a) 

a sequence of approximations, and i„ e dom(g„) such that: 

• Pn + l <B„ Pn, 
• gn+y is purely stronger than g„ andn-dense for in, 
• On) ngoj covers (J dom(pn) infinitely often. 

Then there is a condition pw such that pm <g„ p„for all n. 

PROOF. We already know that the sequence (fl„)„e(B of approximations defines a 
condition pm such that each g„ approximates pm. Iff) approximates p„, then some 
gm is stronger than h. Then gm approximates pm, so pm < p„. H 

DEFINITION 2.16. \) is sub-approximation of g if Pos(h) c Pos(g). (So in partic­
ular dom(g) = dom(h).) 

Obviously any sub-approximation of g is stronger than g. In the interpretation 
of approximations as trees, a sub-approximation is just a nonempty subset of the 
(maximal) branches, see Fact 2.6. 

LEMMA 2.17 (Sub-approximation). Assume that g indirectly approximates p and 
that f) is a sub-approximation o/g. Then there is a weakest condition stronger than p 
and approximated by h, which we call p\\). 

PROOF. Without loss of generality, we can think of p as an approximation-
sequence (g„)„eco with g = go. We define approximations h„ as follows: h„ consists 
of those nodes in the approximation-tree g„ that are compatible with an element 
ofh. Then p\t) is the sequence (h„)„€co. H 

A special case of a sub-approximation is a singleton: 

DEFINITION 2.18. Assume that g (indirectly) approximates p and a 6 Pos(g). We 
can interpret a as an approximation, a sub-approximation of g. Instead of p\a we 
also write p^. 
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COROLLARY 2.19 (Specialization and pure decision). Assume that g indirectly ap­
proximates p and that a G POS(Q). 

(1) p^ G P, p^ < panda indirectly approximates p^. Ifq < panda indirectly 
approximates q, then q < p^a\ 

(2) Ifq <gp,thenqW < p[5]. 
(3) Ifq < pW then there is ar <g p such that r^ =* q. 
(4) The set {p^: a G Pos(g)} ispredense below p. 
(5) Abusing notation, we denote with (i, a) the approximation g with domain {i} 

such that g(0(()) = {a}- F°r a^ i G / , n G w the following set is dense: 

{p G P: (3a G co") (i,a) approximatesp}. 

(Or, in the notation introduced later: We can densely determine the generic r\i 
up to n.) 

(6) (Pure decision) IfD C P is open dense, and g indirectly approximates p, then 
there is anr <fl p such that r^ G D for all a G POS(Q). 

PROOF. (1) and (2) follow easily from the definition. 
(3) We set r to be q "below a" and p otherwise. Let p correspond to (g„)„eco 

with go = 0, and q corresponds to (h„)„e(U with ho = a such that each h„ is stronger 
thang„. According to Note 2.14(9), we can assume that dom(h„) = dom(g„) = u„. 
We define by induction on n a sub-approximation f„ of g„: Let j'o be minimal in u„. 
So Pos<i0(f„) = {()}. By induction on i G u„, define for all b G Pos<,(f„) 

(•\(h\ jQn(i)(b) if b is incompatible with h„, 
f ):={i)„(i)(b)u{tGQn(i)(b):t±l)n(i)(b)} otherwise. 

It is clear that the possibilities of f„ follow h„ up to some i G dom g„ and from then 
on become incompatible with h„ and follow g„. To be more exact: b G Pos(f„) 
iff 6 G Pos(g„) and for some / G dom(g„) U {oo}, a \I<t is in Pos(h„) and either 
;' = oo or at _L h„ (i)(a). From this it follows that f„ is purely stronger than g„, and 
that the f„ are an approximating sequence (converging to some r < p). 

(4) If g indirectly approximates p and q < p, then there is a h stronger than g 
approximating q. Let b G Pos(h) and a = b \Q G Pos(g). Then q^ < q, p^a\ 

(5) Let h approximate p such that minlengthr,i (h) > n. Let a G Pos(h). 
Then (at) indirectly approximates p^ < p. By 2.14(1) we can find a q =* p 
such that (at) approximates q. 

(6) Let Pos(g) = {ao,...,«/}. Pick qo < /?[fl|)1 in D, and ro <B p as in (3). So 
To"0' G D. Pick q\ < r^' in D and r\ <B ro as above, etc. Then ri has the required 
property. H 

REMARK. Similarly, we can define conjunctions of two approximations g,g'. 
More specifically: let us call g and g' compatible if there is an h stronger than 
both g and g'. Then for every compatible pair g, g' there is a weakest approximation 
g A g' stronger than g and g'. If p and q have incompatible approximations, then 
they are incompatible (in Q). This can be used to define the conjunction of an 
approximation and a condition (if the condition p corresponds to the sequence g„, 
let p A h correspond to the sequence g„ A h; it is the weakest condition stronger 
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than p that is approximated by h). Similarly one can define the conjunction of two 
conditions. However, all of this will not needed in this paper. 

2.3. Restrictions. We now list some trivial properties of P regarding restriction: 

DEFINITION 2.20. For i e / U {oo} we define P<t := {p e P: dom(/?) C IKi}. 
In particular, P = P<00. Analogously we define P<, for i G I. 

FACTS 2.21 (Restriction). Assume p,q G P and i, j g / U {oo}-

• Ifdom(q) 3 dom(p), q\dom{p) = p andg approximatesp, then q <B p. 
• p\I<t G P<t andp < p\I<t. 
• Ifp' < P then p' \I<t < p |7<;. If p G PKi then p \I<t = p. 
• Let q G P<,-, q < p\I<i- Define q A p := q U p\I>t. Then q A p G P is the 

weakest condition stronger than both q and p. 
• p\I<i is a reduction of p {i.e., r' G P<t andr' < p\I<i implies r' || p). 
• In particular, P<, < P < 7 (i.e., P<, is a complete subforcing ofP<j)for i < j . 
• If p\I<t || q\I<i anddom(p) n dom(q) C /<,-, then p || q. 
• Similar facts hold for P<t. E.g., ifi < j , then P<, < P</. 

DEFINITION 2.22. Assume that j e I U {oo} and i < j , and that G< ; is a P<;-
generic filter over V. 

• Since P<, is a complete subforcing of P<j, the filter G<j n P<, =: G<, is 
P<,-generic over K. We set V<t := F[G<,]. The canonical Q,-generic filter 
over V<i is called G(i). Analogously we can define K<(- and G<, (which 
turns out to be F<,[G(i)] and G<, * G(/), respectively). 

• In VKj or F<, we define «, to be the union of all t G co<m such that (/, f) is 
an approximation9 of/? for some p G G<y (or G<;). 

LEMMA 2.23. Le? i, j , G<, be as above, p e G<;, and set fj = (»/)/</. 

(1) «, is a well-defined real. In particular we can calculate Bf(fj\Domf) for all 
q G P; abusing notation, we will just write Bf(fj). 

(2) IfQ indirectly approximates p, then fj is compatible with Q. 
(3) {m} = (~){l™B?(fj):q G G<y, i G dom(q)}. 
(4) q G G<} ijfm e \im(B?m for alii G dom(?). 
(5) (in V): q <p p iff dom(q) 2 dom(p) and q lh w, G lira(Bf (fj)) for all 

i G dom(/>). 
(6) (in V): q <P p iffdom(q) D dom(p) andq\I<t lh 5f(^) C Bf(fj)forall 

i G dom(/>). 

PROOF. (1) By 2.19(5), the set of conditions q such that for some t of length n 
the approximation (i,t) approximates q is dense. Therefore w, is infinite. Also, if 
s J_ t, if (i, /) is an approximation of 9, and if (i, s) is an approximation of 9', then 
<7 and #' are incompatible. This shows that w, is indeed a real. 

(2) According to 2.19(4), the set {/?[5]: a. G Pos(g)} is predense below p. Let a 
be such that p[a^ G G. Any r̂ G G that is stronger than p[a^ and decides nt up to the 
length of a, forces that w, D a,. So fj is compatible with a and therefore with g. 

(3) Let n G w. We have to show that nt \n G fif (?/). First pick an approximation 
Q of q with minlengthr,} (JJ) > n. We already know that fj is compatible with g, in 

9as in Corollary 2.19(5). 
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particular t]t is compatible with g(i)(ij). And g(i)(fj) is a front in Bf(fj), since a 
approximates q. It remains to be seen that the intersection on the right-hand side is 
a singleton; this is clear by genericity. 

(5) One direction follows immediately from the definition of the order in P: 
Assume that q < p and that i e dom(p). Assume towards a contradiction that 
r < q forces that nt <£ lim(Bf (fj)), more specifically that m\M £ Bf(fj) for some M 
(already determined by r). Pick a ̂ -approximation Q that has minimal height greater 
than M at position i; and an ^-approximation f) stronger than g. Pick b G Pos(h) 
and let a G Pos(jj) be the restriction. Then r&l forces that nt \M < at < bt for any 
b G Pos(h), but a, G fl(0(5) which is a front in Bf(ij), a contradiction. 

For the other direction, let Q approximate p and f) approximate q such that 
dom(h) D dom(ri) and the length of h is sufficiently large on dom(g). Then h must 
be stronger than g, which shows that q < p. 

(4) follows from (3) and (5); (6) follows from (5) (see also the proof of 
Lemma 2.25). H 

2.4. Properness, bounding, continuous reading. As immediate consequence of 
fusion and pure decision we get: 

THEOREM 2.24. (1) P is ^-bounding. For every p and P-name x for an co-
sequence of ordinals there is aq < p such that q reads j continuously}0 

(2) Assume that the cofinality11 of I is > Hi, that G is P-generic over V and that 
r e Rr[G]. Then there is an i e I such that r G Rv<i. 

(3) P is proper.12 

(4) P forces that rjj is a Qrgeneric real over V<j. 
(5) If I = I\+h, thennwf-\\mi(Qi) = nwf-lim/^Q^nwf-lim/^g,), the forcing-

composition o/nwf-lim/, (Qt) and {the nwf-lim/, (Q,) -namefor) nwf-lim/2 (Qi). 
(6) If I = "Lpei,Jp is the concatenation of the orders Jp along the ordinal e, then 

nwf-lini/(2<) is equivalent to the countable support limit (Pp, Q'g)p^.c, where 
Q'n is {the Pp-name for) nwf-lim^ (Qi). 

(1) If I is well-founded, then nwf-lim/ (Qi) is the countable support limit of the Qt. 

PROOF. (1) Fix for every countable subset / of / an enumeration {jm : m € co}, 
and denote {jm : m e n) by first(n, / ) . 

Assume T is a name of a real and p G P. We have to show that there is a pm < p 
and a n / e r a " 1 such that pm Ir- x(n) < f(n). Let po < p, / ( 0 ) G co be such that 
po lh- j(0) = f(0), and let go approximate po. Assume that £j„ and p„ are already 
defined. We define pn+\ <Sn p„, f(n) andg„+ 1 the following way: Let^„+i <B„ p„ 
be such that p"\x decides x(n) for every a G Pos(g„), see 2.19(6). Let f(n) be the 
maximum of the possible values for x (n). Let Qn+\ be a Pn+i -approximation stronger 

10In more detail: Let (r(n))„e<» be a sequence of P-names for ordinals and p G P. Then there 
is a q < p corresponding to a sequence (0n)ngro of approximations, and there are functions / „ from 
Pos(g„) into the ordinals such that q^ forces t(n) = f„(a) for all a G Pos(g„). If each T(«) is a natural 
number then this defines (in V) a continuous function F from (<Ba')domM into a>'" such that q forces 
that F(fj[dom(q)) = f. 

"We always mean the "upwards cofinality", i.e., the minimal size of an upwards co final subset. A <Z I 
is upwards cofinal if for every / 6 / there is an a £ A such that a >i. 

nP even is non-elementary-proper (nep), i.e., there are generic conditions for all (non-transitive, 
non-elementary, but ord-transitive) countable ZFC models; cf. [12] or [8]. 
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than g„ which is n-dense at every / G first(«,dom(^i)) U • • • U first(«,dom(p„)). 
Then the sequence {pn)n€w satisfies the conditions for fusion 2.15 so there is a 
Pco < Pn- Clearly, pm lb x{n) < / ( « ) . 

The same argument shows continuous reading of co-sequences: Now we do not 
require x (n) to be a natural number, and we do not care about the maximum possible 
value; the rest is the same. 

(2) The paj above completely determines j , so if pm e P<!; then pm \\-p x G V<t. 
(3) is very similar to the above: Assume that N -< H(x) and po G N. Let 

{Dm: m e co} enumerate the dense sets in N. Assume pn, g„ G N are already 
defined. Find (in N) pn+\ <Sn pn such that p^}_x € Dn for all a G Pos(g„), and pick 
Qn+\ G N big enough. Then we can (in V) fuse this sequence into a pm G P. Note 
that dom(/?co) C N n I. If G is P-generic over V and pm G G, then p„ G G and 
{/>«"': a G Pos(g„)} is predense below p„, so some />[f' G G, and/jjf1 G I>„ n JV. 

(4) is a special case of (5): Set /i := /<, and 72 := {/}. So ?/,- is F<,-generic in 
V<t and therefore in V<oc as well. 

(5) Set P := nwf-lim/(a), Pi := nwf-lim/^g,), and P2 (the Pi-name of) 
nwf-lim/2(<2,). 

There is a natural map <j>: p <-^ {pi, ^2) from P to Pi * P2: i?i := ^ f/i, and pz is 

defined by dom(/>2) := dom(/>) \ I{ and P.f2(^) := 5f ((-7,)Je/l)>/)-
It is clear that </> preserves <. We claim that it is dense and preserves _L. Assume 

<t>{p) = (P\,Pi), <t>{q) = {q\,p), and (rur2) < {p\,pi),{q\,q2). We have to find a 
r' <p p,q such that 4>(r') < {r\,r2). 

r\ forces that p2, q2 and r2 correspond to approximating sequences (g£), (g*) 
and (Q„). As in (1) we can find an r[ < r\ with an approximating sequence (f)„) 
such that h„ decides Q'„ (for i G {p,q, r}) in a way such that Qr„ is stronger than 
both g£ and g*. Then we can concatenate (h„) with the (gj,) to an approximating 
sequence to some r' G P. Then r' < p,q and </>(r') < (n,£2). 

(6) By induction on e. The successor step follows from (5).Let cf (s) > co. Then 
the nwf-limit as well as the cs-limit are just the unions of the smaller limits, and there­
fore equal by induction. If cf(s) = co, then the nwf-limit as well as the cs-limit are 
the full inverse limits of the iteration system, and therefore again equal by induction. 

(7) follows from (6). H 

We will also use the following fact: 

LEMMA 2.25. Assume that S is a P<t-namefor an element of Qj, that q |7<, reads S 
continuously and that q lb //, G S. Then q\I<i forces that Bf (fj) <Qi S. 

PROOF. Assume otherwise. Then there is an approximation g of p := q\I<t, 
an a G Pos(g) and a ( € T^ax such that p^ forces t to be in Bf(fj) but not in S. 

Let a+ be a^t. Then a+ is a possible value of some approximation of q, and q^a ] 

forces that nt £ S, a contradiction. H 

REMARK. The iteration technique defined here also works for larger classes of 
forcings, e.g., for the tree forcings Qoee of [9] mentioned already. If we assume 
additional properties such as bigness and halving, we could also use lim-inf forcings. 
It is also possible to extend the construction to non-total orders, or to allow T^ax, fi' 
to be P<,-names. 
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§3. The ideal P . To every tree forcing such as Q defined in Section 1 (and 
many other tree forcings as well) there is an associated ideal I and a notion of 
measurability. We will also use P , the < 2No-closure of I, and the associated notion 
of weak measurability. The application in this paper of a nw-iteration will be: for 
certain Q we can force weak measurability for all definable sets. 

DEFINITION 3.1. • The ideal I on the reals is defined by: X € 1 if for all 
S G Q there is a T < S such that X n l im(r) = 0. 

• F is the < 2Ko-closure of I. 
• X has weak measure 1 if R \ X € Ic. X has strong measure 1, if R \ X e I. 

NOTES. • Of course these notions depend on the forcing Q, so it might be 
more exact to use notation such as Ig or I(rm„>iU) etc. In this paper this is not 
necessary, since we will always use a fixed Q. 

• We use the phrase "measure 1" although the ideals I and Ic are not related to 
a measure (they are not even ccc). 

• Of course, if CH holds, then F = I. 
• I is always nontrivial (i.e., lim(7,

max) ^ I), but this is not clear for F . 

F: Q ->• Q is a witness for X G I if F(S) < 5 a n d l n lim(F(S)) = 0 for all 

S e e -
So every X G I is contained in a set f){co°> \ \im(F(S)): S G Q}.u 

LEMMA 3.2. I is a non-trivial a-ideal. 

PROOF. This follows from fusion: Assume Xt G I (i G co) and S = So G Q. Pick 
any front FQ G SO, SO SO = \JteF ^o'1- For e a c n f e ^° P ^ a n ^ L ' - ^ o ' 1 s u c n t n a t 

lim(Si,r) n Xi = 0. Set Si := U,e f o S u . So Si G Q, and F0 is a front in Si. Pick a 
1-dense front Fi in Si (purely) stronger than FQ. Iterate the construction. Fusion 
produces a T < S such that l im(r) n Xt• = 0 for all i e N . H 

For example, if Q is Sacks forcing, then I is called Marczewski ideal. X e I iff 
in every perfect set A there is a perfect subset A' of A such that A' (1 X = 0. So if 
X is Borel (or if X has the perfect set property, e.g., X is Z[), then X G I iff X is 
countable. I is not a ccc ideal: For A C co, set 

J , : = { / € 2 B : ( V « ^ ) / ( « ) = 0}. 

Clearly XA n XB = XAr\B, and \XA\= 2^L So if {At: / G 2N°} is an almost disjoint 
family, then {XA} is a family of closed sets not in I such that XAj n XAj is finite for 

i ^ J-
For a Borel ccc ideal / , "X C R is measurable" can be defined by "there is a 

Borel set A such that /1AX G / " . (Usually the basis of the ideal is simpler, e.g., 
one can use open sets instead of Borel sets for meager, or Gs sets for Lebesgue-
null.) Equivalently, X is measurable iff for every /-positive Borel set A there is an 
/-positive Borel set B C A such that either B(~\XeIorB\X&I. For non-ccc 
ideals that do not live on the Borel sets, this second notion is usually the one used 
to define measurability: 

DEFINITION 3.3. • X C R is measurable if for every T e Q there is an 
S <QT such that either lim(S) n l e l o r lim(S) \ X G I. 

'Note that this is not a countable intersection. 
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• I C E i s weakly measurable if for every T G Q there is an S <Q T such that 
either lim(S) n l e l ' o r lim(S) \ I e I c . 

Since Ic is the bigger ideal, measurability implies weak measurability. 
In the rest of the paper, we will construct a specific Q and a nwf-iteration P and 

show that P forces all definable sets to be weakly measurable: 

THEOREM 3.4. Assume CH and that Q satisfies the Ramsey property 5.4. Then 
there is a proper, ^2-cc, co'0 -bounding p.o. P forcing that every set of reals which is 
{first-order) definable using a parameter in L(R) is weakly measurable. 

We will see in Lemma 5.5 that there is such a Q, and the Theorem will be proven 
by 4.8, 4.10 and 5.8. 

REMARK 3.5. It is natural to ask whether in our forcing extension every definable 
set is measurable (and not just weakly measurable, as stated in the theorem). This 
seems unlikely, but it is not clear how to prove it. It is not even clear how to prove 
that in our forcing model I ^ P (i.e., that add(I) < 2No). (Of course, I = F would 
trivially imply that measurable sets and weakly measurable sets are the same, so in 
particular that all definable sets are measurable.) 

Let us first list some facts about (weak) measurability: 

LEMMA 3.6. Every Borel set is measurable. The family of measurable sets is closed 
under complements and countable unions; the same holds for weakly measurable sets. 

PROOF. Closure under complement is trivial. 
Every closed set is measurable: Let X = l im(r ' ) be closed and T £ Q. If there 

is a t e T \ T' then S := T[l] satisfies lim(S) n l = 8. Otherwise T C V and 
S := T satisfies lim(S) \ X = 0. 

Assume that (X,),et0 is a sequence of weakly measurable sets and that T G Q. If 
for some ;' G co there is an S < T such that lim(S) \ X, G Ic then the same obviously 
holds for \Ji€m Xi. So assume that for all ;' e co and T' < T there is an S < T' 
such that lim(S) n Xi G F . Now repeat the proof of 3.2. 

The same proof also shows that the measurable sets are closed under countable 
unions. -\ 

¥ could be trivial (i.e., cov(I) could be less than 2N°). If F is "everywhere 
nontrivial", then F and I are the same on measurable (in particular, Borel) sets: 

LEMMA 3.7. Assume that lim(S') ^ F for all S e Q. Then ¥ and I agree on 
measurable sets. I.e., ifX is measurable and X &¥, then X G I. 

PROOF. For every T £ Q there is an S <Q T such that lim(5') ( l l e l : Otherwise 
limes') \ X G I C F , a contradiction t o l € l c and lim(S) £ F . So by the definition 
of I there is a S" < e S <Q T such that lim(S') n I = f l . S o I e I . H 

Since any Borel set B is measurable, B G I iff (VS G Q) lim(S) $£ B, so we get: 

FACT 3.8. For a Borel code B, the statement "B G I" is IJj and therefore invariant 
under forcing. 

On the other hand, since I is not a Borel ideal (i.e., not every X e I is contained 
in a Borel set B e l ) , there is no reason why l e i should be upwards absolute 
between universes. 
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For later reference, we will reformulate the definition of I: If S e Q, X C Q, 
r e l a n d 7" <Q S, T, thenlim(r)n(2( 0\U/ ; 6 A-lim(JR)) C l i m ( r ) \ l i m ( r ) = 0. 
So we get: 

LEMMA 3.9. IfX C Q ispredense then \JTeX lim(7") is of strong measure 1. 

§4. An order with many automorphisms. In this section we assume CH. We will 
construct an order I and define P to be the nwf-limit of Q along I. I is a>2-hke,14 

has a cofinal sequence j a (a e 0J2) and many automorphisms. We show that these 
properties imply that P forces the following: 

• 2K» = N 2 , 
• Ic is nontrivial (and moreover lim(.S) ^ P for all S € Q), 
• for every definable set X, "locally" either all or no tjjs are in X and 
• {njs: 8 € (02} is of weak measure 1 in {rji: i e I}. 

In the next section it will be shown that the set {n,: i € 1} is of weak measure 1, 
which will finish the proof Theorem 3.4 

First note that for any I with uncountable cofinality, P makes the old reals null: 

LEMMA 4.1. If I has cofinality > H\ and i e I then \\-P V<t n \im{Tmax) € I. 

PROOF. Let GP be P-generic over V. If T e V[GP] then T e F<y for some i < 
j < 00 because of 2.24(2). So in V<j there is an S < T such that lim(.S') n VKi = 0 
(in V<j and V[GP] as well, according to 1.8). H 

LEMMA 4.2. Assume that CH holds and that I is coj-like. Then 

(1) P has the K2-CC {and therefore preserves all cofinalities). 
(2) P<t Ih C/f/or eac/j / e I and P IH 2N» = N2. 

PROOF. (1) If |/<,|< 2N» then |P<,|< 2N»: There are at most |/<,-|N°< 2Ho may 
countable subsets of |/<,-|. For each p e P<; with a fixed domain and each j e 
dom(p) there are 2N° many possibilities for Domy1 and 2N° many possibilities for the 
Borel definition Bj. 

If CH holds, then the usual delta system lemma applies: If A C P is a maximal 
antichain of size K2 then without loss of generality the domains of p e A form a 
delta system (i.e., there is a countable x C I such that dom(/?i) n dom(/?2) = 
x for all p\ ^ P2 & A). Since 7 is co2-like, x cannot be cofinal. Let / be 
an upper bound of x. Without loss of generality p\ \I<t = pi\I<i for p\ ^ 
P2 G A (since there are only Ni many elements of P<(). But then p\ || p2 by 
Fact 2.21. 

Proper and ^2-cc imply preservation of all cofinalities and cardinalities. 
(2) Let G be P-generic over V. Then the reals in V[G] are the union of the reals 

in V<i. Every real in V<t is read continuously from a condition p e G<(. There 
are only \P<i\= (2N°)v = Ni many conditions, and given a condition there are only 
(2N°)K = Ni many possibilities to continuously read a real from the condition. So 
there are at most Ni many reals in F < ; . And 77, ^ V<t, so in particular //,, ^ t\i2 for 
i\ 7̂  h- H 

The following is well known: 

l 4 / is co2-like if |/<,-|< N2 for all i e I and | / j= H2. 
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LEMMA 4.3. If CH holds, then there is an Ki saturated15 linear order I of size Ni, 
and all such orders are isomorphic. 

PROOF. Induction of length a>\: Assume at stage a we have a linear order La of 
size a>\ = 2H". List all the (co\ many) countable gaps and add points to fill these 
gaps. At limits, take the union. Then at stage co\ we get a saturated order. 

Uniqueness is proven by the standard back and forth argument. H 

DEFINITION 4.4. Let 6 be the set of 0 < a < a>2 such that cf (a) e {1, u>\}. Note 
that 6 C co2 is stationary. 

We will now define the order / along which we iterate. (We do this assuming 
CH.) 

Given / as above, let / be the following order: 

J^+{Ji} + I + -- • + J^_+Uu+i} + ! + ••• + {jmi} + I + • • • 
0 1 <° CO + l CO, 

So at stages a G 6 , we add an order of the type {c} + / , in other stages we add 
just / . 

FACTS 4.5. • I iswi-like, 
• (ja)aee is an increasing {and therefore cofinal) continuous sequence in I, and 
• every j a has cofinality Nj in I. 

Continuous means that js = sup(_/a: a G ©, a < 3) whenever 3 = sup(© C\5) G 
6 (which is equivalent to cf((5) = co\). 

NOTE. We could just as well define j a for a with cofinality co\ only, or for all 
a G a>2 (and require continuity for points of cofinality a>\ only). All these versions 
are equivalent by simple relabeling, cf. the beginning of the proof of 4.8. 

DEFINITION 4.6. We set Q, = Q for all i e / and let P be the nwf-iteration of g; 
along / . 

We will use the notation /„, Pa, Va and na for I<ja, P<ja, V<ja and r\ja. We set 
G(u2 to be (the name for) the /"-generic (in previous notation, G<00) and VWl the 
generic extension ^[GcuJ (in previous notation, V<ao). 

LEMMA 4.7 (CH). Let So C © be stationary. P forces the following: 

(1) {ns: 3 e S} £ ¥ for every stationary S C ©, and 
(2) {ns:3e S0} n lim(7b) t ¥ for every T0 G Q. 

This lemma implies that in Vm the assumption of Lemma 3.7 is satisfied (i.e., 
that F is "everywhere nontrivial"). This lemma holds for all / satisfying 4.5. 

I5A linear order / is Ni saturated if "there are no countable gaps", more exactly: 

• / has neither a smallest or a largest element, i.e., no (—oo, 1) and no (1, oo) gaps. 
• / does not have a cofinal sequence of order type <u nor a coinitial one of order type m*, i.e., no (co, oo) 

and no ( — 00,01*) gaps. 
• If A C I has order type a> and c > a for all a 6 A (c > A in short) then there is a b < c such that 

b > A. I.e., there are no {OJ, 1) gaps. 
• Analogously for B of order type to* and c < B. I.e., no (1, to*) gaps. 
• If A has order type co and B has order type u>* and A < B, then there is an x £ / such that 

A < x < B. I.e., there are no (co, (o*) gaps. 
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PROOF. (1) Assume otherwise, i.e., there are P-names F^ (C G a>i) for functions 
from Q to Q and S for a stationary set such that po £ P forces 

FC(T) < T and (V<5 £ S) (3C G fl>i) (VT G Q)r,s i lim(7/c(r)). 

i5 forces that for each a G 6 there is a jS e 6 such that FC(F) G g F " for all 
T £ QVa and C G co\. We need something slightly stronger: For every name T for 
an element of QVa and ( e o i there is a maximal antichain i c P such that for 
every q £ A there is a P-name 7/' such that q forces F^{T) = 7^ and # continuously 
reads 7^. So if q £ Gm2 and /? is bigger than dom(#),16 then Vp not only contains 
T'q = F((T), but also knows that T'q will be FC(T) in Fm2. 

Define f~(a) to be the smallest /? which is bigger than dom(q) for every q £ A, 
where A is an antichain for some T and C G coi as above. P is H2-CC, every q £ A has 
countable domain, and there are only Kj many reals in F a . So / ~ (a) < a>2, and we 
can define f(a) to be the smallest /? G 6 that is larger or equal to max(a, / ~ (a)). 

If cf(a) = a>\, then / ( a ) is the supremum of {f(y): y £ & n a } , since the reals 
in F0 are the union of the reals in Vy. So / is continuous. 

Then /> forces the following: Since S is stationary, there is a /? G 5 such that 
/( /?) = /?. Vp can calculate every Ff, and F"Q is dense in g . Since 77/? is a Q-generic 
real over Vp, there is (for every C G eui) a l e g ^ such that rip £ \iva{F^(T)), a 
contradiction. 

(2) We can assume that To £ V. Again, choose names F^ as above, and assume 
that po £ P forces that 

FC(T) < T and (VrS G So) (3f £ e o i ) ( V r e 2 ) % i l im(fc(r)) nlim(7b). 

Define / as above, so there is a /? > dom(/?) such that P £ So and /(/?) = A- So 
the same argument proves that po forces that tjp £ lim(Tb), a contradiction. H 

We also get the following: 

LEMMA 4.8 (CH). For every C Qcoi club, P forces the following: 

{»/,•: i £ I}\{ny. a £ & C\ C) £lc. 

Again, this lemma applies to all I satisfying 4.5. 
PROOF. We can assume that C = coi, since we can just relabel the sequence 

{ja: a £ & n C}: Set j ' a := jp, where /? is the a-th element of C n 6 . Then 
U'a)aee satisfies 4.5 as well. 

Recall Definition 1.9 of Qf
A, and Df (for / : co —> co increasing and r £ 2m). 

Enumerate all increasing / : co -> co in F as / j (C G &?i). (CH holds in F.) 

CLAIM. In F, we can find Pa-names 7^ (C G coi, a < c«2 successor) for elements 
of Q such that the following is forced by P(o2: 

(1) The set {7/£: a < 0J2 successor} C Q is dense for all ( £ coi. 
(2) 7/£ G Z)*?1 (in Va or equivalents in Fffl2).

17 

(3) If p < a is a successor, then 7^ has no branch in F^, and for all / < j a there 
is a Co such that 7^ has no branch in F< ( for all C > Co-

More formally: if y'̂  > ;' for all;' G dom(^). 
Recall 1.9 and 1.10. 
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Proof of the claim: Pick for all a + 1 a function <pa+\ : a>\ —> I<ja+I \ I<ja which 
is increasing and cofinal. Also pick an enumeration (Sa+\)a€o)2 such that Sa is an 
Pa-name and P forces that Q = {Sa+i: a G C02}. (This is possible since P forces 
that Qv«2 = (J Qv\ cf. 2.24(2).) 

To find T^ (a successor) note that Pa forces that we can perform the following 
construction in Va: First pick an S' < Sa such that S' G Ds£ (cf. 1.10(7)). 
cf(ja) = Hi, so 5" G V<i for some i < j a . Pick some i' bigger than max(r, <t>a(0) 
and smaller than j a . There is a real r G Va \ F<,-< (e.g., ?7,<). Therefore there is a 
T£ < S' such that l im(ri) n V<v = 0 (in Va and Fffl2 as well, cf. 1.8). Let 7/f be a 
P a -name for 7^. 

The 7^ constructed this way satisfy the claim: (1): 7£ < SQ, (2): D^1 is open 
dense and absolute, (3): pick Co such that </>a(Co) > i. This ends the proof of the 
claim. 

From now on assume G is P-generic over V. We work in VWl and set T£ := TJi [(?]. 
So if i G 7 then the sequence (T^+x)ja+x<i^mx is in F< r . 

For all C € a>i, Aj := Ua+i«a2
 u m ( ^ + i ) *s of strong measure 1 (cf. 3.9). So the 

set Y := rifeco, ^f ' s of weak measure 1. It is enough to show that 

({tii:ieI}\{ria:aee})nY = fb. 

Assume towards a contradiction that some t]t is in Y and rjt ^ r\a for all a G S . 
Let a G 6 be minimal such that 77, G Va (i.e., r < j a ) . So a is a successor (but 

not necessarily a successor of a /? G 6 ) , and r > 7'̂  for all /? G S n a. So according 
to (3) there is a Co such that ?/, ^ lim(7^+1) for all C > Co and all y + 1 > a. 

So we know the following: r\i G Y, i.e., 

rue \J Hm(r?
c
+1) forallCGcoL 

y + l<a>2 

But 

Therefore 

mi I J l i m(ry
c

+ 1) for all C > Co-
a<y+\<a)2 

me U lim(r^) for all c> Co-
y+l<a 

Recall that VKi sees the sequence (T^!+^)y+\<a^a)l. So in K<,, some T G 2 forces 

that for all C > Co there is a successor /?(C) < a such that ?/,• G lim(7'£^). In F<,, 

T has full splitting for some fc G V, C > Co (see 1.10(5), LI 1 and 2.24(1)). 

Let r be a real in V<t \ \Jy+\<a
 vv+\- p i c k i n v<i a T> < T such t h a t T' G g ^ 

(cf. 1.10(6)) and V decides /?(C). Then V forces that 17,- G lim(7" n T(
m), a 

contradiction to T' _L rL f ) G VKi (because of (2), either Ti,.-. is in Qj, for some 

old real 5, or incompatible to all Q^,). H 

We call / an automorphism if it is a <-preserving bijection from I to I. 
If / : 7 ->• 7 is an automorphism, then / defines an automorphism of P in a 

natural way as well (provided of course that / ( z ) = j implies Q, = Qj, but in our 
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FIGURE4. An automorphism/, 

case all the Qt are the same). Also, / defines a map on all P-names, and we have: 

/ H r - ^ i f f / O O l h ^ / j ) . 
If \\-p x e V<i, then there is a F<,-name x such that \YP x = x. If f\I<i is 

the identity, then f(x) = x. So in this case p Ih <p(x) iff f(p) Ih cf>(x). Also, if 
f\dom(p) n IKi is the identity then Bf{fj) = B^ifj). 

LEMMA 4.9. The following holds for I (see Figure 4): If a < ft < y < S are in 6 , 
and if A C Ip and B C. I \Ip are countable, then there is an automorphism f of I 
such that f \(la U A) is the identity, f(jp) = jy and f"B > jg. 

PROOF. For every i < j e I, /<,- and {k: i < k < j} are isomorphic and also 
isomorphic to / (since they are all Ki saturated linear orders of size Ki). If A c / 
is countable, then there are i < A < j , and for all such /, j the sets {k: i < k < A} 
and {k: A < k < j} are again isomorphic to / . Also, />, is isomorphic to / (since 
a>2 \ a is isomorphic to C02). 

So assume a<ft<ye&,A<i<jp countable, i > j a . Then I<j \ /<, = 

I<j7 \ I<t = / . Also, if B C / is countable, 8 e & and B > jp, then there is an 
jp < i < B, and I<t = I<js = J, I \ /<, = / \ I<h = I. Now combine these 
automorphisms. H 

LEMMA 4.10. For fi e a>2 set Yp := {ny: y e &, y > /?}. P forces the following: 
If X is a set of reals defined with a parameter x £ \Ji€j VKi,andifT € Q,thenthereis 
anS < T andaP G co2 such that either lim{S)r\XnYp = %or {lim{S)\X)r\Yp = 0. 

This lemma holds for all / satisfying 4.5 and 4.9. 
Note that every real in Vm2 is in \Jiel V<t. 
We will see in the next section that (using additional assumptions) Yp is a weak 

measure 1 set. Then this lemma implies that X is weakly measurable, i.e., Theo­
rem 3.4. Because of 4.8, it will be enough to show that the set {nt: i e 1} is of weak 
measure 1. 

PROOF. Assume X = {r: <p(r, x)} and fix some T. Some po forces that x and T 
are in Va, so without loss of generality x, T are Pa names and dom(/>o) C Ia. Pick 
a Pi < Po, Pi & Pa such that p\ continuously reads T. Fix some ft > a. Then 
Pi '•= Pi U {(jp, T)} is an element of P<jf (since T is read continuously). 

Let p < P2 decide <p(np,x). Without loss of generality p Ih <p(np,x). p\Ip forces 
that S := Bf (fj <Q T ~(since p < p2). 

Assume towards a contradiction that for some q < p,y e & and y > fi 

q\V tjy e 1^(5") & -np(riy,x). 
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Note that q \Iy reads S continuously and forces that Bj (if) <Q S (cf. 2.25). 

Set A := dom(/?) D Ip and B := dom(/?) n I>jr Let jg be bigger than dom(^), 
and let / be an automorphism of/ such that / \(la U A) is the identity, f(jp) — jy 

and f"B > dom(q) (cf. 4.9 or Figure 4). 
dom(f(p)) n dom(^) C A U {jy}. f{p) \A = p\A > q\A, and q\Iy forces that 

B{^^) = B^) = S>QBl(n). 

So f(p) and q are compatible, a contradiction to f(p) II- y ^ y , x). H 

§5. A very non-homogeneous tree. For the proof of Theorem 3.4 it remains to be 
shown that {rjt: i e / } is of weak measure 1. For this we will need a certain Ramsey 
property for Q. 

DEFINITION 5.1. A subtree T of Tmax is called (n,r)-meager if pr(t) < r for all 
t 6 T with length at least n. 

LEMMA 5.2. IfT is meager for some (n, r), then l im(r) G I. 

PROOF. For any S e Q there is an s e 51 of length at least n such that /*s(s) > r-
So there is an immediate successor / of s in S such that t £ T'. Then lim(5'[t]) n 
lim(r) = 0. H 

DEFINITION 5.3. Let M, N be natural numbers. N -> M means: If 

• ri , rw e Jmax such that length(r,) > N, 
• t & rmax such that r, J_; for 1 < i < M, 
• AC succ(/) such that ju(A) > N, 

• fr. A -> T^x for \<i<M, 

then there is a 5 C A such that 

• yu(B) > M and 
• { sE rm a x : (3/ < M) (3? e i ) s ^ /,-(*)} is (M l/M)-meager. 

DEFINITION 5.4. A lim-sup tree-forcing Q is strongly non-homogeneous if [i is 
sub-additive18 and for all M there is an N such that N —> M. 

There are many similar notions of bigness, see e.g., [9, 2.2]. 

LEMMA 5.5. There is a forcing Q that is strongly non-homogeneous. 

PROOF. First note that it is enough to show that for each M there is an N such that 
N —>~ M, where N —>~ M is defined as above but with just one r and / instead 
of M many. To see this, just set KQ := M2 and find Kt such that Ki+\ -»~ Kt. 
Then KM ->• M. (Here we use that p. is sub-additive, since we need that the union 
of m many (n, x)-meager trees is (n, x • m)-meager.) 

We will construct T^x and p by induction. We define s <\ t by: length(^) < 
length(/) or length(s) = length(f) and s is lexicographically smaller than t. 

Fix some / e co<w. Assume that we already decided which s < t will be elements 
of 

/max a n d that we already defined the set of successors of all these s as well as the 
measure of their subsets. Assume that we have decided to put t into 7 ^ ^ . So we 
have to define succ(0 and the measure on it. 

I!VUU5) < fi(A) + fi(B). 
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Let mt be the number of nodes s < t already denned, including the already 
defined successors of s for s < t. Set Mt := (2m,)"1' . Then we define succ(?) to be 
of sizeM,™'.19 For ,4 C succ(0 we set ju(A) := logMi((\A\/Mt) + 1). 

Then 0 < fi{A) < m,, ju{A) = 0 iff A = 0, and ju is strictly monotonous and 
sub-additive.20 If A,B C succ(f) and \B\>\A\/Mt, then /u(B) > /u(A) - 1. If 
\B\< m, then ju{B) < \/mt. If/u(succ(/)) > M, then m, > M. 

Now fix an arbitrary M G to. There is an Âo such that fi{A) < \/M for all s 
with length(i) > No and all A C succ(^) with \A\< ms. (Just note that ms strictly 
increases with length(^).) Let N be larger than M + 1 and NQ. 

So assume that r ± t e rmax, length(r) > N > N0, A C succ(f), //(/4) > N > 
M + 1 (in particular m( > M), and f: A -> TJ^lx-

Set A' := {5' h r: s' < ;, length^') > N}. Enumerate X as {SQ, • • •, */-i} (for 
some / > 0). Set Ao := A. Assume that An is already denned, and define 

Sn •= W € rm a x: (3; ' G ̂ f l) a' ^ / ( / ' ) } . 

If n > 0 assume that | succs„(s„-i)|< 1 and that \A„\>\A„-\\/(2m,). 
Then we define An+\ as follows: Since s„ G X, |succ(s„)|< mt. By a sim­

ple pigeon-hole argument, there is an An+\ C 4̂„ such that \An+\\>\An\/{2mt) 
and I succs„+](^„)|< 1. So in the end we get a B := Ai with cardinality at least 
\A\/{2m,)m"' =\A\/M,, i.e., ju(B) > ji(A) -\>M. Also, | succ<j, (•?')!< 1 for every 
s' G X, so jus,{s') < \/M (since length(^') was sufficiently large). 

We claim that B is as required. We have to show that Si is (N, l/M)-meager. 
Pick an s' G Si of length > TV. We already dealt with the case s' G X. Otherwise 
s' > t (note that s' ^ t since s' _L t). In this case | SUCCS,(J') |<| sucC7-mox(?)l< ms<-
So /z(succ5, (.?')) < 1/M, since length(^') > N0. H 

LEMMA 5.6. 7/" 2 & strongly non-homogeneous, then P forces the following: If 
r G \im(Tmax) \ {rji: i G 7} J/jew ^ere is a T e V such that r G lim(7") a«d 7" is 
(1, \)-meager. 

If additionally the assumptions of Lemma 4.2 hold, then there are only Ni many 
T G V, and Ni < (2N°)F»2. This implies that the set {n,••: i G 7} is of weak 
measure 1: 

Ifr G lim(rmax) \ {m : i G 7}, then r G {Jrev meager 1 ™ ^ ) G Ic-

PROOF. Fix a P-name r for a real and a p G P such that /? Ih r ^ {77,-: / G 7}. 
We will show that there is a pm < p and a (1,1)-meager tree T such that pw Ih r G 
lim(r). 

We will by induction construct pn £ P, approximations g„,k„ e co and /„ E « , = 
dom(g„) such that 

(1) Pn+i <B„ Pn, fln+i is purely stronger than a„. 
(2) $j„ is n-dense at i„. 
(3) the sequence (i„)n6(B covers lJdom(/?„) infinitely often. 
(4) kn ->• max(n + 1, |Pos(g„)|). 
(5) If « > 0, then for each a G Pos(g„), p" forces a value to r\k„, and the tree 

{r'l: 5 G Pos(fl„)} C rmax|7c„ is (fc„_i, l)-meager. 

'We can e.g., set succ(0 := {t"k: 0 < k < M™'}. 
'Since the function g(x) := logM (x + 1) is concave and satisfies g(0) = 0. 
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l)i(«0(i) 

FIGURE 5. f)2 (bold) is a subapprox. of hi and still purely stronger 
than Q. Here, we assume dom(hi) = {wo,. • • ,"3}, j = «2, b € 
Pos(rj2) and a = 1>\Q. 

(l)-(3) allow us to fuse the {p„)nea> into a pm < p (cf. 2.15), and (5) implies that 
the tree of all initial segments of r compatible with pm is meager. 

We start by picking any k e dom(/?), some ^-approximation g0 that is 0-dense 
at i'o, a ko satisfying (4). So assume by induction we have found p„, Q„ and kn 

satisfying (1,2,4). 

(a) Set p := p„, Q :— Q„, M :=|Pos(g„)| and N := k„. So we have N ->• M. 
(b) Choose the position in+\ e dom(pn) according to some simple bookkeeping. 

This takes care of (3). Set j := i„+\. 
(c) Find a p\ <s p and m > N such that p\ \Y (t]j\m ^ r\m) and for all 

a e Pos(g) the condition p^ determines rjj \m and r \m. 
(How to do this? First apply pure decision 2.19(6) to get a p' <g p 

such that for all a e Pos(g) there is an m" > N and tj* ^ r* such that 
pi[a] ft. (r* _ f-\ma,rj* = rjj \ma). Then we apply pure decision again to get 
P\ <g p' determining r and rjj up to max{ma: a G Pos(g)}.) 

(d) Pick a p\-approximation hi which is max(«, A^)-dense at j and (purely) 
stronger than Q. 

(e) Pick a kn+\ > m such that kn+\ -> max(n + 2, |Pos(hi)|). 
(f) Picka^ <(,, p\ such that q^ determines r\kn+\ uptoA:„+i for a l i i € Pos(hi). 

So far we have taken care of (1-4): q <s p, hi approximates q and witnesses 
N-density (at j). However, the tree of possible values for r could be very thick in 
the levels between k„ and kn+\. We will thin out the approximation hi so that we 
still have (n + l)-density, and the tree of possible values for r gets sufficiently thin. 
We do this in two steps: 

(g) Find a sub-approximation f)2 of hi that is still purely stronger than Q and 
has only as many splittings as g, apart from one additional split (for each 
possibility) that witnesses jV-density at j (see Figure 5). 

In more detail: we construct f)2 the following way: Given b e Pos<,(h2), 
set a = b \Q. We have to define foO'Xfe). If i ^ j , pick for each t e s(i){a) 
exactly one successor s e \ji(i)(b). So f)2 makes the branches of g longer, 
but does not add any splittings. At j , we have the front F := Q{j)(a) and 
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the purely stronger «'-dense front F' := l)\(j)(b). Recall that T := T^dn = 
{s: s < F'} is the finite tree corresponding to the front F'. We continue each 
/ G F in T uniquely (without splits) until we reach a node t with many (i.e., 
w'-dense) splittings. We call t "splitting node". We take all the immediate 
successors of the splitting node and continue them uniquely in T until we 
reach a leaf of T, i.e., an element of F'. This process leads to a subset F" 
of/". Set f>2(./)(*) \=F". 

(h) So we get: There are |Pos<y(g)|< M many pairs (b, t), where b G Pos</(f)2) 
and t is a splitting node. 

Also, for b G Pos<7(()2), there are at most M continuations of b to some 

V G Pbs(fc). 
Such a & e P°s<; (hi) corresponds to a pair (a, t) as above together with a 

choice of an (immediate) successor of;. 
(i) Now we are ready to apply the Ramsey property. First fix a b G Pos</(f)2) 

and a splitting node /. (There are at most M many such pairs.) 
This pair corresponds to a unique a G Pos<7(g). There are at most M 

many continuations of a to some c G Pos(g). Fix an enumeration c\... CM of 
these possible continuations. According to (c), each c/ forces a value to r \m, 
call this value r/. 

Back to h2. Set A := succ(f) in the tree T^Jm (or equivalently T^m). 
So fi(A) > n' > N. For every s e A there is a unique s' h s such that 
a U {(j,s')} e Pos<^-(h2), and for every s e A, I e M there is a unique 
d G Pos(f)2) continuing c/ G Pos(g) and a U {(j, s')}. Each such d decides r 
up to kn+\. We call this value rsJ. So r*'' \m = rj. According to (d) we know 
that length(?) > m, so in particular t ± r/, according to (c). 

So for every / G M we define a function fi\A—t 7^1 \kn+\ by mapping 
s to rs'1. So we can apply the Ramsey property and get a B C A such that 
ju(B) > M > n + 1, and the tree of possibilities for r induced by a, B is 
(k„, l/Af)-meager. We repeat that for all pairs (a, t) where a G Pos<_,-(f)2) 
and t is a splitting node, and get a subapproximation g„+i of f)2 such that the 
tree of possibilities for r induced by g„+i is (k„, l)-meager (here we again use 
the sub-additivity of ju). 

This results in a sub-approximation gn+\ of (12 (and therefore hi) which is still 
purely stronger than Q = Q„. Since g„+i is a sub-approximation of f)i, |Pos(g„+i)|< 
|Pos(hi)|, and therefore kn+\, g„+i satisfy (4). H 

Note that we did not use the j a or automorphisms of I, the proof works for all / . 
In particular, for I = {/} we get: If G is g-generic over V, and if r ^ rj in F[G], 
then there is a (1,1)-meager T in F such that r G l im(r). In particular, such an r 
cannot be Q-generic over V. So we get: 

COROLLARY 5.7. IfQ is strongly non-homogeneous then Q forces that n is the only 
Q-generic real over V in V[GQ\. 

REMARK. A similar forcing gJeSh (finitely splitting, rapidly increasing number 
of successors) was used in [6] to construct a complete Boolean algebra without 
proper atomless complete subalgebra. gJeSh can also be written as lim-sup forcing. 
However, the difference is that the norm in gJeSh is "binary" (as e.g., Sacks): either s 
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has a minimum number of successors, then the norm is large, or the norm is 0. Such 
a norm cannot satisfy a Ramsey property as the one above. For gJeSh we can 
only prove Corollary 5.7 for the "single step iteration", but not Lemma 5.6 for the 
iteration. 

We have already mentioned another corollary: 

COROLLARY 5.8. If Q is strongly non-homogeneous, then P forces that {n,: i £ 1} 
is of weak measure 1. 

This, together with 4.8 and 4.10 proves Theorem 3.4. 

REMARK. There are various ways to extend the constructions in this paper. As 
already mentioned, we could use non-total orders / or allow Qt to be a P<;-name. 
A more difficult change would be to use lim-inf trees instead of lim-sup trees. In 
this case we need additional assumptions such as bigness and halving. This could 
allow us to apply Saccharinity to a ccc ideal I, i.e., to force (without inaccessible or 
amalgamation) weak measurability of all definable sets. 

§6. The Cohen model. We thank the referee for providing this section. 
There is a well known and much simpler way to force that every definable set is 

even measurable (not just weakly measurable) with respect to many tree forcings: 
Just add many Cohen reals. 

Let CK be the forcing notion adding K many Cohen reals (in a finite support 
product, or, equivalently, a finite support iteration). Any K with uncountable 
cofinality will work. We call the forcing extension the "Cohen model". If in the 
ground model KH" — n, then the continuum has size K in the Cohen model. 

LEMMA 6.1. In the Cohen model, every definable (e.g., projective) set is Q-
measurable. 

This works for all Q as in Section 1, in particular for Sacks forcing, and also many 
other tree forcings, such as Silver forcing (as was shown in [2]). So in particular, in 
the Cohen model all definable sets are Marczewski measurable (corresponding to 
Q = Sacks) and have the doughnut property (corresponding to Q = Silver). 

PROOF. This is similar to, but simpler than, Solovay's argument that all definable 
sets are Lebesgue measurable in the Solovay model. 

Assume that in the Cohen model the parameter p is in the union of the interme­
diate extensions (i.e., already added by the first a Cohen reals for some a < K) and 
that 

X = {x: <p{x,p)}. 

for some first order formula ip. Pick T e Q. We can assume without loss of 
generality (by factoring CK) that p and T are in V. 

Work in V and consider the (countable) forcing notion T (ordered by < j , the 
standard tree order). This forcing (which is obviously equivalent to a single Cohen 
forcing) adds a real c that is Cohen over V in the natural topology of l im(r) (we 
call such a real 7"-Cohen, for short). In the same way as for "standard Cohen" 
forcing, one can see that c determines the ^-generic filter, and c* is T-Cohen ifTc* 
is c[G] for some T-generic G over V. 
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In particular, whenever R is some forcing notion, GR is /?-generic over V and 
c* € K[G/{] is T-Cohen (over V), then we can factor the extension by first adding 
the r-generic c* and then forcing with some quotient forcing to extend V[c*]. If R 
is CK, then the quotient forcing is again equivalent to CK. 

Let c* be T-Cohen (i.e., ^-generic) over V. In V[c*] consider the forcing 
notion CK. Since this forcing is homogeneous, either lt-c« tp(c*,p)oT\\-c -xp{c*,p). 
Without loss of generality assume the former. So in V we can pick some condition 
t* eT such that 

t* lh r lho <p{c,p). 

Let c* in a CK-extension V of V be any T-Cohen real extending t*. As described 
above, we can get V by first extending V with the T-generic c* and then some CK-
extension of V[c*]. In particular, <p(c*,p) holds in V. To summarize: 

In the Cohen model V', all T-Cohen reals c* that extend t* satisfy ip(c*,p). (1) 

Back in V, let 7" be the tree T^'\ So V e g F . Set 

P = {(t,n):n> length(?*), t is a subtree of T', 

each maximal branch has height n} 

ordered by end-extension (more exactly: (t,n) is stronger than (s,m) iff n > m 
and t end-extends s). Obviously P is equivalent to Cohen forcing as well, and P 
adds a generic subtree S of T' (and S determines the generic filter). By density, 
the lim-sup condition will be satisfied, so S is in Qv^. In any forcing extension V 
of V[S], we get: 

Every branch v e lim(S') is T-Cohen over K and extends t*. (2) 

To see this, fix some nowhere dense set N in V. Without loss of generality TV is 
closed, i.e., corresponds to a nowhere dense subtree TV' of T. Then (by a simple 
density argument) there is some (t,n) in the -P-generic such that each maximal 
branch of t is not in TV'. So any v e lim(S) extends one of the maximal branches 
of t, and therefore is not in TV. 

Now we can finally fix a CK-extension V of V. We can use the equivalence of 
CK and P * CK to get in V some S <Q T such that (2) holds. Then by (1) we get 
that each c* e lim(5) satisfies tp{c* ,p), i.e., that lim(S') C I . H 

What is the difference between the Cohen model and the model obtained in the 
non-wellfounded iteration (let us call it nw-model, for short)? Note that in our 
nw-model, the continuum has size H2 (of course we can get larger continuum as 
well). One obvious difference is that in the nw-model Ic (the < ^-closure of I) is 
non-trivial (or, in the language of cardinal characteristics, cov(I) = H2), which is 
not the case in the Cohen model for n > H2: 

LEMMA 6.2. In the Cohen model, cov(I) = a>\. 

PROOF. The Cohen model is obtained by a finite support product of K many 
Cohen reals. We can write K as the strictly increasing union \Jaecoi Aa (each Aa of 
size K). Let Ca be the complete subforcing of CK consisting of the conditions that 
only use coordinates in Aa. Let G be CK-generic over V, and let Ga be the induced 
Ca-generic filters over V. Then we get: 
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(1) V[Ga] n co" is a proper subset of V[Ga+l] n vf. 
(2) v[G]nco°> -U6 f f l inG«]no)». 

From (1) and Lemma 1.8 we know that each F[Ga] n caw is g-null m the final 
Cohen extension; so by (2) cow is the union of Ni many g-null sets. H 
(This argument works not only for the Cohen extension, but also for the random 
model and similarly for finite support iteration of Suslin ccc forcings of length H2; 
also, it works for other ideals than the ones defined by lim-sup tree forcings.) 
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