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A DICHOTOMY IN CLASSIFYING QUANTIFIERS 
FOR FINITE MODELS 

SAHARON SHELAH AND MOR DORON 

Abstract. We consider a family it of finite universes. The second order existential quantifier Q^. 

means for each ( / G i l quantifying over a set of «(9^)-place relations isomorphic to a given relation. We 

define a natural partial order on such quantifiers called interpretability. We show that for every Q^, either 

£><H is interpretable by quantifying over subsets of U and one to one functions on U both of bounded 

order, or the logic L(Qo\) (first order logic plus the quantifier Q<R) is undecidable. 
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§1. Introduction. 
1.1. Background. In this work we continue [6], but it is self contained and the 

reader may read it independently. Our aim is to analyze and classify second order 
existential quantifiers in finite model theory. The quantifiers will be defined as 
follows: 

(*) Let U be a finite universe, and n a natural number. Let K be a class of 
«-place relations on U closed under permutations of U. Define QK to be 
the «-place existential quantifier ranging over the relations in K, i.e., the 
formula (Qf;r)<p{r) holds iff (p(R) holds for some R e K. 

Received December 18, 2003; accepted June 22, 2005. 

Research supported by the United States-Israel Binational Science Foundat ion. 

Publication no. 801 in Saharon Shelah's list. 

© 2005, Association for Symbolic Logic 
0022-4812/05/7004-0014/S3.80 

1297 

Sh:801



1298 SAHARON SHELAH AND MOR DORON 

We will usually work on quantifiers of the form QR = QKR where R is a n -place 
relation over U and KR is defined by: KR := {R' C " U : (U, R) « (£/, /?')}• We de­
fine below two partial orders on the class of such quantifiers, called: interpretability 
and expressibility. It will be interesting to consider the problem for classes K of 
n-place relations definable in some logic £, that is such that there exists a formula 
<p(r) G £ (r is a «-place relation symbol) and R G K iff (U, R) (= <p{r). In [4] the 
problem was solved for the case: K is definable in first order logic and U is infinite. 
It was shown that in this case QK is equivalent (in the sense of interpretability) to 
one of only four quantifiers: trivial (first order), monadic, quantifying over 1-1 
functions or full second order. A revue paper is [1]. If we do not assume K to be 
first order definable but keep assuming U is infinite we get a classification of QK by 
equivalence relations. Formally in [5] it was shown: 

THEOREM 1.1. Let U be an infinite countable universe, and K be as in (*). Then 
there exist a family E of equivalence relations on U, such that QK and QE are 
equivalent (each is interpretable by the other). 

We remark that if U is infinite not necessarily countable then the situation is more 
complicated, but if we assume L = V then we have the same result. [6] deals with 
the case U is finite. Under this assumption we get a reasonable understanding of 
QR , we can "bound" it between two simple and close quantifiers (close meaning 
that the size of one is a polynomial in the size of the other). We say that Q\ 
is "uniformly" interpretable (expressible) by Qi if the formulas used to interpret 
(express) are independent of U and depend on n alone. Let g j ' be the existential 
quantifier ranging over 1-1 partial functions with domain < X. Formally in the 
finite case we have: 

THEOREM 1.2. Let U be a finite universe, and R a n-place relation on U. Then 
there exist a natural number X = X{R), and equivalence relation E on U such that 
uniformly we have: 

1. QE and Q\~l are interpretable by QR . 
2. If\U\>Xn then QR is expressible by{QE, Q\^}-
3. If \U\ < X" then every binary relation on a subset A C U with cardinality 

< \U\^2" is interpretable by QR. 

In case (2) of the theorem if we want to have "interpretable" instead of "ex­
pressible" then the situation is more complicated and we deal with it in this paper. 
Since U is a "large" universe we check the "asymptotic behavior", that is we con­
sider a class it of finite universes with unbounded cardinality. For each U G 11 let 
9{[U] C " U be a n-place relation on U. We will see that there is a dichotomy in 
the behavior of Q%[v\, that relates to cases (1) and (2) of theorem 1.2. Formally we 
prove: 

THEOREM 1.3. Let 9\ be as above. Then exactly one of the following conditions 
holds: 

1- Qm[U] is uniformly interpretable by 1-1 functions and unary relations both of 
bounded cardinality. 

2. For each m G N, there exist U G il such that we can uniformly interpret number 
theory up to m, by Q<n[U]-
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We prove this theorem in sections 3 to 6. In section 3 we analyze the situation, 
and give a condition for the dichotomy. In section 4 we prove that if the condition 
of section 3 holds then part (2) of theorem 1.3 is satisfied. In section 5 we prove, for 
the binary case that if the condition does not hold then part (1) of the theorem is 
satisfied. In section 6 we prove the same for the «-place case. In section 2 we show 
that in the finite case we can not get a full understanding of Q& similar to what we 
have in the countable case (not even for expressibility). 

1.2. Preliminaries. 

Notation 1.4. 1. il is a class of finite universes, possibly with repetitions. So 
formally: 11 = {(/, ; i e 3} for an index class 3 and we allow £/,- = Uj for 
i / j G J. We will usually not be so formal and will write U G il and it should 
be understood as / G 3 and U = £/,-. We assume sup{\U\ : U G il} — No-

2. & is a function on il and for all U G il, &[U] is a set of «-place relations on U 
(where n = »(£) is a natural number), closed under permutations of U. This 
means: if RUR2 C "U and (U,R{) « (U,R2)_then R{ e &{U] <* R2 e A[U]. 

3. ^ is a sequence of such functions. We write & = (£o,-••, •%(!) _ i) • 
4. 5K is a function on i l and for each ( / e i l , W[U] is a n-place relation over U 

(where n = «(9t) is a natural number). 
5. r is a n($K)-place relation symbol. 
6. For all 1/ e il if S is a w-place relation on £/, and F is a m-place function on 

U, then .? and / are a «-place relation symbol and a w-place function symbol 
respectively. We write (U,S) \= s{a) iff a G s, and (tfjF) (= / ( F ) = c iff 
F(£) = c. (That is for all c G tf a G " L7 ft G m U). 

7. For all U G il and n £ co, a e"U isa, sequence of n elements in U. We write: 
d = {do,.. •, fln-i), and /g(a) = «. 

DEFINITION 1.5. For all .8 as in 1.4.2 we define the second order existential quanti­
fier Q& to range over all relations in &. Formally we define the logic L(Q^,..., Q$m) 
to be first order logic but we allow formulas of the form (Q&<r)(p(r) (r is a «(&,)-
place relation symbol) for all 1 < i < m. Satisfaction is defined only for models 
with universe U G il as follows: (= (Qo,r)(p(r) iff there exists R° G &i[U] such that 
(U,R°)^<p(r). 

DEFINITION 1.6. We say that ^ (or Q$) is definable in some logic £ iff there exists 
a formula tp(r) G £ (r is a «(^)-place relation symbol) such that for all U G il and 
R C"W{/ : 

{U,R)t=tp(r)^R£8[U]. 

Notation 1.7. For 9t as in 1.4.4 we denote by Q^ the quantifier Qftm where 
A = £<jt is defined by: 

S[U]:= {Rl c"{m)U : (U,Rl) « (l/,«H[t/])}. 

DEFINITION 1.8. 1. We say that g^, is interpretable by g^2 and write Q^ <int 

Q&2 if there exist k* G co and first order formulas: 

<pk{x,r) = ipk(xo,...,x„(Al)_i,ro,...,r„^i) 

for k < k* (each r/ is a «(^2)-place relation symbol) and the following holds: 

Sh:801



1300 SAHARON SHELAH AND MOR DORON 

(*) For all U € il and R e &\[U] there exists k < k* and RQ,..., Rm-\ e 
.%[£/] such that (t/, i?0, • • •, Rm-\) N (V*){U(x) = ¥>k(x, r0,..., rm_,)]. 

2. We say that gg, is expressible by Q&2 and write g^, <exp g.s, if there exist 
k* e o and formulas in the logic L(gfR2): 

fk(x,f) - tpkUa,. . . ,x„( i ? l )_1 , r 0 , . . . , rm_i) 

for k < k* (each r; is a «(#2)-place relation symbol) and (*) holds. 
3. In (1) and (2) if /c* = 1 we write g^, <i_/„, g.s, and g^, <i 

—exp \£&2 

respectively. 
4. We write QAl =int Q&2 if QAl <int QRl and QAl <iM Q^. =exp is defined in 

the same way. 
5. We define Q& <im {Q&0,..., gj?;_l}asin(l)onlyin (*) for each 0 < j < m~\, 

i?y may belong to some &, for 0 < / < / - 1 with «(£,) = n{Rj). We write 
gs: = {2J?O^ • • • < 2 % S ) _ , } w h e n I = (̂ o. • • • . % D - I ) - I n t h e s a m e w a y w e 

define for < e ^ . 

6. We define Qw <int g^r if g#i <,„, g^y for all / < lg(Sil) again when ft1 = 

(8Q, ...,8} .fet\,)- 1° the same way we define for <exp. 

The following two lemmas are straightforward. 

LEMMA 1.9. 1. <,„r and <exp are partial orders, and hence =,„, and =exp are 
equivalence relations on the class of quantifiers of the form Q&. 

2. g^r <int Q& implies Q-^ <exp Q&. H 

LEMMA 1.10. Let £ be some logic and assume &l ,$? are definable in £ {that is 
every $.[ is, see definition 1.6) awrf g^r <«/> Qjf then: 

1. 77;ere ex/ita a computable function that attach to every formula in £(g^r) an 

equivalent formula in £(g^2"). 
2. The set of valid sentences in £(g^r) is recursive from the set of valid sentences 

inZ{Q-^). ' H 

So <exp gives a hierarchy on on logics of the form £(Q$), i.e., under the assump­
tions of lemma 1.10 the expressive power of £(2^i) is a t least as strong as that 

of£(e^)-

1.3. Summation of previous results. We will use the following results. Proofs can 
be found in [6]. 

DEFINITION 1.11. 1. let A be a function from H to N such that A[U] < \ U|/2. 
Define 8.™" by M%on[U] := {A C U : \A\ = X[U]}. We denote Qffr by Qfm. 

2. For A as above define £™f by £™f [17] := U{#™'" -M<X}. We denote g ^ - . 
byg^f. 

3. For A as above define # H by ^"'[C/] : = { / : ( / - > £ / : |Dom(/) | = 
A[£7], / one to one}. We denote Q$-x by g H . 

4. For X as above define j?^] by $}<\\U\ := U ( ^ ' : ,« < A}. We denote g^u. 
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5. Let X and fi be functions from it to N. Define Ke
x as follows: &e?[U] is 

the collection of all equivalence relations on subsets of U with exactly X[U] 
classes, and the size of each class is /u[U]. We denote Q^ by Qe

x . 

6. Let X and ju be as in (5). Define 9L^X < as follows: $£x < is the collection 
of all equivalence relations on subsets of U with at most X[U] classes, and the 
size of each is at most ju[U]. We denote Q&«t^ by (£?x < 

Remark 1.12. It is an easy fact that Q'x
nm EE,„, Q™>» and Qlfl =,„, £><] so we will 

usually not distinguish between them. 

LEMMA 1.13. Let X be a function from it to N, and t£ a binary relation on it such 
that for all U G it, £[t/] is an equivalence relation with at least X[U] classes each of 
which has at least X[U] elements {andpossibly smaller classes). Then Qe

xx <,-„, Q<£. 

PROOF. Straight foreword. The interpreting formula is 

<p(x,y,s0,si, s2) := s0{x,y) A ->s\(x,y) A s2(x,y). 

(See [6] for similar proofs). H 
THEOREM 1.14. For every VK there exists a function Xo = Xo{Dl) from il to N and 

a relation^ withn = «(<R) = «(9ti) W |Z)ow(«i[t/])| < Xo[U] + nforall U Gil, 

Tfte interpretation is done uniformly, that is the formulas used are independent of 
9\ {dependon n{9\) alone). 

THEOREM 1.15. For every *H there exists a function X\ = Ai(fR) from il to N i'wc/i 
that uniformly: Q* =int {Q™», g j ; 1 , gg,,, g e } , u>/*ere: n = «(<R) = «(« , ) , A„ 
is given fry 1.14, W / o r a// C/ e il, |Dow(«Hi[C/])| < n • XX[U] and €[U] is an 
equivalence relation on U. 

Remark 1.16. In the proof of theorem 3.6 we can assume without loss of general­
ity that for all U G il, |fH[f/]| < X0[U] + n(5R), this is true since we can interpret SKi 
instead of 91. Similarly using 1.15 we can assume |9t[£/]| < X\[U] • n{9\). Here we 
have an equivalence relation <£ that can change the bounds but the change will not 
be significant. Note also that Q\~l =int Q}~\ (for all n G of). So in the simple case 
of the dichotomy (theorem 5.2) we prove Q^ <int {Q™"". Q\~1} but in the proof we 
will not pay attention to the size of the sets and functions we use. 

§2. Limitations on the classification of Q& in the finite. In this section we show that 
unlike the countable case in which we had an understanding of Q& by equivalence 
relations, in the finite case there are classes of relations we can not express. 

DEFINITION 2.1. For all « G <x> define J?„ by: £„[£/] := {R : R C nU} for all 
C/Gil. 

LEMMA 2.2. For all n G CO'. Q&nt] J~exp Q R „ -

PROOF. Suppose Q&„+1 <exp Q&n, and assume that the formulas used for express­
ing are ipk{x,ro,..., rWt_i) for k < k*. Put m = maxjmi : k < k*} U {k*} and 
let U G il. Then by these formulas we can express at most m • \&[U]\m differ­
ent relations. Since |£«[£/]| = 2^1", if we choose U such that \U\ > m. we get 
\U\"{\U\ -m) >log2(w), hence 2lL/l"(l:/l-m) > m, and hence 2l£/l"+' >w-2lc / l" 'm . 
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1302 SAHARON SHELAH AND MOR DORON 

So the maximal number of different expressible relations is smaller than |&„+i[£/]|, 
a contradiction. -\ 

We have that for n > 2, QAn is not expressible by equivalence relations, unlike the 
countable case (see 1.1). Moreover we have: 

LEMMA 2.3. For all n > 2: 

2. g*. £exp Q
eq-

PROOF. We prove (1). again suppose Q&n <exp Qhl, and we use the notations of 
the previous proof. Note that £'"'[£/] = \U\\, and for \U\ large enough we have 
\U\\ < 2lf/l'°s(lc/l)'c where c is some constant. Moreover for all n > 2, for \U\ large 
enough we have |£/|-log(|t/ |)-cm < \U\". So we get: m • \Rl~] [U]\m < 2^1" which 
means the number of relations expressible is smaller than |&„[C/]|, a contradiction. 

The proof of (2) is similar using: £"?[[/] < | t / | | c / | < 2^^°^u^-c. -i 

We get that in the finite case even for n(&) = 2, we can not express every Q$ by 1-1 
functions and equivalence relations. 

§3. Primary analysis. From here on, unless said otherwise, we assume that 9\ is 
fixed and kt = A,-(fK) for / e {0,1} (see 1.14 and 1.15). 

In this section we start the analysis of £>« • For each universe U we define a natural 
number k which is the maximal size, in some sense, of an equivalence relation on U 
interpretable by D"l[J/]. The size of k is an indicator of the degree of "complexity" 
of 9t. We will show that there is a dichotomy, ether *H is very "complex" or it is 
"simple". This is made precise below. 

DEFINITION 3.1. Let x — {/o,.. . , /„ , , , * o — , sm, co, • • •, cm } be a vocabulary, 
that is /,• are «(/,)-place function symbols, Sj are «(5,)-place relation symbols and 
Cj are individual constants. Define: 

1. for all U € it a model for x on U is 
M — (TJ fM rM M M M M\ 
M —yu,j0 ,,..,jmi,s0 ,...,sm2,c0 ,...,cm}>, 

where ff are «(/,•) -place partial functions. 
2. a model for x on il denoted by 9JI is a function from U such that for all U € il, 

9Jt[ U] is a model for x on U. Note that the function U >-> ((/, 9^[C/]) is a model 
for {r} on il, we will not be as formal and say that SK is. 

3. Assume r e x. We say that 9Jt expands (or is an expansion of) 91 if for all 
U G il, rOT[L,l = m[U]. More generally: 

4. Let x C T' be vocabularies, and let 3JI and 9JI' be models on il for x and T' 
respectively. We say that OT' expands 9DT if S0T'|T = OT. That means for all 

U £ it and / , e T, ff[U] - / , m [ t / ] , and similarly for relation symbols and 
constants. 

5. We call x simple if it is finite and all the relation and function symbols are 
unary. 

6. We call M a simple model for x on U if: 
(a) x is simple. 
(b) M is a model for x on U. 
(c) For all i <m\, ff1 is a one to one function and \Dom(ff1)\ < k\[[/]. 
(d) For all; < m2, |5,M| < A0[l/]. 
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7. We call 9ft a simple model for T on il if for all U £ it, 9ft[£/] is a simple model 
for x on U. 

8. Let U £ il and /? be «(*K)-place relation on U. We call M a simple expansion 
of R on 1/ for vocabulary T if: 
(a) r £x. 
(b) M is a model for x on [/. 
(c) rM = «. 
(d) The restriction of M to T \ {r} is a simple model for r \ {r} on U. In 

particular r \ {r} is a simple vocabulary. 
9. We call 971 a simple expansion of 9t (on il) for vocabulary x, if for all U £ il, 

9ft[£/] is a simple expansion of 9t[C/] for T on U. 

DEFINITION 3.2. Let T be a finite vocabulary, and A a set of formulas in x. Let M 
be a model for x on U, m £ co, A C U, and a £mU. Define: 

1. The A-type of a over A in M is: 

tpA(a,A,M) •= {<p(x,b) : <p{x,y) £ A, lg(x) = m,b £ <0JA, M \= tp(a,b)}. 

2. S%(A,M) •= {tpA{a,A,M) :a£mU}. if M = {U, R) we write S%{A,R), 
and similarly in (1). 

3. If p £ S%{A,M), a1 £mU and</?(x,6) £ p => M |= (pQ?,b), then we say 
that a' realizes />, in particular a realizes tpA(a, A, M). 

DEFINITION 3.3. Let x be a finite vocabulary and A a set of formulas in x. 

1. For all U £ il, A C £/ and M a model for x on [/, define an equivalence 
relation £ = £^'tf (we usually write E^,M where U is understood) on U by: 

E := {(*',*") G 2U : tpA(x',A,M) = tpA(x",A,M)}. 

2. Let U £ il, m £ co and 2: an equivalence relation on U. We call E m-big, if E 
has at least m equivalence classes of size at least m. If £ is not m-big we say it 
is m-small. 

3. Let 9ft be a model for x over on il, define a function from il to N, k& = £A,OT 

as follows: k&[U] is the maximal number k such that there exists A C U, 
\A\ < Xo[U], and E*M[U] is k-big. 

LEMMA 3.4. Let 9ft be a simple expansion ofKfor a vocabulary x, and A a finite 
set of formulas in x. Then: {Q„.Q%",Qtf} >,„, Q?^^. 

PROOF. For all U £ il, let A v C U be the subset the existence of which is 
promised by 3.3.3. Let s' be an unary relation symbol. Define a simple vocabulary 
x' := x U {s'}, and a formula in x'\ 

W(x\ x") := (V6) / \ {s'(b) - [pW, b) ^ <p(x", b)}} 

(where (V6) stands for V6o . .. Vftfe{^_,, and s'(b) stands for A,<^(i)-i *'(&»)). Let 

9ft' be the simple expansion of 9ft for T' defined by s'm [U] := Au, for all £/ e il. 
Then for all £/ £ il and a, ft £ U: 

aE^[U]b <{=> m'[U] \= ¥(a,b). 
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1304 SAHARON SHELAH AND MOR DORON 

Define £ by €[U] = EA'm^u\ Since 971' is a simple expansion of 9\ we have 
Qe </«( {Q<n QT"1' Ql'1} when the interpreting formula is i//. Now by 1.13wehave 
Qe > im Qll m , j t 4 m, so by transitivity of < ,„, we are done. H 

LEMMA 3.5. Let n be a natural number no larger than n(9i). Let x be a simple 
vocabulary, and 9JI a simple expansion of ^ for x U {r}. Let A be a finite set of 
formulas in x U {r}, of the form <p(x,y) such that lg{~y) < n. Let U € it and 
k = k^wilU]. Then there exists A C U such that: 

1. \A\ <nk. 
2. If<p(x,y) e A and a <E teWC/ are a formula and parameters, then the formula 

ip{—,~a) divides every equivalence class ofEA' into two parts one of which 
has no more than (k + 1) • 2m" elements, where m* — \A\{k + 1)"+1 • n". 

3. There exists at most k types, p G S^{A, Wt[U]), realized by at least k • 2m 

elements of U each. 
PROOF. Define a natural number m/ by downward induction on / < k + 1: 

m/t+i = 0, mi — |A|(n(/ + 1))" + mi+\. By induction on / < k + 1 we try to build 
aset^4/ C U such that \Ai\ < n*l, and there exists at least /types/? e S[(Ai,9Jl[U]) 
realized by at least (k + 1) * 2m< elements each. If we succeed then the existence of 
Ak+\ is a contradiction to the definition of k. (We assume here that \Ak+\\ < Xo[U]. 
but without loss of generality we can assume that as \Ak+\ \ is bounded, see also 
remark 1.16). Let /o < k + 1 be such that we have built Ao,....At„ but we can not 
build Ai0+\. Put A = Ai0. Clearly A satisfies (1). We prove (2). 

Put M := 9Jl[U]. Let (5, : i < /o) be am enumeration of equivalence classes 
of Ej'M with at least (k + 1) * 2m'» elements. (Note that there are exactly /Q such 
classes since IQ is maximal). Let y?(x,j) € A and a e '^^V be some formula 
and parameters. The relation E%u- divides every class Bj to at most 2lA'*(l'4l+")" 
parts. Hence by the pigeon hole principle at least one of those parts has at least 
2iA|i(Mi+«)" — 2IAI»M'O+'»" — (k + 1)* 2m'o+l elements. If for some / there are more than 
one part with more than (k + \) * 2m'»+1 elements then define A/0+\ = Alia and we 
get: 

1. \Ah+i\ < \Ak\ + \a\ < « * / 0 + « < « ( / o + l). 
2. There exists at least /o + 1 types p e Sl

&{A/0+i,SJl[U]) realized by at least 
{k + 1) • 2m'o+l elements each. 

This is a contradiction to the maximality of IQ. Now assume toward contradiction 
that <p{—, a) divides some B, into two parts, both larger than {k +1) *2m* (note that 
m* > mi0 so there is no need to check classes smaller than (k +1) * 2m*). Then EAU„ 
divides each part into at most 2'Al*M/o+1)'" classes and hence each part contains an 

equivalence class of EAUa with at least j ^ , 1 . ^ " , , . > $$£& = (k + 1) * 2 m v 
elements, so 5, contains two such classes and this, as we saw, is a contradiction. To 
prove (3) we note that /o + 1 < k + 1, and m* > m;0 > /W/„+i hence the existence of 
fc + 1 classes with k * 2m" elements contradicts the maximality of/o. H 

THEOREM 3.6. Le/ i f e a simple vocabulary, and A a finite set of formulas in x U {r}. 
Then one of the following conditions hold: 

1. There exists a sequence of worlds: {(/,-€ i t : i 6 cu), W f l sequence of natural 
numbers: («, : i e co) such that ni —> oo and there exists a simple vocabulary 
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T'. a formula ip(x,y) inr'u{r} and a simple expansion^ ofd\forr'[j{r}, such 
that for all i G to: {(x,y) G 2c7,- : 9Jt'[C/,-] |= <p(x,j)} is an n-big equivalence 
relation on Uj. 

2. There exists a natural number k* such that for all U G il a«d M — a simple 
expansion of ^[U] for z U {r} on [/, /were exist A = AyM C £/ SMC/; /Aa/ 
|̂ 41 < £*, £^'£f w k*-small, and for every formula tp{x,j) G A and parameters 
a G ̂ -v' U, ip( — ,a) divides each equivalence class ofE^M into two parts one of 
which has less than k* elements. 

PROOF. Define M to be the class of all simple expansions of !SH for x U {r} on it. 
For all U G il define: 

A:™M[t/] = msix{k&,m[U] : Tt G M}. 

Next we assume that sup{k%"x[U] : J7 G it} = N0 and show that condition 
(1) is satisfied. Let {{/,- G it : / G co) be a sequence of universes such that 
n, =kT"x[Ui] —> oo. Define a simple vocabulary r' = i U {s'} (s' an unary rela­
tion symbol). We now define 9tt. For all;' G co denote by Mt the model for r U {r} 
on U. for which the maximum in the definition of k™ax[Uj] is obtained. Define 
9Jt[£/,-]|r U {r} := M,. By the definition of &A.OT there exists a subset At C t/( such 
that £^'M' is a «,-big equivalence relation on U. Let s1 = At. That defines OT 
(obviously the definition on universes not among the Ut is irrelevant). We define 
ip(x, y) to be the formula interpreting E%'Mi (see 3.4) namely: 

<p{x.y):=(Vb) /\ {s'{b)^[y{x,b) = V{y,b)]}. 
f(x,:)£A 

It is clear that condition (1) is satisfied. 
We now assume that {k%ax[U] : U G it} is bounded and let k by its bound, we 

show that condition (2) is satisfied. Let n :— max{lg{y) : <p(x,y) G A}. We define 
k* = max{(/c + 1) * 2^ik+^+'*n",n(k + 1)}. Now let U G il, and M a simple 
expansion of fH[C/] on (7 for vocabulary r U {>}. Let A C [/ be the subset the 
existence of which is promised by the previous lemma. Then all the demands of (2) 
are clear from the previous lemma and the fact k > k™ax[U] > k^m[U]. -\ 

§4. The complicated case of the dichotomy. In this section we assume that il and 
9\ satisfy condition (1) in 3.6, that is we can uniformly interpret an arbitrarily large 
equivalence relation. We show that in this case we can interpret bounded number 
theory in the logic L(Qtn). It follows that the logic L(Qm) is undecidable. 

We make use of the following: 

LEMMA 4.1. Let E be an n2-big equivalence relation on a universe U. Then we 
can uniformly (that is using formulas independent of U and E) interpret the model 
({0,1 n — 1}: 0, S, +, *) using a finite number of isomorphic copies of E. 

PROOF. We will not go in to details, as similar results are known from "history" 
(see [3]). In short, using a fixed number of of isomorphic n-big equivalence relations 
(actually two relations are enough), we can uniformly interpret any graph on n 
vertexes. Now the model ({0 ,1 , . . . ,n — 1}: 0, S, +, *) can be easily shown to be 
interpretable (again uniformly) by a graph with n2 vertexes. H 
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From this we conclude: 

COROLLARY 4.2. In theorem 3.6 if condition (1) is satisfied then we can uniformly 
interpret number theory bounded by nt using a finite number of isomorphic copies of 
R[Ufl\. ' ' ' _, 

We can now prove our undecidability result: 

THEOREM 4.3. In theorem 3.6 if condition (1) is satisfied then the logic L(Q<x) is 
undecidable, i.e., the set of logically valid sentences in £(2<n) is not recursive. 

PROOF. Again we will not go into details. Let *F be a finite subset of the axioms of 
number theory large enough, so that we can code Turing machines in any model of 
VP. Let y/* be the conjunction of the axioms in *P. Now the set of sentences y/ in the 
vocabulary of number theory such that y/ A y/* has a finite model is not recursive. 
For each sentences y/ in the vocabulary of number theory let ipv be the "translation" 
of y/ A y/* to the vocabulary {r\,...,r„} under the interpreting formulas obtained 
from the previous corollary. We then have that y/ A yi* has a finite model iff 
(2iKri) • • • {QtSKTm)w h a s a m°del in the context of the logic L(Q<n). Hence the 
logic L(£><H)

 c a n not he decidable. H 

§5. The simple case of the dichotomy. In this section we will interpret £><H when 
91 is "simple" that is when condition (1) in theorem 3.6 is not satisfied. We will 
show that in this case there exists a simple model on it in which it is possible to 
interpret 91 by a first order formula. In fact we prove Q& <im {Q™n, 2j~'} so we 
get a full understanding of Q<R. 

5.1. Formalizing the assumptions and the main theorem. In the rest of the paper 
we assume that it and 91 do not satisfy condition (1) in theorem 3.6. (Note that this 
condition is independent of A). Hence from that theorem we get the following: 

1. For every simple vocabulary T, and A a finite set of formulas in r U {r}, there 
exists a number k* — k* (A) and a function that assigns to every U e it and 
M — a simple expansion of 9l[£/] for x U {r} on V, a set A = A^M C U such 
that condition (2) in theorem 3.6 is satisfied, that is: 

(*) Ml < k\, Ej,M is ^j*-small, and for every formula <p(x,~y) G A and 
parameters a € lg^U, ip(—,a) divides each equivalence class of E^M 

into two parts one of which has at most k\ elements. 
2. For every simple vocabulary T, and every formula tp{x,y) in x U {/}, there 

exists a natural number k% = k%(cp) such that: 
(**) If 9Jt is a simple expansion of 9t for x U {r} and U € it, then the 

interpretation of tp(x,y) in 9Jl[U] (that is {(x,y) e 2U : M[U] \= 
<p(x, y)}) is not a ^ -b ig equivalence relation. 

Remark 5.1. We can increase k*(A), meaning if m > k*{A) than m satisfies (*) 
(for the same function A^jM). Hence: 

1. If we are given a function A H m(A) then without loss of generality (by 
changing the definition of k*) we may assume: &,*(A) > m(A) for all A. 

2. If A C A' then without loss of generality (by redefining k\ by induction on 
|A|) we may assume k*{A') > k*(A). 

We now formalize the main theorem of this section. 
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THEOREM 5.2. There exists a simple vocabulary z, and a first order formula 
ip(xo,..., *„(!*)-1) in T, and there exists 9Jt a simple expansion of 9t for z U {r} 
on il such that for all U G il: 

M{U] \= (Vx)[r(x) = <p(x)]. 

COROLLARY 5.3. Q* <iM {Q\;l.Q^n}. 

PROOF. Straight from the theorem when the interpreting formula is <p. H 

In the rest of the paper we will prove theorem 5.2. 
5.2. Proof of the main theorem in the binary case. We prove theorem 5.2 under 

the assumption n{d\) = 2. A will be a finite set of formulas with at most 2 free 
variables in the vocabulary {r}. In other words z = 0. Hence the set A^jM and 
the relation E^M are independent of M, and depend on A alone so they will be 
denoted by Ay and E%. 

DEFINITION 5.4. Let A be as above and U e il. Let k* = fc*(A) and A — A%, 
define: 

1. For all (p(x, y) G Aandj'o G U: 

MinorityA{y0,tp) := {x0 G U : \{x € U : xE%x<iA<p(x,yo) = (p{x0,yo)}\ < k*}. 

2. S = SA is the binary relation on U given by: 

x0Sy0<^x0e [J MinorityA(y0,(f). 
<p(x,y)eA 

LEMMA 5.5. Let A be as above. We use the notations of the previous definition and 
also k*2 = k*(V) where W(x',x") := (^b) ^{xJ]eA{s(b) -* [<p{x',b) = <p(x",b)]} 
(s an unary relation symbol). Then: 

(1) |{JC : \x/E%\ <2-A:*}| < /* , where I* = k* • 2^k"+l. 

(2) For ally G U: \{x : xSy}\ < |A| • {k*f + I*. 

(3) |{x : \{y : xSy}\ > 2\^k'+kV . k* + / * } | < |A| • (A:2* • k*)2 • 2Wk'+kD + I*. 

PROOF. (1): The number of types p G SA{A, 9\[U]) is no larger than 2^^A^ since 
for every formula in A there are at most two free variables. We also have \A\ < k*. 
So the number of equivalence classes of EA is no larger than 2^k" and (1) follows 
directly. 

(2): Let x,y G U. Assume \x/E%\ > 2 • k*. For all <p G A we have x/E% n 
MinorityA(j, tp) < k*. Hence \{x' : xE%x' A x'SAy}\ < |A| • k*. The number 
of equivalence classes of E% which are larger than 2 • k* is also no larger than k*. 
Hence we get: \{x : \x/E%\ > 2 • k* A x 5 A j } | < |A| • (A:*)2. To this we add at most 
/* elements from "small classes" and (2) follows. 

(3): We write m = |A| • (A:2* • k*)2 • 2^k'+k^. First we disregard all the elements 
of {x : \X/EA\ < 2 • &*} and using (1) we decrease the bounds by /*. So seeking 
a contradiction we assume that there are different {xo,...,xm} so that for each 
i < m there exists different {y'0,..., j'|A|(**+*2*) >.»} w^ t n ^ ' ^ j - Using (2) (with the 
bounds in (2) also decreased by /*) there exists a subset of {xo,... ,xm} with at 
least fcj elements such that the elements of YXl := { j j : xtSy'f} are pairwise disjoint 
(see figure). Without loss of generality we assume that this set is {xo,..., Xk>}. For 
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XQ 

every x, thesetsof YXj satisfy at most 2lAK**+*2) different types p e S\(AU{XJ : i < 
kj }, £K[ U]). Hence there are more than fc| elements of Yx. that satisfy the same type 
(again we assume those are the first elements). In conclusion we get {x;},-i0 and 
{y'j}ij=o....,k: without repetitions such that the type tpA( y l

rA\J>{xi : i < A:|},£R[t/]) 
is independent of j , and x^SyJ <=> i\ = ii holds for all i\, ii,j < kj. So y/ with s 
taken to represent A U {xt : i < k%} interprets a &|-big equivalence relation on U. 
This is a contradiction to the definition of k\. 

H 

LEMMA 5.6. There exist a simple vocabulary r, and a finite set of formulas O in r, 
and a simple model Tlfor i on it, such that for all U £ ii and x, x', y,y' e U if 
tp(!>((x,y)J,m[U])=tp<b((x

f,yf),0,mi[U])then(U,y{[U])hr(x,y) = r(x',y'). 

PROOF. We simultaneously define t and its interpretation Wl[ U] for some U e ii. 
O will be the set of atomic formulas in T with terms of the form x.f(x),c,f{c) 
(function composition is not allowed). For brevity we write: M := 97t[£/] and 
R := 9t[£/]. Let A := {r(x,y)}. Using the notations of 5.5 we define: 

A* =AU{x: \x/EA\ <2-k*}u{x: |{v : xSAy}\ > 2w(k'+k^ • k*2 + /*} . 

By 5.5 \A*\ is uniformly bounded (that is the bound is independent of U). x will 
contain: private constants for all the elements of A* ({cx : x e A*}, c^f :— x), 
and unary relation symbols for the equivalence classes of EA, ({SX/E&, : x e £/}, 
s^,E& := x/EA,). Note that the number of such classes is also uniformly bounded. 

Now we look at 5 A | U \ A* this is a digraph with (uniformly) bounded degree, that 
i s fo ra l lxe U\A*. \{y i A* : xSAy}\ is bounded by 2^k"+k^ -k^ + l* andforall 
y G U\A*, \{x <£ A* : xSA.y}| is bounded by |A| * (k*)2 + l*. Hence we can divide 
SA\U \A* into (Sm : m < m*) with: \Jm<m, Sm - SA\U \A* and for all m < m\ 
Sm is a digraph with degree 1, that is a one to one partial function on U \ A*. To 
see this inductively apply Hall's theorem to the elements of the largest degree. Note 
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that m* is uniformly bounded, in fact it is bounded by the sum of the two bounds 
mentioned above. We add to r, unary function symbols {/„ : m < m*} and define 
fM . o 

J m • °m' 

Let (Bt : i < /*) be an enumeration of {x/EA \ A* : \x/E%\ > 2 • k*}. Note 
that i* < k*. For all y £ U and i < i* there is a truth value tf that is the value 
the formula r{-,y) gets for the majority of the elements of Bt. Since we deal with 
"big" classes (that is with more than 2 • k* elements) we get: for all y & U, i < i* 
and x £ #,, R(x,y) = tf <$• ->xSAy. We divide each Bt into 2'* parts according 
to the truth values, tf : ;' < /*. This means that for each part, the value of the 
vector (tf : / < /*) is independent of y. For all i < i*, we denote these parts by 
(B'J : j < 2'*). We add to t, unary relations {s;j : / < i*,j < 2'*} and define 
sLj := B'j. This completes the definition oft and SDt. 

We now prove that 971 is as desired. Let a, a', b,b' e U and assume 

tp9{{a, b), 0, M[U]) = tP<s,(W, b'), 0, m.U})-

If a e A* then a = a' (due to the formula x ~ cx), and the truth value of R(a, b) is 
determined by b/E%.. Moreover b/E%, = b'/E%, (due to the formula shiE& (y)), 
so we get R{a,b) = R(a',b') as desired. Symmetrically we deal with the cases 
b, b'a' £ A*. So we can assume a, a'', b, b' £ A*. By the definition of the functions 
Sm we have: 

aSAb <^ {3m < m*)aSmb, 

a'SAb' <=> {3m < m*)a'Smb'. 

But due to the formulas of the form fm{x) = y, the right hand side of both 
equations is equivalent, so we have aSAb <=> a'SAb'. Assume a £ Bljr b £ B'?. 

Due to the formula SQ{X) we get a' e B'J , b' £ BJ. By the construction of the B\ 
we get: 

R(a,b) = tb
l{ s=^^aSAb, 

R{a',b') = t( ^^a'SAb'. 

But b, V £ Bf2 so tft - tff, and as we have seen aSAb o a'SAb'. Hence R{a, b) = 
R{a',b') as desired. H 

COROLLARY 5.7. Theorem 5.2 is true for the case «(£K) = 2. 

PROOF. Let T, O and DJl be as in the previous lemma. For every set of types 
D C 5|(0, OT[f/])) we can easily write a formula XD{X,y) in x such that Wl[U] (= 
Xo{x,y) iff (x,y) satisfies one of the types in D. For all U £ il let Dv be the 
collection of types tp^{{x,y),$,m[U\) such that (U,W[U]) (= r{x,y). Using the 
previous lemma it is easy to verify that for all U £ it and x, y £ U we have: 

(U,<R[U]) (= r{x.y) *=> {UM[U}) \= /Du{x,y). 

We now add to r constants: {ctrue} U {cD : D C 5|(0,2Jl[f/])). For each U e il, 
cv™e is interpreted in Wl[U] by some element of U. The rest of the constants are 
interpreted so that for all D C C: (c™[£/) = cZ[

e
U]) ^ (D = Dy) holds, (assuming 

U has more than one element there is no problem to do that). Now the desired 
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formula in theorem 5.2 is: 

<f{x,y) '•= f \ [{CD = Ctrue) ~> XD(X, )>)]. 

DCC 

§6. Proof of the main theorem in the general case. We prove theorem 5.2 when 
n{y\) > 2. From here on we assume: 

T is a simple vocabulary. A is a finite set of formulas in x U {r}, such that 
<p(x) G A —> lg(x) < n{m). 

First we generalize definition 5.4. 

DEFINITION 6.1. Let t, A be as above. Let U G il and M be a simple expansion 
of <R[U) on U for x U {r}. Let n < /i(3t). We denote k* = k\(A) and A = A^M 

the existence of which follows from 5.1.1 and define: 

1. For all tp(x, J) G A with lg(j) = n and b e"U: 

Minority &M(b,f) := {x € U : \{x' G U : xE*M x' A <p(x,b) = <p(x',b)}\ < k*} 

2. Define a relation Sn
hM CUxnU: 

aSlMb o a G [j{MinorityAM(b,(p) : y>(x,y) G A,lg{y) = n} 

Remark 6.2. For i G {1,2} assume T,, A, satisfy the assumption above, and 9H, 
is a simple expansion of 91 on i l for T, U {r}. Furthermore assume x\ C T2, AI C A2 
andQJli = SDT2IT1. By 5.1.2 we may assume ^ ( A i ) > k\ (Ai), hence for all U Gil we 
can assume without loss of generality (we can add elements to A%Ml[U] if needed) 
that aSlimi[U]b => aS"Aim[U]b. 

LEMMA 6.3. Using the notations of the previous definition: 

1. {x : x/£A'M| <2-A:*}| < k* • 2|A|(»w)+1 

2. For all b &nU: { x G U :xSlMb\\ < |A|-(fc*)2 + fc"-21A|t.&>)+1. 

PROOF. Similar to the proof of 5.5, only in (1) we have at most (J^j) different 
choices of parameters for each formula. -\ 

Notation 6.4. Using the notations above we put: /* = /*(A) := |A| • (k*)2 + k* • 

2KQ+1, 

LEMMA 6.5 (Symmetry Lemma (with Parameters)). Assume x, A satisfy 6, and 
Let Wl be a simple expansion ofdKfor x U {r}. Let n < n{VfK). Then there ex­
ists a simple vocabulary x' 2 x, andW a simple expansion ofDJlfor x' U {r}, and for 
i G {1,2} there exists A, = A, (A) such that x', A, also satisfy the assumption above, 
and for all U G il, a,b G U and c G " _ 1 U: 
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PROOF. First we define a few constants we will use later: m* := k%(<ff) (see 
assumption 5.1), where 4> is the following formula in x U {s, C\,..., c„_i} U {r}: 

<t> = cf>(y,y'):=(Vx) f\ {s(x) -+ 
>f(x,y,:i : „_ i )eA 

[i//(x,y,cu...,c„-i) = i//{x,y',ci,...,c„-i)]} 

(s is an unary relation symbol and c\,..., c„_i are constants not in T). We also 
define: wi = mx(A) := (m*)2 • 2'A|m* -/*(A)andra2 = m2(A) := m* -l^"1*. 

Let 971', T' and y/{x,x') be the vocabulary, model and formula which interpret 
Ej,M (see the proof of 3.4). We define in r' a formula that will interpret xS£ m,V]yz 
in m'[U] (where lg(z) = n - 1): 

X(*< J. 2) •= V (3^<*(AV) [y{x, x>) A („(*, j , z) = <p(x', y, f))]. 

We therefore get: 

(*) for all £/ e il, a, 6 € U and c e ^ ' C / : 97t'[£/] |= j (a , 6, c) <s=^ a ^ ^ ^ c . 

Define: 

/ U , f ) : = ( 3 > m ^ ) Z ( x , j , f ) , 

^ := A U {/'{*, f)}, 
A 2 : = A U { J U , J , Z ) } . 

Note that by 5.1.1 we may assume that k* (A) > max{m\ (A), ra2(A)}, and by 5.1.2 
we may assume &,*(A,) > A:* (A) > w,(A) for i e {1,2}. We now assume toward 
contradiction that there exists U € il, a, b e U and c G "~lU such that: 

1. aSlM[U]bc. 
2 - ^(^A~OT' [ f / ]C)-
3 - ^ ( W A 2 ,OT ' [ ( / ] a c ) . 

From (3) and k*{&2) > m2 we can find {bo,...,b„2} without repetitions such 
that for all i < ra2: 97t'[C/] (= #(a,6, c) = /(a,&,-,c). from (1) and (*) we get 
that for all / < m2: Wl'[U] \= x(a,bt,c). Hence Wl'[U] \= / ( a , c ) . from (2) 
and fcf(Ai) > mi we can find {ao, . . . , ami} without repetitions such that for all 
i < m\. Wl[U] (= x'(a,c) = / ' ( a , , c ) . We have seen that Wl'[U] (= x'(a,c) 
so by the definition of x'(x, z) we have for all i < m\, there exists {b'0,..., b'mi) 
without repetitions such that / < m\ A j < m2 =>• a,-iS£ gmm^j-c. By the definition 
of I*(A) and a repeated use of the pigeon hole principle we can find a subset 
of {ao,... ,am,}, {aifj,... ,aim, } such that the sets {{60',... ,Z>„2} : / < m*} are 
pairwise disjoint, without loss of generality we assume ij = I for all / < m*. Using 
the pigeon hole principle again we can find for all i < m* subset of {b'0,..., b'mi} 
with m* + 1 elements (and again we assume this subset is {b'0, ...,b'm,}) such 
that for all (p(x,y,z) e A and j\,ji < m* we have <^(a,,M,c) <=> tp(ai,b'. ,c). 
In conclusion we got: {OQ, . . . , a m »} without repetitions and for each ;' < m*: 
{b0,...,b'm,} without repetitions such that a^S^bJc •&• i\ = /2. Moreover the 
elements of {b0,..., b'm,} satisfy the same formulas of the form (p{at,y, c) e A 
(c and a, are parameters). Now the formula <j>(y,y') (where s is taken to mean 
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{ao,. . . ,am*} and the constants c, are taken to mean the elements a) interprets 
a m* + 1-big equivalence relation on {y'j : i.j < m*}. This is a contradiction to 
the definition of m*. H 

We now prove a number of lemmas we need for the proof of the main theorem. 
First we show that we can code a delta system of n -tuples by singletons. 

DEFINITION 6.6. A set of «-tuples. {a' e"A:i <i*} {A some set and /'* some 
natural number), is called a delta system if there exists some w C {0 ,n — 1} 
such that: \{a\ : / < / * } | = 1 for all t G w, and {{a] : i < i*}\ = i* for all t g w. 

LEMMA 6.7. Let n be a natural number. Then there exists a simple vocabulary x, 
and a formula 9(x,y) in x with lg(y) = n such that: for all U G il and delta 
system (ai G "U : i < r *), we have a simple model M for x on U and a sequence 
(pi e U : i < /*) such that: 

(Va e"U)(Vb e U)[M ^=0{b,a)} iff(3i<i*)(b = biAa = a1). 

PROOF. Define x = {CQ, .. ,,c*,c\.... ,C„,SQ.SI, f) / „ } . For each n > t > 0 
define the formulas: 

9,{x,y) := y0 = c0 A • • • A y, = c, A y,+i = x A 

yt+2 = f,+i(x) A • • • A y„ = f„(x). 

0(x,y):=si(x)A f\ [so{c*) -» 0,{x,p)]. 
«>»>o 

Now let U G it and assume (a' G " U : i < i*) is a delta system. For simplicity 
assume we have some n > t* > 0, such that: \{a\ : i < i*}\ = 1 for all 0 < t < r*. 
and |{fl/ : i < i*}\ = i* for all n > t > t*. (We can prove the lemma in the general 
case of a delta system but this makes the definition of 9 more complicated). We can 
now define M: 

CQ . . . c* are some distinct elements of U (we assume \U\ > n). 

cf = a} (for 1 < t < t* and assuming t* > 0 otherwise the definition of cr
M 

is insignificant). 

^o := ic'* I-
5jM := {a't,+i : i < i*} (assuming t* < n otherwise define i-jM to be some 
singleton). 

ff := {(a't, + l,a't) : i < i*} (for t* + 1 < t < n and assuming t* + 1 < n 
otherwise the definition of ff1 is insignificant). 

Note that ff are one to one functions in the relevant cases. In conclusion we define 
(pi = a't,+l : i < i*) (again we assume t* < n otherwise we define (pi G U : i < i*) 
to be some constant sequence). So by our definitions we get M (= 0r(b,.a') for 
all i < i*. Moreover if M j= 9r {b, a) then there exists i < i* such that b = bt and 
a = a'. Hence 9, M and (pi : i < /*) are as needed. H 

We now show that it is impossible to interpret a large order relation on it. 

LEMMA 6.8. Let TO be a simple vocabulary, and <p(x.y) a formula in to U {r} {not 
assuming lg(x) = lg(y)). Then there exists a natural number k* = k% = k^(tp) 
such that for every Wi a simple expansion of SH for to U {/}, and for all U G il, it is 
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impossible to find sequences (a~J G l^W : i < k*) and (bj € lg^U : j < k*} such 
that: 

(W, j < **) [Tl[U] |= ^(o7,£J) <=> i < j]. 

PROOF. Let <p{x,y) and To be as described. For i G {1,2} let T;,0,- be the 
vocabulary and formula used to code delta systems for n = lg(x) and n = lg(y) 
respectively (i.e., those from the previous lemma). Add to TO new unary relation 
symbol and function symbol ,s*,f*. Inthe vocabulary x = T O U T I U T 2 U { , S * , / ' * } U 

{/} define the formula: 

0(w,«') := (-,3u){s*{u) A (Vx,F, 7 , 7 ) {[#,(«,*) A (0 i ( /*(«) ,F) 

A02(v,y)A02{v',7)} -> [v?(x,7) = ^ ( x , 7 ) A ^ ( F , 7 ) = ^ ( V , 7 ) ] } ) 

which will interpret a large equivalence relation. For all m,n & co Let Delta(n, m) 
denote the minimal number d such that every sequence of d n -tuples has a subse­
quence of length m which is a delta system. We can now define k^(ip): 

k* = k;{<p) := Delta(lg(x),Delta(lg(y), (k*2(<j>))2)). 

Toward contradiction we assume that there exist SUlo a model for TO on it, U G il 
and sequences as in the lemma. By the definition of A:* there exist subsequences 
of length (kl(<p))2, which are delta systems. Put k2 := k2{<f>). Without loss of 
generality we assume these subsequences are: (aj G '^U : / < ik2)

2) and (bj G 
lg(~y)U : j < {k2)

2). Let MUM2, (at G U : i < (k2)
2) and (bj e U : j < {k2)

2) 
be the models and sequences used to code (oj : i < {k2)

2) and (bj : j < {k2)
2) 

(see 6.7). We define M a model for x on U: 

For each i G {0,1,2}: M | T , := M,. 

s*M :={aj.k2:j e {0,1,2,...,k2-I}}. 

f*M := {(aj.kl,aiU+l)mod{k2)].kl) : j G {0,1,2, . . . ,fe2 - 1}}. 

Note that if s is the permutation of {oT̂ t G '#W[/ ; j < fc2} defined by 7i(d~]Tk~) = 
a((j+\)mod(ki))-kv then the formula: 

4>'{y,7):= 
(->3x G {ajk~2 e: j < k2})[<p(x,y) = <p(x,7) Aip(n(x),y) A^ip(n(x),y~f)] 

interprets in M a k2-big equivalence relation on {bj : j < (k2)
2} namely the relation 

{(FhFj):i,j€(k2)
2,3l e{0,...,k2-l}s. t.ij e[lj+i,...,I+ k2)} . Hence 

by the properties of 6\ and 62, the formula <j>(v, v') interprets a k2-b\g equivalence 
relation on {bj : j < {k2)

2} which is a contradiction. H 

We need one more lemma before we can prove the main theorem. 

LEMMA 6.9. Let x be a simple vocabulary and <p{x,y,z) a formula in x U {r}. 
Then there exist a natural number k* = k\ = k%(<p) such that for every 2Jt a simple 
expansion offH for x U {r} on it, and for all U G il, it is impossible to find for each 
I < k*\ cl G 'x^U and sequences (a' e U : i < k*) and (M G U : j < k*) such 
that: 

(a) Foralll,i,j<k*,m[U}^=V{al
i,b

lj,c1) iff i = j'. 
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(/?) For all l\ < I < k*, the truth value oftpia1/, b'j, cl) in 9Jt[£/] is independent 
ofiJ<k*. 

PROOF. Put lg(z) — n. Let x' and 6{x,y) be the vocabulary and formula we get 
by applying lemma 6.7 to n. Define a simple vocabulary T* := I U I ' U {S\ , s2,f}, 
and formulas in r*: 

y\{x,y) := si(x) A s2{y) A(Vz)[6(y,z) -> <p(x,f{x),z)], 

W2(x, x') := si (x) A si (x') A (VyVz) (s2(y) A 6{y, z)) -» 

[^(*./(x),z) =¥>(*',/(*').*)]. 
PutA-' := max{^3*((//i),/c2(v/,2)} + l- Let A:* be large compared to A:', we will not give 
an exact definition of A:* but it should be clear that choosing k* large enough will 
give a contradiction. Let U £ il and M some simple expansion of $H[C7] for T U {r}. 
Assume that for all I < k* there exist cl £ "U and sequences (aj £ U : i < k*) 
and (&'• e V : j < k*) satisfying (a) and {ft). By choosing k* large enough and 
using Ramsey theorem and condition (a) we can find w C {0 , . . . , A;* — 1} of size 
(A;' + 2) • A:' such that: 

• (c' : / € w) is a delta system. 

• The truth value of the sentences a,'1 = alj and ip{at\bj ,c') (in M) for 
A- /2»', j € w depends only on the order type of the indexes. 

• For all luk, h,h & w, a\\ — a'? => {l\ — l2) A (i\ = i2). 

• ¥oza\\ h,h,i\,h £ w,b[\ = b\ =4> (l\ = l2) A (fj = /2). 

Now using (/?) exactly one of the following conditions hold: either /] < / < k* => 
M |= <p(a'\b'j,7) orh <l<k* => M \= - ^ (a ' 1 ,&) ,? ) . We will deal with the 
first case (the second can be dealt with similarly). We have three cases: 

1. There exist w' C. w of size k', and i* ^ j * £ w' such that for all I < l\ £ w' 
we have: M f= - ^ ( a ' l , b'j,,cl). 

2. There exist w' C w of size A:', and TT a permutation of w' without fixed points 
such that for all I < l\ £w' and for all j £ w' we have: M f= ip(a'j, bl\ .yc'). 

3. Neither (1) nor (2) hold. 

As stated above t' and 8(x,y) are the vocabulary and formula we get by applying 
lemma 6.7 to n. Let M' and (c1 £ £/ : / 6 w) be the model and sequence we get 

by applying that lemma (in U) to (cl : I £ w). For each of the cases (l)-(3) we 
define M* a simple expansion of M for T* U {r} and get a contradiction. In each 
case M*\T' := M'. The interpretation of s\,s2 and / will be given for each case 
separately: 

Case (I). Define sf" := {c* : / e to'}, J2
W* := {af. : / e w'}_and fM" := 

{(a/.,b'j,):l £ w'}, Then we have / > /x <=> Af* (= <p(a£ J{a'^),cl) and hence 
the formula y/\{x, x') interprets in M* an order relation (in the sense of 6.8) on 
{cl ; I £ w'} x {a\, : / £ w'}. This is a contradiction as \w'\ = k' and k' is larger 
thanA:|(^i). 

Case (2). Define sf := {cl : I £ w'}, sf := {«,' : U € w'} and / M * := 
{(a , - ,^w : ij £ w'}. Then we have/ ^ h <̂ =» M* (= <p{a'',f(af),'c1) and hence 
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the formula y/2(x, x') interprets in M* the relation {(a'1, a?) : h = h A h, h £ w'} 
which is |tu'|-big. This is a contradiction as \w'\ = k' and k' is larger than k^iyi)-

Case (3). Look at (c(l+1)-k' : I < k'), and the sequences (a(jX?'k' • J < k') and 

("i-t' "• J < k'} f° r I < k'. Since (1) does not hold for these sequences we get 
(choosing i* — 0 and j * = 1) that there exist I* <l* such that 

<p(a{J'+2)-k\b«}+2H',c«'^'). 

In the same way (choosing /* = 1 and j * = 0) we get that there exist /** < /{** such 
that 

y(al' <V >c )• 
Now look at (c2*'+/ : I < k') and the sequences ( a f + / : j < k') and (ftf+ / : 
j < k') for / < k'. Let n be a permutation of {0 , . . . ,k' - 1} without a fixed 
point. We show that these sequences along with n, satisfy the demands of case 
(2). Let j < k' and I < l{ < k'. If j < n{j) then j < n{j) < 2k' + I < 
2k' + /, and 0 < k' < (I* + 2) • k' < (/f + 2) • k'. Since the truth value of <p 
depends only on the order type of the indexes we get <p{a2k +l', bn{jt

h, clk'+l) (as 

<p(ciQ + , b , } + .c"*4"2'^')). Ifn(j) < j we get the same result, only now we 
use the 4-tuple 0 < k' < (I** + 2) • k' < (I** + 2) • k'. In both cases we have 
<p(af+/|, b2

nf+
h, c2k'+l) as needed in (2). So case (3) can not hold. H 

We are now ready to prove theorem 5.2 in the general case. We prove: 

THEOREM 6.10. There exist: a a simple vocabulary, <p(x) a formula in a with 
lg(x) = «(SR), and 9t a simple model for a on U. Such that for all U G it and 
ae»WU: 

m[U] \= <p(a) <=^> (U,fR[U]) H r{a). 

PROOF. We prove the theorem by induction on «(9t). The cases «(SH) = 0 and 
n(9\) = 1 are trivial, the case n(V\) = 2 was proved in 5.7. 

Before we turn to the proof of the induction step we pay attention to the following 
fact. Let 91' be as in 1.4.4. We say that "91' is definable from 91 by a simple 
expansion" if there exist a simple vocabulary T, a simple expansion Wl of 91 for 
r U {r} and a formula <p(xo,..., x„(<n')-i) in T U {r} such that for all U G it and 
a e "W>Uv/e have m'[U](a) iff Wl[U] j= </>(«). Note that if 9V is definable from 
91 by a simple expansion then 91' also satisfies assumption 5.1 (or else 91 does 
not satisfy the assumption for we can define a big equivalence relation from 91 
using ip and the model 9JI). If 9V is definable from 91 by a simple expansion and 
«(9t') < «(9V) then by the induction hypothesis there exist: GQ a simple vocabulary, 
ifio(x) a formula in (To withg(x) = w(9V), and9to a simple model for OQ on it. Such 
that for all U € H and a e "(!H') U: 

m0[U] h vo(5) ^=» M'[t/](s). 
In that case we will say that 91' satisfies the induction hypothesis and that o§, <po and 
9to interpret it. 

We now assume n(9t) = n + 1 > 2. We prove this case in two stages. In the first 
stage we show that we can interpret the relation xS£ my, so we prove: 

Sh:801



1316 SAHARON SHELAH AND MOR DORON 

LEMMA 6.11. Let A, x be as in 6, and let dJlbe a simple expansion of W. for x U {r} 
on il. Then there exist: 

• A simple vocabulary OQ (r 0 OQ). 
• <po(x, p) a formula in ao (lg(p) = n). 
• 9to « simple model for OQ on il. 

Such that for all U £ il, a e U andb~ e " U we have: VIQ[U] (= <po{a,b) <=> 

"JA,OT[t / r -

PROOF OF LEMMA 6.11. Let OT*,T*, y/(x,x') and / (x , y, z) (where lg(z) = n - 1) 
be the vocabulary, model and formulas interpreting £^m^u^ a n c j S" that were 

defined in the proof of the symmetry lemma (denoted there by 971', T')- We also 
define a formula that will interpret an order relation in 9JT: 

4> = 4>{x,y) := [x(xo,xi,p) = x(*2,xz,P)} 

where /g(x) = 4 and /g(j) = n — 1. In the vocabulary x* we define a set of formulas: 
A* := A U {*,</>}. For brevity we write M := 0Jt[(7], M* := Mr[U], No := m0[U] 
and similarly for other models, where U e it is understood from the context. Next 
we define some constants that we will use in the proof: 

1. m\ :— m\ (A) := ma.x{k% (<j>), k\ {/)} + 1 for the formulas %,<j> defined above. 
2. m2 := M2(A) := {ni\)2 + m\. 
3. For all U e it choose by induction on mj > I, A\ = Af C {/ such that: 

(a) A0 = 0. 
(b) 4̂/ C v4/+i for all / < m2. 
(c) For all / < m2, r < n + 2 • m\ and a type p e Sr

A.(A/.9Jl*[U]): if p is 
realized in 9Tt*[(7] then it is realized already in Ai+\. 

(d) For all / < mi, \Ai+\ | is minimal under the properties (a)-(c). 
4. We write A* = A*u = A%2. 
5. Note that under these conditions there exists a bound on \A* | depending only 

on \A*\,m\,mi and n, so in fact the bound depends only on n and |A| and we 
can calculate it in the beginning of the proof. We denote this bound by W3. We 
do not calculate the value of mi but note that it increases super-exponentially 
as a function of |A|. 

6. mA := m4(A) := /*(Aj (A)) + /*(A2(A)) • mx (see 5.5 and 6.5). 
7. ms := ms(A) = 2 • W4 + W3 + n + 2. 

Denote by 6 = &\m the« + 1-place relation on it defined by &[U] := {(x.y.z) 6 
"+lU : xSlm[u-,yz}. (We keep using the existing notation and write x&[U]yz 
instead of &[U](x,y,z). or sometimes write xS1mrV,yz as before). Our aim is 
to interpret the relation 6 by a formula in a simple model on il. First note the 
following: 

FACT. Assume there exists a number i* such thatforall U £ it: "+1 U = Uj</« &F• 
Assume farther that for all i < i* the relation 6, defined by &i[U] :— &[U] n B^ 
is interpreted by the formula tpt and the simple model 91,- for the vocabulary <r,. Then 
the formula V(<;» <Pi (x> y< z) in the vocabulary {Jj<t. <x/ and the model 9t defined by 
(V7 < i*)yi\cjj = Vlj will interpret & as needed. 

We return to the proof of the lemma. Let (/?, : i < i*) be an enumeration of all 
the A* types of two variables over a set of at most W3 parameters. Formally this 
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means each p, is a subset of Q> := {ip{x,y.iijx,,.. ,U/t) G A* : k < mxj\, ••• ,jk G 
{0 mi - 1}}. For all U G il fix (a0,..., a/) some enumeration of A* (of 
course / < m3) and we then write tpA,((a,b),A*,Tl*[U]) = pt iff 371*[C/] |= 
ip(a.b,cijt .«/,.) <^ ip(x,y,Ufi,... ,Ujk) G pi. Note that/* is uniformly bounded 

by 2|A*'(""'). For all/ < /* and U G it the binary relation on il defined for all U G it 
by{(x, y) G 2U : tpA,((x,y),A* ,9Jl*[U]) = />,-} satisfies the induction hypothesis. 
Hence there exist a simple vocabulary a' a formula <p' (x, y) and OT a simple model 
for a' on it such that for all U G il and a, b G (7: 

Without loss of generality we may assume that a' has only function symbols. We 
use a theorem of Gaifman about models with a distance function (see [2]). We get 
that if' {x, y) is logically equivalent to some local formula. This means for all U G il 
the truth value of<p'{x.y) in W[(7] depends only on the type of (x,y) on the set of 
formulas O' := (J/e{J 2 3} *'/ where: 

o / f ' ) W = r / I l . . . , / , e a i , £ € ' { l , - l } , K ^ 

o/',£(/)(x) = x : / , , . . . , / , G ff'.e: G ' { 1 , - 1 } , * < 5}, 

° / , £ W M = ^ / i / , 6 ^ , £ e ' { i , - l } , / < s } . 

and s = s(i) is a natural number that depends only on ip'. Define for each 
j G {1.2,3}: Oy := U,<;» fl^ and O = <J>i U $ 2 U $ 3 . Also define a* := \Ji<{, a

1 

and W* is defined by (V/ < /*)9T |CT' := W. Using Gaifman's theorem for all U e il 
and a, b,a',b' G t/ we have ( 0 ) : 

*/>„((«, 6). 0. AT) = ?/>„((«'. &O.0. AT*) =*• 

tp&. ((a, b), A*,M*) = tp&. ((«', b'), A*,M*). 

Note that | 0 | is uniformly bounded. Moreover the bound depends only on |A| 
and n. We consider each O type separately, this means: Let q be a type without 
parameters in <t> (that is simply q C <t>). As we saw the number of such types is 
bounded by 2'*'. By the fact above we are done if we interpret the relation &q 

defined by: &[U] n {{x,y,z) G "+lU : tp0{(x,y),<D,^i[U]) - q). Clearly the 
relation {(*, y, z) en+xU : tp^{{x. y), 0, 9ti [£/]) = a} is definable from W by the 
formula <pH{x, y, z) := /\^,e (j> A A^€*\? " ^ Now one of the following holds: 

1. There exist 6(x, y) G Oi such that 6 G q. Then for all U G il and a, b G 1/ we 
have: 

[tp9{{a, b), 0, ?!*[[/]) = a] =*• <tt* |= 0(fl>6). 

2. For all 0(x, >>) G Oi, 9 g q. Then for all U G il we have: 

{(x,y) G 2U : ^ ( ( x , j) ,0,m*[t/]) = q} = 

oi^i/r'o/fo 
^ : = { / T ( l , o / 2

£ ( 2 ) o 

^ : = { / , £ ( l ) ° / 2 ( 2 ) ° 
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where we define: 

Aq:={x€ U :tpQ2(x,^m*[U])=qn<t>2}. 

Bq:={ye U:tp^(y,®,m*[U])=qn®2}. 

Assume condition (1) is satisfied. Note that for all U G 11, 9{x,y) defines in 
91* [t/] a (graph of a) 1-1 function, denote this function by fu. The relation 
defined by {(x, z) G "U : xS^m,u]fu(x)z} is a «-place relation definable form 9\ 
by a simple expansion (using the formula {Vt)0(x,t) —> %{xj,z)). Hence there 
exist a formula tp\ (x. z), a vocabulary o\ and a model 9Ti interpreting it. Now the 
formula 9{x, y) Atp\ {x, z)A<pq{x, y, z) and the model for en UCT* which is the union 
of 91* and Oli interprets 6q as desired. 

We now assume that condition (2) is satisfied. Let U G it and c G " _ l U. We ask 
a question: 

0 ^ Does there exist for all B C U with |Z?| < m*, and B ^> A*, elements 
a,ft G U\B suchthataSlm[U[b,c and tp^{{a,b),9,D)l*[U]) = q. 

Assume that there exist U G it and c e"~lU such that the answer to 0^- is YES. 
Choose by induction on j < nit, a pair (a; , ft/) G

 2£/ such that: 

• aJSlMbJd-
• tp9{(.aj,bj)J,N*)=q. 
• ahbj g A* U {ak : k < j} U {bk : k < j} U {c0 , . . . .c„_2}. 

This is possible by the definition of m$ and 0f?. From the sequence {W . . . . am4) 
we omit all the elements satisfying a,-££~7A) g^rjnC where Ai and 9DT' are taken from 
the symmetry lemma (see 6.5). We omitted at most /*(Ai) elements. Now note 
that for all j\,j2: ahSlMbhc => bj2S

n
AiWm,[V]ahc. Hence for all aj (after the 

change) we have | {ft; : a[SAMbjc}\ < /*(A2). Hence we can decrease the size of the 
sequences by a factor of/*(A2) and get atS^bjC •& i = j . Since the bound on |0 | 
depends only on n, j A| we may assume w.l.o.g. (by increasing m\ and using Ramsey 
theorem) that the O-type in N* without parameters of (aj{,bj2) depends only on 
the order type of (j\, 72). Hence we have sequences (ao, • • •. ami) and (fto,..., bm]) 
such that: 

(*) For all 7"i,72 < mi: aJxSlMbhc <̂ =s> j \ = j2-

(**) For all j ! , 72,73,74 < m\: 

tP{x<y,x=y}((juJ2),®.(^<)) = tp{x<y^y]((h.J4),$,(N,<)) = • 

tp9((aJt.bj2U,N*) = tp*({ah.bul<b,N*). 

Now w.l.o.g. we may assume that m\ > \<S>\\ (otherwise replace m\ by 
max{wi, |<J>i|} in the definition of m&). Hence there exists 0 < j * < m\ such that: 
N* \= "> Afl(jcv)eo, 6(ao,bj*) (remember each 0{x,y) is a function). In addition by 
our definition tp^((ao, fto), $,N*) = q, hence by condition (2) ao G Aq. In addition 
we have ft,. G 5 ? as tp^{{aj*,bj-)S,N*) = q, and hence tp,j,((ao,bj-),ili,N*) = g 
(see condition (2)). In the same way we get that there exists 0 < j * * < m\ such that 
tp^{{aj.*,bm2),%,N*) = q. So by (**) wehave/,7 < m\ =>• tp9{{ai,bj)$,N*) = <? 
and by ( 0 ) we get: 
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(***) For all j \ , y'2,73,74 < m\: 

tpA.{{ah,bh),A\M*) = tpA,{{ah,bh),A*,M*). 

We now prove: 

Claim. There exists m* < mi — m\ = (m\ )2 such that if (a', b') and (a", b") are 
pairs from Am*+mi that satisfy the same A*-type over Am. in M*, then a'SA Mb'c = 

/ / o n Ll/z; 
a ^A.M° C-

PROOF. Assume the claim does not hold. Then for all m < mi — m\ let (a'm,b'm) 
and (a'^b'm) be pairs from Am+mi realizing the same A*-type over Am* in M*, and 
^{a'S"AMb'c = a"SAMb"c). Choose c^" G "Am+X realizing tpA,{~c*,Am,M*) (this 
is possible, see the definition of Am+\). Now look at the formula <f>(x,p) G A*. 
If/i < h < mi - m\ then {a\ ,b\) and (a^,b',') realizes the same A*-type over 

A/2 in M*. Since c'1 C Atl (as l\ < h) and since #(x, y, z) e A* interprets 
the relation S"AM in M*, we get that a'hSA

+^b'hc^ = a^S^b','^ hence M* |= 
4>{{a'l2,b'i , a", /j"), c'1 )• On the other hand if mi + /2 < l\ < mi then by the choice 
of {a\, b'h) and (a", 6/') as a counter example we have -•(«/ 5*̂  M ^ ' c = a/'>S£ Mb'fi). 

But «/,&/' ,fl/",*/" € ^/2+m, C ^/, and c'1 realizes the same A*-type over ^4/, as c, 
so by the definition of <j> and M* we have M* \= -«j>((a'l , bj, a'/, b'/), c1'). Hence if 

we define (a) = (a'i.mi,b'hmra',,.mi,b'/.mi) : / < w,) and ( ^ = c'""' : / < m,), then 
<j)(x,y) defines an order relation in the sense of 6.8 on them, in contradiction to 
m\ > A:j (0). This completes the proof of the claim. H 
Now let m* be the one from the claim above. For all / < mi we choose from Am- +/+i 
the sequence cl ^aLbj : j < m\) that realizes the same A*-type over Am*+i in M* 
as~c~(aj,bj : j < m\). 

Claim. The sequences (cl : I < m\) and (a,- : z < rai), (M : j < m\) satisfy the 
demands of lemma 6.9 for the formula ^(x, j>, f). 

PROOF, (a) follows directly from (*) and the equality of types. For (/?) let 
l\ < I < m\ and j \ , 74 < m\. Then (a'j^b'p and (a^b1!) are pairs from 
/4m.+/, and from (***) and the equality of types we get that these pairs realize 
the same A*-types over Am-+it and in particular over Am-. So by the claim we 
have ljsSAMb-2c = a'j}SAMbj4c. In conclusion as c and c'2 realizes the same 
A*-type over Am*+tt and by the interpretation of the formula <f> in M* we get 

"PL**1}? = 4SIM*>'J9 **™<JI)- H 

This leads to a contradiction as m\ > /c|(%). 
We are left with the case where for all U G it and c e"~lU the answer to 0^- is 

NO. In this case: For all U Gil and c G "~lU there exists = i?f C {/ with size < ms 
such that there are no u, v # B satisfying uSA m,v-,vz and tp0((u, v), 0,9t*[£/]) = q. 
Define T a n-place relation on U as follows. For all U G it, a G £/ and c G """' £/: 
T[£/](a, c) iff there exists B C U of size < W5 such that: 

• There are no u, v 0 B with: uSAm,v]vz and / / > O ( ( M , I ; ) , 0 , W [ E / ] ) = q. 
• B is minimal under the previous demand. 
• a € B. 
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It is clear that 1 is definable from 9t in a simple expansion, and hence satisfies the 
induction hypothesis. Let a**, ip**(x, z) and 9T* be the formula, vocabulary and 
model that interprets 1. We define m^ := m5 • Delta(ms,3) and show that for all 
U e U a n d c en~lU: 

\{x<=U:W*[U]\=(p**(x,c)}\<m. 

Assume toward contradiction that U and c does not satisfy that claim. Then by the 
definition of </?** we have a sequence (5/ C U :l <mi) such that: 

1. For all / < im, m5 > \Bi\. 
2. For all / < rm, there are no u, v 0 5/ s.t. wS^ gmyivc and 

^fl>({M,w),0,*n*[£/]) =q. 

3. For all / < rm, Bt is minimal under (1) and (2). 
4. Foralll<m1,Bl^\Jm<lBm. 

To get this sequence we start with a sequence of all the sets satisfying claims (1 )-(3) 
in some order, and omits those that do not satisfy claim (4). claim (5) follows 
straight from the definition of ip**. Now, by (1) and the assumption we get: 

W6 < \{x : m** \= ip*(x, c)}\ = | M Bi\ < mj • max{\B/\ : / < mi) < mj • m5 

l<m-i 

so we have rrn > me/ms. By the definition of me and Ramsey theorem we have 
B* C U and h < h < h < m-, such that i ^ j =*• fi,. n BIj = B*. We prove 
that B* satisfies (1) and (2). Since B* C £/3 this will be a contradiction to the 
minimality of B^. Obviously B* satisfies (1), to show (2) take some a,b g B* then 
by i ^ j => Bif n Bij = B* we have j e (1,2,3} such that a, ft ^ 2?/, and since 5/y 

satisfies (2) we get -^aS^'Mbc or tp0((u, v), 0,9T[[/]) ^ q as needed. 
We use Gaifman's theorem again on the formula ip** (x, z) (w.l.o.g. a** have only 

function symbols). We get that for all U € il the truth value of ip**(x,z) inWl**[U] 
depends only in the type without parameters of (x,z) in Wl**[U] for the set of 
formulas *P := U/e{i 2 3} ^J where: 

Vi:={f?)off)o...of*Hx) = zl:fL 
e G '{1,-1},? < s,i < n - 1}, 

V2:={ff1)off)o...off'Hx) = x:fu. 

ee'{l,-l},t<s}, 

^••={ff)off)o...off'\zi) = zj:fu 

e 6 ' { 1 , - 1 } , / <s,i,j < n- 1}, 

and s is a natural number that depends only on ip**. Note that |T| is uniformly 
bounded. Again we separate into cases according to the ^-types. Let q\,qi be 
^-types without parameters (formally qi,q2 Q *P). The number of such types is 
bounded by 2^\ so as we saw it is enough to interpret the relation <Bq.qx.q2 defined 

, / , ea**, 

,f,ea**, 

. , f^CT**, 
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by: 

6q[U] n {(x, j , z) G "+1 U : tpv({x, z), 0,0T*[C/]) = ?i A 

The relation {(x, j , z) e"+1f/ : tpy{{x,z) ,0, AT**) = 91 Atpy{{x, y),<D,N**) = q2) 
is definable in 91** by a formula denoted tpquq2(x, y, z). Now, for / G {1,2} one of 
the following hold: 

1. There exists 9(x, z,) 6 *Pi such that 9 G qi. Then for all U G il, a G £/ and 
c e " " ' [ / w e have: 

[/1p¥((a,c).0,9l"[C/]) = ft] =>W*[C/] M ( ^ ) -

2. For all #(x, z,) e<$>\,9 g qt, and then for all U G il we have: 

{ (x ,z ) G "£/ : ^ ( (x ,z ) ,0 ,Ot * * [C / ] ) = 9 , } = 

{(x,z") e < x f i ; :91**[C/] |= f\ ^6(x,Zi)}, 

where we define: 

4 , := {x G £/ : ^2(x,0,91**[t/]) = q, D Y 2 } , 

5 ; := {z G " - ' £ / : ^ 3 ( z \ 0 , 9 r * [ t / ] ) = Qi n<D3}. 

Assume that there exists / G {1,2} such that (1) holds. Then, as we have seen, 
0(x,Zi) defines in each 91**[C/] (a graph of) a one to one function, denote that 
function by / " . the relation defined by: 

{(x,y, z0 , . . . ,z}, . . . ,z„_2) G *U : xS^M[V]y, Zo,..., Zi-\,fu{x),zi+i,... ,z„_2}, 

satisfies the induction hypothesis. Let <px (x,y, ZQ, ..., z j , . . . , jn-2) be the formula 
in vocabulary ax that interprets this relation in the simple model 01'. In the same 
way we interpret the relation defined by: 

{(x,y,zn Zi,...,zn-2) e "£/ : xSlmmy,z0,... ,zi-i,f
u(y),zi+i,. . . ,z„_2} 

using the formula </52(x, >\ zo, . . . , £ / , . . . , z„_2) in the vocabulary a2 and the simple 
model 012. Now the formula 

ipq (X, J>, Z ) A <^, . f t ( x , 7 , z ) A <^' ( x , J , Zo, . . . , Zj, . . . , jn-2) 

in the vocabulary a* U <r** U CT' and the union of models: 01**, 91*, 01', interprets 
the relation <5M,.?2 as needed. 

Assume then that for each / G {1,2} (2) holds. Seeking a contradiction we 
assume that there exists U G il such that: 

. Foral l /G {1,2}, | 4 , | > m 6 + |^ , | . 

So we have a,b e U and c"e"~'C/ such that &qmm[U]{a, b, c). Recall that we are 
assuming _,0f/

f-, Hence we have 01** (= <p**(a, c)\/ip**(b, c), because we can choose 
some minimal 5£- (there is one because of-i<>^) and then a,b ^ B-c is contradicting 
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the definition of B?. w.l.o.g we assume that 91** f= tp**(a,c). Now q\ satisfies (2) 
soc G B'm zstpy{{a,c),$,N**) =qx. Note that 

\{a' eA'm:m**[U]^ f\ -^{a,c,)}\<\^\ 

(again each 0(x,Zj) is a function) and hence A' has more than rri(, (distinct) 
elements {ao,...am6} satisfying tpy((ahc),0,91**[[/]) = q\. But we also have 
tpw({a,c),tt,m**[U]) = qx and 91** |= ¥>**(«, c), so for all 0 < z < w6, 91** |= 
ip**(cii,c) which is a contradiction. 

Finally we assume that there is no U G it satisfying the two demands above. We 
then divide it into three parts it,• : i G {1,2,3} such that: 

• 6M,,ft[tf] = 0 «=> ^ GUi. 
• 14,^1 < « 6 + 1^1 <{=» t / e Ui. 

• | ^ y | < m 6 + | T 1 | < = > C / e U 2 . 

By our assumption U,-6{i,2.3}il; = il- Now for each z G {1,2,3} it is easy to interpret 
©«.<?i.92 restricted to it, (using the formula (3x)x ^ x, or by adding a bounded 
number of constants to the vocabulary interpreted as the elements of A' or A'qi 

and using the induction hypothesis). Assume then that for each i G {1,2,3} 
the formula <p***(x,y,z) in the vocabulary <?*** interprets in the model 91***, the 
relation 6?1?l,?2 restricted toil,-. We now define a*** = U,-e{i,2,3}<7,*** u {^h^.^} 
(w.l.o.g the union is disjoint), and a model 91*** for a***, such that for each 
i G {1,2, 3}: (91***|il,)|<x*** := 91***, and for all U G il, sf1*"^1 ^ 0 iff C/ G it,. 
(if z 7̂  7 the definition of (91*** |il,-)|<7*** is insignificant). Now the formula: 

<p'**(x,y,z):= V ( 3 « J i ( « ) ) - p r U ; . f ) 
(£{1.2.3} 

interprets 6M 1,? 2 in the model 91*** as required. This completes the proof of 
lemma 6.11. H 

In the second stage of proving theorem 6.10 we interpret 91 itself. We prove the 
following: 

LEMMA 6.12. There exist a simple vocabulary o\ andafinite set O of formulas in a, 
and a simple model 91 for a on il. Such that for all U G it and x, x' G "^ U if 
tp^(xJ,m[U]) = tp*{x',Q,W[U]) then (U,fK[V]) (= r(x) = r(x'). 

PROOF. Define: A := {r(xo,..., x„(<x)-\)}' anc^ w e denote the first variable by x 
and the last n variables by y (so A :— {r{x, y)}). 

We define cr and <I> simultaneously and also we define 91[ U] for some U G il. Let 
a, a' G t/ and 6 ,F G " £7, and assume that tp^iab^^U}) = ^ ( a ' F j ^ t / ] ) , 
where a, <J> and 91 will be defined. 

Let er0, <fo(x, y) and 9Jto be those who interpret xS^ m,v-,y, i.e., those we get from 
applying the previous lemma to A (where z = 0 and 971 = 91). For brevity we write 
M = m[U], 91[t/] = AT, 91o[C/] = No and R = m[U]. We add er0 to «r, ip0 to O and 
demand N\ao = NQ. Now we have: 

aSlub = a'SlMb'. 
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We write E = EAfM and define/4* = AA
v
Mu{x : \x/E\ < 2-fct*(A)}. for all a e A* 

we add to a a constant ca and put c% := a. In addition for each equivalence class 
x/E we add to a a unary relation symbol sx/E and put s^,E := x/E. Note that 
both \A*\ and the number of equivalence classes is uniformly bounded. We add to 
O formulas of the form x = c and _>>,• = c for each constant c s a, and formulas 
of the form s{x) and s(.y,-) for each relation symbol sea. Now for each constant 
c e a the relation class on it, 9tf defined by Vic[U'] := DK[U'](c^[U'\j) satisfies the 
induction hypothesis. That is it is a class of «-place relation not satisfying condition 
(1) in theorem 3.6. Hence we can add to a and O the dictionaries and formulas we 
get from applying the induction hypothesis to each 9tc, and expand 9t accordingly. 
Assume a £ A*, then (due to the formula x = ca) we have a = a'. Because of the 
formulas we added to O for the relation *KCo we have: 

mcju]('b) = mCa[U](F). 

This implies R{c„\b) = R(c%,b'). But since c„ = a = a' = c^, we get R{a,b) = 
R(a', b'), as claimed. This proves the cases a £.4* and a' e ^*. 

Now for each x/E (where x £ A*) and j e " 1 / we define fJE e {T,F} to be 
the truth value the formula r(-,_p) gets for the majority of elements in x/E. This 
means: tx-/E - T iff |{x' : x £ V A R(x',y)}\ > £f(A). Note that this is true as 
x i A* and so \x/E\ > 2 • Ar,*(A). We get: 

•n f lS i w 6=! - [ / ? (a ,6 )H(^ / f i =T) ] , 

and since A has only one formula we get: 

aSLMb^[R(a,b) = (£/E =¥)]. 

For each x/E we have a class of relations 9\X/E on it defined by ^.X/EW] '•= {y 6 
" [/' : ty = T}, which satisfies the induction hypothesis. Hence we can add to a 
and <t> the dictionaries and formulas we get form applying the induction hypothesis 
to each %KX/E and expand 9t accordingly. We get for all x £ A* : 

mx/£[t/](M = ^ / £ [ t / ] (F) . 

Since a / £ = a'/E (due to the formula sa/E{x)), we have ??' 

^aS^, M,b (as we saw aS£, M,b = a'S^, M,b') the we have: 

R(a.'b) «- (?^/£ = T) «• ( £ / £ = T) «• ( ^ / £ = T) o R{a'J') 
b b b 

as claimed. If aS%, M,b then again we get: 

R(a,'b) o ( ^ / £ = F) «- ( 4 £ = F) <* ( 4 / £ = F) o i?(a ' ,F) . 
b ' b b 

This completes the proof of lemma 6.12. H 

From the lemma it is easy to prove that 9\ is interpretable by a formula in a simple 
model. The proof is identical to the binary case (see the proof of 5.7). This 
completes the proof of theorem 6.10. H 

tyl . Assume 
b 

Sh:801



1324 SAHARON SHELAH AND MOR DORON 

REFERENCES 

[1] JOHN T. BALDWIN, Definable second order quantifiers. Model theoretic logics (J. Barwise and 
S. Feferman, editors), Perspectives in Mathematical Logic, Springer-Verlag, 1985, pp. 446-478. 

[2] HAIM GAIFMAN, On local and nonlocal properties. Logic Colloquium '81 (J. Stern, editor). North 
Holland, 1982, pp. 105-135. 

[3] I. A. LAVROV. The effective non-separability of the set of identically true formulae and the set of 
finitly refutable formulae for certain elementary theories. Algebra i Logika, vol. 2 (1963). no. 1, pp. 5-18, 
(Russian). 

[4] SAHARON SHELAH, There are just four second-order quantifiers, Israel Journal of Mathematics, 
vol. 15 (1973), pp. 282-300. 

[5] , Classifying of generalized quantifiers. Around classification theory of models. Lecture 
Notes in Mathematics, no. 1182, Springer-Verlag, 1986. pp. 1-46. 

[6] , On quantification with a finite universe, this JOURNAL, vol. 65 (2000), pp. 1055-1075. 

THE HEBREW UNIVERSITY OF JERUSALEM 
EINSTEIN INSTITUTE OF MATHEMATICS 

EDMOND SAFRA CAMPUS 
GIVAT RAM 

JERUSALEM 91904, ISRAEL 
and 

DEPARTMENT OF MATHEMATICS 
HILL CENTER-BUSCH CAMPUS RUTGERS 

THE STATE UNIVERSITY OF NEW JERSEY 
110 FRELINGHUYSEN ROAD 

PISCATAWAY NJ 08854-8019, USA 
E-mail: shelah@math.huji.ac.il 

THE HEBREW UNIVERSITY OF JERUSALEM 
EINSTEIN INSTITUTE OF MATHEMATICS 

EDMOND SAFRA CAMPUS 
GIVAT RAM 

JERUSALEM 91904, ISRAEL 
E-mail: mord@math.huji.ac.il 

Sh:801

mailto:shelah@math.huji.ac.il
mailto:mord@math.huji.ac.il

