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THE JOURNAL OF SYMBOLIC LOGIC 

Volume 65. Number 4. Dec. 2000 

APPLICATIONS OF PCF THEORY 

SAHARON SHELAH 

Abstract. We deal with several pcf problems, we characterize another version of exponentiation: max- 

imal number of ti-branches in a tree with A nodes. deal with existence of independent sets in stable theories. 

possible cardinalities of ultraproducts and the depth of ultraproducts of Boolean Algebras. Also we give 

cardinal invariants for each A with a pcf restriction and investigate further TD (f). The sections can be 
read independently. although there are some minor dependencies. 

Annotated content. ? 1. TD via true cofinality. 

[Assume D is a filter on es, ,u = cf(1u) > 2', f C K Ord, and: D is NI-complete 
or (Va < u)(aNO < iu). We prove that if TD(f) > u (i.e., there are f, <D f 
for a < u such that k #AD fp for a < fi < u) then for some A C D+ and 
regular Xi C (2', f (i)] we have: yu is the true cofinality of Hl<j, i /(D +A). We 
end summing up conditions equivalent to TD+A (f) > u for some A C A+.] 

?2. The tree revised power. 
[We characterize more natural cardinal functions using pcf. The main one 
iS A,3tr, the supremum on the number of e,-branches of trees with i nodes, 
where es is regular uncountable. If i > fstr it is the supremum on max pcf{ O : 
C < es} for an increasing sequence (IO: < es) of regular cardinals with 
C < es X i > maxpcf{06: E < I} ] 

?3. On the depth behaviour of ultraproducts. 

[We deal with a problem of Monk on the depth of ultraproducts of Boolean 
algebras; this continues [Sh:506, ?3]. We try to characterize for a filter D 
on e, and Xi = cf(Xi) > 2', and 1u = cf(1u), when does (Vi < ,))[Ai < 
Depth+(Bi)] =X ,u < Depth+(Hli<,, Bi/D) (where Depth+ (B) = Ufu+ in B 
there is an increasing sequence of length ,u}). When D is completee or 
(Va < 1u)[0? < u] the characterization is reasonable: for some A C D+ and 
i' = cf(X'$) < Ai we have u = tcf Hli<,, '/ (D + A). We then proceed to look at 

Depth(+) (closing under homomorphic images), and with more work succeed. 
We use results from ? 1.] 
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APPLICATIONS OF PCF THEORY 1625 

?4. On the existence of independent sets for stable theories. 
[Bay has continued work in [Sh:c] on existence of independent sets (in the sense 
of non-forking) for stable theories. We connect those problems to pcf and shed 
some light. Note that the combinatorial Claim 4.1 continues [Sh:430, ?3].] 

?5. Cardinal invariants for general cardinals: restriction on the depth. 

[We show that some (natural) cardinal invariants defined for any regular N(> 
NO), as functions of i satisfies inequalities coming from pcf (more accurately 
norms for N I -complete filters). They are variants of depth, supremum of length 
of sequences from K2 (increasing in a suitable sense) and also the supremum 
of sizes of A-MAD families. Contrast this with Cummings Shelah [CuSh:541]. 
Also we connect pcf and the ideal I[X]; see 5.19.] 

?6. The class of cardinal ultraproducts mod D. 
[Let D be an ultrafilter on e, and let 

reg(D) = Min{0: the filter D is not 0-regular}, 

so reg(D) is regular itself. We prove that if ,u = ,1reg(O) + 2', then Pu can be 
represented as H fjj<,, Xj/D l, and for suitable yu's get pu-like such ultraproducts.] 

We thank Todd Eisworth for doing much in corrections and improving presentation, 
and Andres Villaveces similarly for ?4. 

?1. TD via true cofinality. We improve here results of [Sh:506, ?3] but do not 
depend on them. See more related things in ?6. Our main result is 1.6, which we 
will use in ?3 in our analysis of ultraproducts of Boolean Algebras. 

CLAIM 1.1. Assume 

(a) J is an NI-complete ideal on i, 
(b) f c KOrd, each f (i) an infinite ordinal 
(c) TJI(f ) > X = cf () > ,u > fs (see 1.2(1) below) 
(d) ,u = 2, or at least 
(d)- (i) if a C Reg, and 

(VO c a)( < 0 < X & u < 0 < sup f (i)) 

and IaI < , then I pcf(a)I < ,u 

(ii IIUKJI < 

(iii) 2r < . 

Then for some A c J+ and X = (: i C A) such that u < ?ji cf(Xi) < f (i) we 
have HICAG X/(J F A) has true cofinality X. 

REMARK 1.2. (1) Remember Tj2(f) = Min{ F : F C H<i, f (i) and fbr every 

g c H<i f (i) for some g' c F we have -i(g z/j g')}. See [Sh:506, ?3] on the 

relationship of relatives of this definition; they agree when > 2K. The inverse of the 

claim is immediate, i.e., the conclusion implies that X < Tj(f). 
(2) If A I = {i < s: f (i) > X} E J+ then the conclusion is immediate, with Xi =. 

(3) Note ifA? ={i < , : f(i) < (2-)+ } E J+ then Tj(f) < 2K. Ifin addition 

r,\A2 c J then any X satisfying the conclusion satisfies X < 2K. 

(4) We can omit the assumption clause (d)- (iii) and weaken (here and in 2.7) the 

assumption "''uK/J <Xi" (in clause (d)-) andjust ask: 
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1626 SAHARON SHELAH 

there is F C ',u of cardinality < i such that for every g C ',u we can 
find F' C F of cardinality < u such that for every A C J+ for some 
f C F' we have {i C A: g(i) = f (i)} C J+, or even 

07AX j we require the above only for all g C G, where G C ',u has cardinality 
< A and: if (O : i < a,) is a sequence of regulars in [R%,a] and 
g' C HEi<, Oi then for some g" C G we have g' <j g" <j (OS: i < Es). 

Considering (d )- (iii) in the proof we weaken gn F A C N to 'for some g' C G, 
A' C K we havegn A =jg' F A'." 

(5) Also in 1.6 and 1.7 we can replace the assumption A > 2K by the existence of 
a u satisfying A > u> in such that (d)- as weakened above holds. 

(6) Note that we do not ask (Va < A)[ I? <reg(J) < A] 
(7) Of course, we can apply the claim to J C A for every A C J+ hence {A/JJ 

A C J+, andfor some i = : i C A) such that u < Ai = cf(Ai) < f (i) we have 

HRGA Xi/(J F A) has true cofinality A} is dense in the Boolean Algebra 9 (i)/J. 

REMARK 1.3. The changes in the proof of 1.1 below requiredfor weakening in 1.1 
the clause luf/ J I < A to 02> ;,from 1.2(4) are as follows. 

As J, A, A C N there are F C 'a, G C ',u as required in QJAX belonging to N 
(hence C N). After choosing g'll and B,, apply the assumption on G to g,,,3 C 

when g ,3 [B,= (gfl2 F Bn) and g [ F ( K\Bn) is constantly zero and 0 (Oi : i < a) 
where &i =f (g, (i)) if i C Bn and 0i = No ii C i;\Bn. 

So we get some gfl4 C G such that gn.3 <j gn,4 <j (aO : i < ii). As G N, 
G I < A clearly G C N hence gf 4 C G. Let Fn4 be a subset of F of cardinality < 1u 

such that: for every A C J+ for some f C F,' we have { i C A : gn4(i ) = f (i)} C J+. 
Now continue as there but defining g,,+i use gn 4 instead gn,3 and choose ' D+, as 

{{i < a: g 4(i) = f (i)} : f C Fn1'}. 

The rest is straight. 

Remember 

FACT 1.4. Assume 

(a) N -CY (XZ), , <x) andz < A < Z and {U,} C N, 
(b) N n A is an ordinal, 
(c) i * < u, andfor i < i* we have ai C Reg\,u +,ai <uK C pcf(ai) nA and 

(ai, Oi) C N, and let a = ini* ai. 

Then 

(*) for every g C Hla there is f such that: 
(ar) g < f EE Jlta 
(/) f F bo, [ai] C N, and if 0i = max pcf(cai) we have f cta CC N. 

PROOF. By [Sh:g, Chapter 11,3.4] or [Sh:g, VIII,?1]. - 

PROOF OF 1.1. Note that assuming 2' < A somewhat simplifies the proof, in 
this case we can demand gA,. gn F A. Assume toward contradiction that the 
conclusion fails. Let x be large enough, and let N be an elementary submodel of 
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APPLICATIONS OF PCF THEORY 1627 

( (x), A, <) of cardinality < i such that {f _, ,uu} belongs to N and N n i is an 
ordinal and if we assume only clause (d)- then' 

1 for every g C 'Mu there is g' C N n mu such that g = g'mod J (if J C N this is 
immediate). 

So we shall prove F =: (Hid< f (i)) n N exemplifies that T(f ) < IF I(< ) thus 
giving a contradiction 

So it suffices to prove 
(*) for every g C HI<l, f (i) for some g' C F we have -i(g 74j g') i.e., 

{i < /i: g'(i) = g(i)} C +. 

Assume g C Hi<K f (i) exemplifies the failure of (*). 
We now define by induction on n < K-) the function gl and the family 9, such 

that: 

(i) go fg, K Ord, andg < g, 
(ii) g17+1 < g,7 mod J 

(iii) 9,, is a family of < 1u members of J+ 
(iv) if A C 9Z, then go F A C N hence A C N but if 2' > i we just assume that 

for some gAn C HiCA f(i) we have gA.,? = g, [ A nod J and gA,, C N hence 
A CN 

(V) ,So = f 

(vi) if A C on and B C A and B C J+ then for some A' C 9,,1+ we have 
A' CA &A' n Bf J+ 

(vii) g < g,, mod J 
(viii) g(i) < gnl(i) and g(i) < gn(i) #= gn+i(i) < g,,(i) and g(i) =g,(i) X g(i) 

g9+ I (i) (not necessary for 1.1). 
If we succeed, as "J is N I -complete (see assumption (a))" then by clause (ii) we get 
a contradiction as <j is well founded. Also the case n = 0 is easy by (i)+(v). 

(Note: Clause (vii) holds as g C Hf<Ei f (i)). So assume we have ge B,, and we 
shall define g,7+1, on?+ 1. In N there is a two-place function e, written e,( (i) such that 
en (i) is defined if and only if a C {al : a a non-zero ordinal < supi<, f (i)}, and 
i < cf(a), and if a is a limit ordinal, then (e(s(i) : i < cf(a)) is strictly increasing 
with limit a and e+i (0) = a; of course, Dom(ea+i) = {0}. 

We also know by assumption (d) or (d)- (i) that 

0 for every A C 9,, we have, letting a"' =: {cf(gA.,(i)) : i C A}\ji+, the set 
pcf(a") has at most 1u members. 

So =: {(A, 'a, 0) : A C 9,3 andO C i n pcf (a" )} has at most I9,| x u < 
,u x u u members (as 1,9,? 1 < u and Ipcf ad" < 1u by 8) above) so let {(A", a', Os) 

E K e,*} list them with En < u1. Clearly a"E C N (as gA.,? A" C N), and since 
u + 1 C N and Ipcf(a ) l < u, we have W C N. For each E < E, we define he EC Ha" 

by: 

h'7(0) - Min{K < 0: if i C A, g (i) < g, (i), and 

0 = cf(g,, (i)) then g(i) < eK , . 

1Note we did not forget to ask J C N, we just want to help reading this as a proof of 1.5 too, for the 
case 21J > i, so there J' does not necessarily belong to N. 

This content downloaded from 188.72.127.63 on Sun, 15 Jun 2014 11:46:20 AM
All use subject to JSTOR Terms and Conditions

Sh:589

http://www.jstor.org/page/info/about/policies/terms.jsp


1628 SAHARON SHELAH 

[Why is hil well defined? The number of possible i's is < A I < es K ,u, for each 
relevant i, every 4 < 0 large enough is OK as (eg,(ji)(C): C < 0) is increasing 
continuous with limit g, (i). Lastly, 0 = cf(0) > u (by the choice of ca") so all the 
demands together hold for every large enough 4 < 0.] 

Let C,, = 6<E* cal and let h, C FIac,, be defined by 

h,, (0) = sup{h" (0): E < E, and 0 C a" 

it is well defined by the argument above. So by 1.4 there is a function gill C I-la 
such that: 

(I)h,1 < g17 
(/3) g'1 F bo,[a,"] C N (and 0." = maxpcf(ca") X bon[al] al). 

Also we can define g"'2 C /c Ord by: 

g . (i) = Min f < cf (g, (i)) :eg" (0) (0f >- g WI) 

So letting B, {i : 1 < cf (g,, (i)) < 1u} clearly g"i.2 F B,1 C Ba u. Now if assump- 
tion (d) holds, then u'/J < i, hence 1u' C N so we can find g', 3 C N such that 
g9.2 = e ng3 mod (J + (s\B,1)); if assumption (d) fails we still can get such g'l.3 by Z 
above. Lastly, we define g,1?i C K~ Ord: 

eg (i) (gill (cf(g,1 (i)))) if cf(g, (i)) > u and g, (i) > g(i) 
91 +l (i) = Oeg,(i) (g3 (cf(gl (i)))) if cf(g,,(i)) C [1,u] and g, (i) > g(i) 

g1(i) if g(i) = g,1 (i) 

and 9,+l= (,9,l( + U 9,Vi+ )\J where 

91+ {{i C A~j: cf(gs,,,,(1)) C ( )ictj]} a" < ,n} 

and 
9,i~l = {{i C A* : cf(g9, (i)) < u}: A* C 39l} 

(Note: possibly (,9,1 I U 9,+ 1) J i4 0 but this does not cause problems.) - 

So let us check clauses (i)-(viii). 
Clause (i). Trivial. 

Clause (ii). By the definition of g,,+I (i) above it is < g,,(i) except when g, (i) 
g (i), but by clause (vii) we know that g < g~l mod J hence necessarily 

{ i < a: g,, (i) = g (i)} IC J, SO really g,,+ I < g,1 mod J. 

Clause (iii). I1i,+i< I l + I EI + No and I ? < L by clause (iii) for n (i.e., the 
induction hypothesis) and during the construction we show that Ie,11 = < 

Clause (iv). Let A C 9,iz1 so we have two cases. 
CASE 1. A E C I. 
So for some E < E we have (0" C i n pcf(ca") and) 

A : {i C A" : cf(gA,,(i)) C bo [al]}. 

Let gA.n+l C HiCA f (i) be defined by gA.1+I (i) = eg lVI n(i)(,) (gil.l (cf(gAg, (i))))M 

By the choice of gil C 7ICla, we have: 

g'1 F bon[a] E N. 
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APPLICATIONS OF PCF THEORY 1629 

Now the set A is definable from A`, gsl, and boa [ct]. all of which belong to N 
hence A c N. Also A" c N and clearly gA.,1+I is definable from the functions 
g'1F bo),[a]fg'1- ,g-,91, A"j and the function e (see the definition of g,1,+ by cases), 
but all four are from N so gA,?+ c N. Lastly, g,?+ F A _ J gA.,?+ as i c 
A & gA1p. =(i) gni) & gn(i) > g(i) = gn+i (i) g= A+ (i) and each of the three 
assumptions fail only for a set of i c A that belongs to J. 

CASE 2. A c 9,1. 
So for some A* C 9, we have 

A = {i < K : i c A* and cf(gA 1(i)) < ,u}. 

Let gA.,+l(i) _ eg1,A(g'9*3(cf(gA,*2(i))). Again, gA,n+1 ( Ngs1,+1 =J gn+1 A. 
Looking at the definition of gA,2+1, clearly gA./, is definable from gn.2 C N, g* .,, and 
the function e, all of which belong to N. 

Clause (v). Holds trivially. 

Clause (vi. Assume A c 9, and B C A satisfies B c J+ (so also A c J+), we 
have to find A' c 9,,+i, such that A' C A & A' 2 B C J+. 

CASE 1. B1 = {i C B: cf(gA.,1(i)) < '} C J+. 
In this case A' : {i C A: cf(gAn1(i)) < P} _9,1+I C 9,1+I and A' n B c J+ by 

the assumption of the case. 

CASE 2. For some E < E* we have A = A" and 

B26E = {i c B: cf(gA,1(i)) E b0o [actj} J+ 

In this case A' =: {i c A: cf(gA.,,(i)) C b(,,o[ac]} E J+ belongs to 9,1+ C 91+J, is 
C A and B2 , n A' e J+ by the assumption of the case (remember g <j 9n) 

CASE 3. Neither Case 1 nor Case 2. 
So B3 = B\Bi e J+ and let Ai = cf(g,l (i)) . 
We shall show that HIEB3 cf(gA.,(i))/J is A-directed. This suffices as letting 

Ai =: cf(gA ,1(i)) e (ff (i)], by [Sh:g, I, l1.4(1),pages 46,50] for some A' 

cfQW) < Ai, we have lim infJ B3,i i e B3) = liminfJ B3AI i e B3) and 
A = tcf fJiCB3 1i{/(J F B3) and this shows that the conclusion of 1. 1 holds, contra- 
dicting our initial assumption, so the A-directedness really suffices. 

Now i e B\B1 = Ai = cf(g,1(i)) > p; and if HIEB, 1{/J is not {-directed, by 

[Sh:g],I,?1 for some B4 C B3 and 0 = cf(0) < A we have: B4 e J+ and HiEB. Ai/J 

has true cofinality 0. Hence 0 e pcf{cf(g9A.n (i)) i e A and cf(g, (i)) > ,u}, and as 
0 > ,u, for some e < e7 we have A = A" and 0 = 0," so A' - {i e A : cf (gA,(i)) e 
b0, [a n]} is as required in Case 2 on B2?. (note: we could have restricted ourselves to 
0's like that). 

Clause (vii) . By the choice of ghl1, gh.2 and g'1 clearly i < s & g (i) < g9,(i) 

g(i) < gn+I (i). As g < g,, mod J it suffices to prove B =: {i: g(i) = gl+ I (i)} C J. 

If not, we choose by induction on < n+l amemberBe of e such that BenB c J+. 

For ? = 0 let Be = C c o, for ? + 1 apply clause (vi) for ? (even when ? = n we 
have just proved it). So B,+ I n B e J+ and g,,+ I (Bn+ I n B) = g F (B1+ I n B) 
hence -(g,1+1 F B,1?+ #.i g, F Bn+1) but gi+1 F B,1+1 e N so we have contradicted 
the choice of g as contradicting (*). 

Clause (viii). Easy. 
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1630 SAHARON SHELAH 

CLAIM 1.5. Assume 

(a) J is an ideal2 on K 

(b) f E K Ord, each f (i) an infinite ordinal 
(c) 1-2(f) > A =Cf (A) > /I > K 

(d) u = (2K)+ or at least 
(d)- (i) if a C Reg, and 

(VO E a))(u < 0 < A &,u < ? < f (i)) 

and IaI < K then I pcf(a)I < ?u 
(ii) li'/JI < A V (Vg E 'j)[Hg/fJ < A] andu is regular 

(e) a < A a lal"O < A. 

Then for some A E J+ and A ( i E A) such that li < cf(Ai) Ai < f (i) we 
have HiEA Ai/J has true cofinality A. 

PROOF. We repeat the proof of 1. 1 but we choose N such that " N C N, (possible 
by assumption (e) as A is regular), and let F =: (Hi<, f (i)) n N. If 2K < A then 
clearly 

F {g EE ] f (i): for some partition (An n < w) of K and 

i<K 

g, e N n ] f (i) we haveg= U (g F All)}. 
i<K IK(<L) 

Then assume (*) (from the proof of 1.1) fails and g E cHi< f(i) exemplifies it and 
we let J'be the ideal J' -{A C K g A =g' A for some g' E F}. 

Clearly J' is RI-complete, J' C J (as g is a counterexample to (*) and the 
representation of F above) and we continue as there getting the conclusion for J' 
hence for J. 

If 2K > A, let F' = N nJli<,< f (i), then 

0 for g E li<, f (i) and A E J+ we have (i) X (ii) where: 
(i) there are g' E F' for n < co such that 

{i <: V g(i) = g (i)} D A modJ 

(ii) for some g' E F' we have {i < a: g(i) g'(i)} D A mod J. 

[Why? <= is trivial: now X holds as go e N also (gn,: n < co) E N hence 

({g,,(i): n < c} i < t,) E N and use cWK/J < ul/J < A (or just Efj.,, A from 

1.2(4).] 
Let g E Hi<K f (i) be such that g' E N n Hi<, f(i) > g #-y g'. Now we 

repeat the proof of 1.1 with our i, f, A, N, IF g this time using the demands in clause 
(viii) (i.e.. g(i) < gn (i)). The proof does not change except that we do not get a 
contradiction from n < co a* g,,-k I <J gn. However, for each i < a, (g,(i): n < co) 
is non-increasing (by clause (viii)) hence eventually constant and by that clause 
eventually equal to g(i). So clause (i) of (? above holds hence clause (ii) so we are 
done. + i5 

2Compared to 1.1 we are omitting 'J is z -complete." 
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APPLICATIONS OF PCF THEORY 1631 

CONCLUSION 1.6. Assume J is an ideal on s, f e K Ord, i < r, f (i) > 2', 
A = cf((A) > 2K, and 

(*) J is p1-complete or (Va < A)(Ia Io <2) 

Then (a) X (b) X (b)+ X (c) X (c)+ where 

(a) for some A e J+ we have ThPA(f [A) > A 

(b) for some A e J+ and Ai = cf (Ai) E (2K, f (i)] (for i E A) we haveHiEA Ai/(J I 

A) is A-directed 
(b)+ like (b) but HIEA Ai /(J A) has true cofinality A 

(c) for some A c J+, and n =(ni: i < ,) Kw and ideal J* on A* 

UiGA({M} x ni) satisfying 

(VB A)[ B ]J ~ U({i x n1) e J* 

and regular cardinals '(in) e (2K, f (i)] we have H(i,1)eA * ?(in)/J* is i-directed 

(c)+ as in (c) but H(in)EA* ?(i,,')/IJ* has true cofinality A. 

PROOF. Clearly (b)+ ?>(b), (b)?>(c),(b)+ >(c)+ and (c)+ ?>(c). Also (b)?>(b)+ 
by [Sh:g, Chapter II, 1.4(1)], and similarly (c)>(c)+. Now we prove (c)#X(a); let 
Ai = maxfA(i.n) n < ni} and let gj be a one-to-one function from Hn<ni A(i n) into 

Ai and let (f, a < A) be a <j* -increasing sequence in H(i.n)(EA * ) Define 

f e HEGA ii by f (i) = gi (fa ({i} x ni)). So if a < /3, then 

{i c A: f g(i ) = f* (i ) } =cei t ( (i, n ) )f=t(i n )} 

so by the assumption on J* and the choice of (fa,,: a < A), for a < ,B < A we get 
f z, 'f 

* hence { f a c < A} is as required in clause (a). 
Lastly (a) > (b) by 1.1 (in the case J is RI-complete) or 1.5 (in the case (Va < 

a) ( Na o < A)). We have gotten enough implications to prove the conclusions. -A 1.6 

CONCLUSION 1.7. Let D be an ultrafilter on s. If H Hi<, f (i)/DI > A = cf((A) > 
2' and (Va < A)[ I aI < A], then for some regular Ai < f (i) (for i < s) we have 
A _ tcf (Hi<, Ai D). 

REMARK 1.8. On I Hi<,K i/D 1, see [Sh:506, 3.9B] and ?6 here. 

?2. The tree revised power. 

DEFINITION 2.1. For K regular and A > K let 

AKtr sup{Ilim,(T)I: T a tree with < A nodes and r, levels} 
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1632 SAHARON SHELAH 

where lim,(T) is the set of s-branches of T: and let when A > ,u > K and 0 > K 

A(N- ) = Minsu: if T is a tree with A nodes and K levels, 

then there is 9 E [T] 

such that q E lim(T) > (3A E 96) C A)}. 

A(K) = 

Recall [A] =: {B :B C A and BI= . 

REMARK 2.2. (1) Clearly A(KO) < A~tr < ,(K.0) + OK.2 < A(K.0) + OK. 

(2) If , = o then obviously AN't Ai . 

(3) Of course, AKK.) < cov(A, 0+< r+,) and r, < 0 < a < A A ,{K(O) < 
is )+ cov(i{ 0+, K+, K). (See [Sh:g, Chapter II. ?5] if these concepts are unjanmiliar) 

THEOREM 2.3. Let K be regular uncountable < A. Then the following cardinals are 
equal: 

(i) AK) 

(ii) A + sup{maxpcf(a): a C RegnA\>, a {0a 4 < a} strictly increasing. 
and if I < X, then max pcf({06 4 < 4}) < O. < A}. 

REMARK 2.4. We can add 
(ii) - like (ii) but we demand only max pcf ({S : C < <}) < A. 

PROOF. First inequality. Cardinal of (i) (i.e., A(K)) is < cardinal of (ii). 
Assume not and let p be the cardinal from clause (ii) so p > A. Let T, a tree 

with s levels and A nodes, exemplify AC') > p. Without loss of generality T C "A>{ 

and <T= I T. Let % = Z78 n T .i }E31<(() <) 

3,,,l 93,11 ui, for n < c), 3,, E 93 +1,93, -< 93,,C + and let 93 =: UIK<, 9 

So 9 =: 93 n [T]<? cannot exemplify (i). So there is q E lim,(T) such that 

(VA e )[{fq [ : < }] A]. 
We choose by induction on n, N2,, N,1 such that: 

(a) N, -< N,1 93 n. 

(b) No =Sk30({: < I U <: K U {ip, A,, T}) and 

No = Sk,)30(; < a}U {, A. , T} 

(c) NII K. 

(d) N2 E 93,,i+. 
(e) N, = Sk,,, (N,? U {, : ' < K) 
(f) 0 E A+ n Reg nNn?\K+ sup(N,?+ l n 0) > sup(N, n a). 

(Here "Sk" denotes the Skolem hull.) 
Let us carry the induction. 
For n = 0: No problem. 
For n + 1: Let a"1 =: N2, n Reg nA+\,+, so a" e 93,,+l and a"1 is a set of cardinal- 

ity < s of regular cardinals E (s, A+). 
Let g" E Ila"' be defined by g" (0) =: sup(N,0 n a). Let 

(*)il I" = {b C a" : for some f e (Ha.a) n n+ 1 we have g' [ b < f}, 

so we need to show a.n E In. 
An easy induction on pcf(a") tells us that 

This content downloaded from 188.72.127.63 on Sun, 15 Jun 2014 11:46:20 AM
All use subject to JSTOR Terms and Conditions

Sh:589

http://www.jstor.org/page/info/about/policies/terms.jsp


APPLICATIONS OF PCF THEORY 1633 

(*) J<,,[al] C I" (in particular all singletons are in I"). 
FACT. There is f* E 3,,+ n Ha" such that: 

b =: {0 
E 
a" Vg() 

satisfies 

[bo ]<K C J<4a&'] 

(yes! not J<? a ]) 

PROOF. In 93,,+ there is a list (a,,: < Is) of N2,. For each v E T let v be 
of level 4 and let N,1 - = Sk93,, ({ (a,,.,, v 6 E): 6 < C}). So the function v Nv 
(i.e., the set of pairs {(v, N,11,): v E T}) belongs to 93, + . Clearly (N, ,V < a) 
is increasing continuous with union N,!. Let g E E l(aw n N,, ) be defined by 
g> (0) = sup(O n N.), so {(a" n N,1 g I,) : v C T} C . Now Ha'/J<ja"] 
is x{+-directed, hence as T I < A there is f * C IHa!" such that: 

(*)3 1 C T X g,, <JK,[a')] f ", that is 

{ CDom(g,I I!)~(o, (0 ) < Of *(0S)) } C J<;, [all]- 

and by the previous sentence without loss of generality f* C ,,+. Note that for 
0 c at' the sequence (gn17 [, (0): 4 < a) is non-decreasing with limit g' (0). 

Let c = {O C a 1: f *(O) < gn (0)}, now note 

(*)4 if 0 c c then for every C < s large enough, f * (o) <gl,1[Y (0) 
Hence c' c [c]<' = c' c J<,[a'] as required in the fact. 
(Why the implication? Because if c' C c, Icl < s then by (*)4 for some C < s we 

have J [ c' < g' ,1, [ c' which by (*)3 gives c' C J<2[a"]); so let b' = c. HFact 

Now if b" is in J<,[a'1], by (*)I + (*)2 above we can finish the induction step. 
If not, some c* c Reg \,u+ satisfies c* c pcf(bV); let (cG : C < s) be an increasing 

continuous sequence of subsets of a" each of cardinality < s such that b" = U<, cc 
and so (by the fact above) C < r X -* > A > maxpcf(cj). We know that this 
implies that for some club E of s and O c pcf(co), for C c E, c c Pcf,-conlplete ({f :, 
C C E}) and (S. : c E) is strictly increasing and maxpcf{O : g c E n 1} < 0: 

for 4 C E, by [Sh:g, Chapter VIII, 1.5(2),(3), page 317]. 
Now maxpcf{h : E c C n E} < max pcf(c-) < A so <i <* < the cardinal from 

clause (i) of 2.3, against an assumption. So we have carried out the inductive step 
in defining N2,, Nn. 

So N,?, NJ are well defined for every n, clearly U,< N, n A = U,<. N,1 n A (see 
[Sh:g, Chapter IX, 3.3A, page 379]) hence U.,<, N 0 T - U,1<( NJ 0 T. hence for 
some n, N,? 0 {n [ : 4 < a} has cardinality K. Now 

A {v c T: for some p we have v<pc N,} 

belongs to 9,I+I n [Tf] and {a q C: C < K C A, contradicting the choice ofa. -A 

Second inequality Cardinal of (ii) < cardinal of (i). 
By the proof of [Sh:g, 11,3.5]. 2. 3 

DEFINITION 2.5. (1) Assume I C J C 9(K), I an ideal on K, J an ideal or the 
complement of a filter on K, e.g., J = -i- () = ?(s)\{s} stipulating f 74j g X 
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1634 SAHARON SHELAH 

{i < s: f (i) - g(i)} C J. We let 

Tj+,j(, A) = sup{ F +: Fe Y Sj(f,X)} 

and 
T^jj (f )=sup{ IF I : F c 9Ij (f, A) , 

where 

IJ (fA)= C{FC f(i) :f g CF r>f $jg 
i<K 

and A c I X A > I{f[ A: f c F}}. 

(2) For J an ideal on , 0 > s and f C ' (Ord \{0}), we let 

UJ (f, 0) = Min{ 1?I : ? C [sup Rang(f)]0 and for every g c 1 (i) 
i<I 

for some a c ? we have {i < s :g(i) C a} C J+}. 

If 0 = s (= Dom(J)), then we may omit 0. If f is constantly A we may write A 
instead of f. 

(3) For I C J, I ideal on s, J an ideal or complement of a filter on s, ,u > 0 > ' 

and f c K (Ord \{0}) let 

Ujj (f, 0,u) = sup{Uj (F, 0): F c Y7 (f,u)} 

where 

9S (fy) ={F: F C Uf(i) andA c I =,u > I{f L A: f c F} } 

and 

UJ(F, 0) Min{ l :? C [sup Rang(f)]f3 and for every f C F 

for some a c ? we have {i < s : f(i) C a} C J+}. 

FACT2.6. Let A > 0 > = cf(s) > 0o. 
(1) ;At= TJd7 - (,)(, Aa) ?< UJd (, 0). 

(2) If A > y, then K`tr > Y-r and A<` > ? '>. 
(3) ;jtr = (') + ntr. 

(4) Assume I C J are ideals on s. Then Tj (f, A) > , if: 
(i) each f (i) is a regular cardinal Ai c (, A) 

(ii) Hli< f(i)/J is ji-directed 
(iii) for some Ac C s for C < C* < Minj<, f (j) we have: 

maxpcf{f (i) : i E AcJ < A 

(hence cf (Hi IA, f (i) ?< ) and {Af : A < 4 generates an ideal on $ 

extending I but included in J. 

(5) UJ(A) < UJ(A, f) < Uj(A)+ cf([0K, C) < Uj(A)+ 0 and T1(f) < U1 (f )+ 
2' and U1J (f, A) < T.Jj (f, )) < U.j (f, A) + 2' where I C J are ideals on s. 

Also obvious monotonicity properties (in I, J., , 0, 1 ) hold. 
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APPLICATIONS OF PCF THEORY 1635 

PROOF. (1) Easy. Let us prove the first equation. First assume 

F C YJbd 9 

and we define a tree as follows: for i < s the ith level is 

T ={f [i : f c F} 

and 

T =U Ti, with the natural order C 

i<I 

Clearly T is a tree with s levels, the ith level being Tj. 
By the definition of jbd(,g- )(X,) as i < N { : j < i} C jbd clearly 

T1 < A. Now for each f c F, clearly tf =: ((f i) i < a) is a su-branch of T, 
and fi #4 f2 c F X tf, + tf, so T has at least IFI s,-branches. 

The other direction is easy, too. Note that the proof gives =+; i.e., the supremum 
is obtained in one side if and only if it is obtained in the other side. 

(2) If T is a tree with ,u nodes and s levels then we can add A nodes adding A 
branches. Also the other inequality is trivial. 

(3) First A"tr > X(') because if T is a tree with A nodes and K levels, then we know 

Ilimnc(T)l < A hence = {t : t is a su-branch of T} has cardinality < t and 
satisfies the requirement in the definition of A''>. 

Second A,.jtr > ,tJr by part (2) of 2.6. 
Lastly, X/ctr < ,<<c> + ,ixtr because if T is a tree with A nodes and s levels, 

we know by Definition 2.1 that there is ? C [T]' of cardinality < <'K> such 
that every s-branch of T is included in some A c -, without loss of generality 
X <T y c A c - X x C A; so 

lim, (T) I {t: t a sb-branch of T} 

- U {t C A: t a-branchofT} 
Adz 

< Z Ilim, (T LA)I 
Adz 

< 
, 

+,Kr 
;eti < A<ec> +E ct- 

(4) Like the proof of [Sh:g, Chapter 11,3.5]. 
(5) Left to the reader. +2.6 

LEMMA 2.7. Assume 

(a) I C J are ideals on s 
(b) I is generated by < /j* sets, /* > $ 

(C) T+Jj (f, A) > u = cf(u) > Aj* > TIJ (*,s) 
(d) i is not the union of countably many members of I. 
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1636 SAHARON SHELAH 

Then We can find Ao C A 1 C C A, C ... from I' with union ,, such that for 
each n there is (X7 : i C An), * < An = cf(X') < f (i) such that: 

J7 7/IJ is -directed 
iCA,, 

A C An, A C I c cf(UX7) < . 
iGA 

REMARK 2.8. The point in the proof is that if I is generated by {B: y Y < y* 
/j*}, and {f, : a < u+} are distinct branches and f E A(A + 1\{O}), A C K and 
i C A => cf(f (i)) > u, then for some g < f for every y < y* and a < , 
{i < y : if b,, (i) < f (i) then 0, (i) < g(i)} = y mod J<;-+ (f [ y) 

PROOF. Similar to the proof of 1. 1 adding the main point of the proof of 2.3, the 
"fact" there. A 

We can further generalize 

DEFINITION 2.9. For I C J C A(i,), function f * C K Reg and A, we let 

J(fJ))(f*) {F C f *(i) : ifA C J then 
I<rE 

A > I{(f J A)/I: f C F}} 

(so I is without a loss of generality an ideal on s and if I = {0} this is just 
FSJ (f * I)) 

2( J)(f*) = F C H f*(i) if A c J, and f,g C F aredistinct 
'<'C 

then {i C A: f (i) = g(i)} C I} 

3 (f*) {F C J f * (i): if A C J then for some 
'<'C 

G C [f * (i)]Oi of cardinality < A we have 
iGA 

(Vf C F)(3g C G)[{i C A : f (i) V g(i)} C I]}. 

If E is a set of such tuples, then we let 9? (f * 
,) 

- n Y (f*). If in all the tuples A 
is the third element, we write triples and f*, A instead of f*. 

For any 91 we let T' (f *) = sup{IFI: F FC (f *)} 
Remark. We have proof like 1 1, but: instead of T we have F C 7JI (f) exemplifying 

UIjj(fA) > ,a i.e., UJj(F, A) > a. Then C F satisfies (VA C ?)[{i i (i) C A} C 

J]. We choose N0, N,' satisfying (a)-(f) with y, = I. 
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APPLICATIONS OF PCF THEORY 1637 

?3. On the depth behaviour of ultraproducts. The problem originates from Monk 
[M] and see on it Roslanowski Shelah [RoSh:534] and then [Sh:506, ?3] but the 
presentation is self-contained. 

We would like to have (letting B. denote Boolean algebra), for D an ultrafilter 
on e: 

Depth (IJBi/D) > J7JDepth(Bi)/D. 

(If D is just a filter, we should use TD instead of product in the right side). Because of 
the problem of attainment (serious, see Magidor Shelah [MgSh:433]), we rephrase 
the question: 

0 for D an ultrafilter on s, does Ai < Depth+ (B.) for i < s imply 

]7 Ai/D < Depth (n Bi/D) 
i<Kc i<Kc 

at least when Ai > 2K 
8' for D a filter on s does Ai < Depth+(B1) for i < s imply (assuming Ai > 2K 

for simplicity): 

u = cf(,u) < TD++ ((X1: i < t)) for some A C D+ 

t u < Depth+ (I Bi/(D + A)) for some A c D+. 
i<Kc 

As found in [Sh:506], this actually is connected to a pcf problem, whose answer 
under reasonable restrictions is 1.6. So now we can clarify the connections. 

Also, by changing the invariant (closing under homomorphisms, see [M]) we get 
a nicer result; this shall be dealt with here. 

The results here (mainly 3.5) supercede [Sh:506, 3.26]. 

DEFINITION 3.1. (1) For a partial order P (e.g., a Boolean algebra) let 

Depth+ (P) = minX: we cannot find a, c P 

for a < A such that a < , a,, <p a/X}. 

(2) For a Boolean algebra B let 

D+(B) = Depth+(B) 

= sup{Depth+(B') : B' is a homomorphic image of B}. 

(3) Depth(P) = sup{ua: there are a,, c P for a < u 

such that ar < fi < ,u X a,, <p a/X}. 

(4) Depth, (P) = D, (P) = sup{Depth(B'): B' is a homomorphic image of B}. 
(5) We write D, or Dl,, or Depthr if we restrict ourselves to regular cardinals. Of 

course we could have looked at the ordinals. 
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1638 SAHARON SHELAH 

DEFINITION 3.2. (1) For a linear order>, let the interval Boolean algebra, BA[J] 
be the Boolean algebra of subsets of _J generated by {[s, t)1: s < t are from 
{-cx} U -J U {+cXD}}. 

(2) For a Boolean algebra B and regular 0, let com<o (B) be the (< 0)-completion 
of B, that is the closure of B under the operations -x and Vi< xi for ar < 0 inside 
the completion of B. 

FACT 3.3. (1) If B is the interval Boolean algebra of the ordinal y > co then 

(a) D+(B)= jy+ 
(b) Depth+(B) = Iyl+. 

(2) If B' is a subalgebra of a homomorphic image of B, then D/+(B) > D+ (B'). 
(3) If D' D D are filters on s andfor i < A, B' is a subalgebra of a homomorphic 

image of Bi then: 

(a) li,< BJ'D' is a subalgebra of a homomorphic image of Hi<,< Bi/D, hence 
(/3) D,+ (fi< < Bi/D ) > D+ (fi<r B /DI). 

(4) In parts (2), (3) we can replace D,, by D if we omit "homomorphic image." 

PROOF. Straightforward. - 

CLAIM 3.4. (1) If D is a filter on K and for i < X, Bi a Boolean algebra, Ai < 
Depth+ (Bi) then 

(a) Depth+ (Hli<, Bi/D) > SUPDDD (tcf(7iJ<, Ai I/DI)) (i.e., sup on the cases tcf 
is well defined) 

(b) Depth+ (Hli<, B I/D) is > Depths+ (? (s)/D) and is at least 

sup{ [tcf (I| x /D) A ' < Depth+ (B), D D D}. 

(2) ,u < Depthh+(B) if and only i for some ai C B for i < ,u we have that: 
a < /3< u, n < co, and af < /i < u for f < n together imply that 

B H (ap - a) - U(a, - adl) > 0." 
f<n1 

(3) Let A C D+ (D afilter on s). In Hi<,< Bi/D there is a chain of order type T 
if in H1i< Bi/(D + A) there is such a chain. If 7 = A, cf(A) > 2N also the inverse is 
true. 

(4) If u < Depth+(Hli<, Bi/D) and cf(u) > 2', then we can find A c D- and 
f c Hi<,< Bi for a < u such that letting D* = D + A: 

a </< r (11< Bi /DI ) f fI/D* < fp I/D* moreover fc, <D* ffl. 
i<K 

(5) Like (1) replacing Depth+ by Depth+ D1 D D by {D + A : A c D+}. 

PROOF. Check, e.g.: 
(2) The "if" direction: 
Let I be the ideal of B generated by {a, - a/X : a < /3 < Au}, h : B -* B/I the 

canonical homomorphism, so (a,/I : ar < u) is strictly increasing in B/I. 
The "only if" direction: 
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APPLICATIONS OF PCF THEORY 1639 

Let h be a homomorphism from B onto B1 and (be o < u) be a (strictly) 
increasing sequence of elements of B1. Choose a, c B such that h (a) = be, so 
ar < ,6 X a, \afl c Ker(h) but a,, Ker(h), moreover ,6 < ar X a,, - a/3 V Ker(h). 

(3) The first implication is trivial, the second follows from part (4). 
(4) First, assume u is regular. Let (f, /D o < u) exemplify 

Then o < , < / iu X f?D f) & -1(fa =.D fp), so for each o, 

({i < rs: fe a(i) = fpl(i)}/D: ,6< Au,/3 > a) 

is decreasing and 128/D < ,u cf(,u) hence for some ,6,, c (ar ,u) we have 

(VPi) (1a < /3 < Y X~ { i < Ks fa Wi -74 Iffl Wi) 

= {i < i fc(i) 74 f/J(i)}modD 

(as f),/D is increasing). So ({i f,(i) = f/(i)}/D ID < u) is decreasing and 
2K/D I < 2K < ,u, hence for some A* C s the set 

E {= a < u: {i < rs: f,(i) < f(i)} A* modD} 

is unbounded and even stationary in ju. Let D* = D + A*, so for ar < / < 1u we 
have f, ?D fD hence f,, <?D* ffl, but a C E & /3 > /3fc X fir #D* f/P. Hence 
some is E' C {f c E: (Vo, < i n E)(/3&, < i)} is unbounded in ,u and clearly 
(Vflo,3) (a < /3 & a C E' & /3 C E' => fa <D* ft )- 

So {f f,: c E'} exemplifies the conclusion. 
Second, if 1u is singular, let 1u EC<cf(1) Uo, uc > 2K;,u( strictly increasing 

and each ,u is regular. So given (f: ao < u), for each C < cf(,u) we can find 

EC C ut of cardinality u+ and AC C D+ such that ar c EC & /3 c EC & ar < /3 X 

fa <D+A~ fi. For some A, cf(u) = sup{f: AC = A}- so A and the fe's for 
a C U{E\{Min(EC)} I < cf (u) is such that A, - A} are as required. -13.4 

We now give lower bound of depth of reduced products of Boolean algebras B1 
from the depths of the Bi's. 

FIRST MAIN LEMMA 3.5. Let D be a filter on K and (Ai : i < S) a sequence of 
cardinals (> 2') and 2' < ,u = cf(,u). Then: 

(1) (a) X (a)+ X (P) X (Pf)- X (y) and (y)+ X (y) => (6). 
(2) If in addition (Vu < u)(&0 < P) V (D is il-complete) we also have (y) X 

(y)+ X (6) so all clauses are equivalent, where: 

(a) if B1 is a Boolean algebra, Ai < Depth+ (B1) then , < Depth+ (Hi<,, Bi/D) 
(/3) there are cardinals yj < Ai for i < s such that, letting B1 be 

BA[y;] = the interval Boolean algebra of (the linear order) yi, 

we have i < Depth+ (Hli<, B I/D) 
(y) there are ((i,,n : n < ni) : i < s) where Ai n = cf (Asi,) < Ai and a non-trivial 

filter D* on Ui<, ({i} x ni) such that: 
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1640 SAHARON SHELAH 

(ii) for some A* c D+ we have 

D + A* {AC : the set U ({i} x ni) belongs to D*} 
iGA 

(6) for some filter D' - D + A,A C D+ and cardinals A' < Ai we have 
,u < TD'((X':$ i < 

(/I)' like (/3) we allow yi to be an ordinal 
(/3)- letting Bi be the disjoint sum of {BA[y]: y < Ai we have: 

(i<lC 

(y)+ for some filter D* of the form D + A and A' = cf(A') < Ai we have 
,u = tcf (f|;< ilID 

(a)+ if Bi is a Boolean algebra, Ai < Depth+ (Bi) then for some A C D+ we have, 
setting D* D + A, that lu < Depth+ (Ha<<, Bi <D *); moreoverJbr some 
f, C Hf<, Bi for a < u we have 

a </3 => {ii :B P f(i) < f/;(i)} = KmodD*. 

PROOF. (1) We shall prove (ar) (/3) (/3)'(/3 >(/3)' (y) (/3)and 
(ar)+ 4= (ar) and (y)+ ==> (y) ==> (6). 

This suffices. 
Now for (oa)+ > (ar) note that if (Ai,Bi for i < s are given and) A c D+, 

(f, : a < A) exemplify (o)+ then letting f' (fc, [ A) U 0(i,\A); i.e., Jy(j) is 
fce(i) when i c A and 0B if i C H\A, easily (f a 'o < A) exemplifies (oa). Next 
(ar) = (a)+ by 3.4(4). 

Now (/3) X (/3)' X (/3)- holds trivially and for (/3)' X (y) repeat the proof 
of [Sh:506, 3.24, page 35] or the relevant part of the proof of 3.6 below (with 
appropriate changes, the case there is more complicated). Also (/3)- X* (/3)' is 
proved in the proof of 3.6 below. Easily (y)+ X (/): also (/3) # (or) because 

(i) if yi a cardinal < Depth+(Bi), the Boolean Algebra BA[yi] can be embedded 
into Bi, and 

(ii) if B' is embeddable into Bi for i < i, then B' = Hi< B'/D can be embedded 
into Ht<i Bi/D 

(iii) if B' is embeddable into B then Depth+ (B') < Depth+ (B). 

Now (oa) #* (/3) trivially. Also (y)+ #* (y) trivially and (y) X* (6) as in the proof 
of the implication "(c) X* (a)" in the proof of 1.6. Also we note (/3) #$ (5), as 
if Bi = BA[yi] and yi < Ai and ,u < Depth+(lIBi/D), then by 3.4(4) there is a 
sequence (fa, : a < u) satisfying fs, c Hi<, Bi and A* c D+ such that aY < /3 < 

=* fog <D+A fp.- So {fto ag < u} exemplifies that TD+A((IBil i < >)) ?, as 
required in clause (6). 

(2) Assume (Va < ,u)(a ` < ,u). 
Now 1.6 gives (6) #* (y)+ hence (y) X (y)+ X (5). +3.5 

Now we turn to the other variant, D . 

SECOND MAIN LEMMA 3.6. Let D be afilter on K and (Ai : i < K) be a sequence of 
cardinals (> 2') and 2' < u = cf(,u). Then (see below on (a), ... 
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APPLICATIONS OF PCF THEORY 1641 

(1) (at) <> (at)+ () ,B' ,)- (y) and (y)t+ ==> (y) () (6). 
(2) If (Va < u)(ao" < u) we also have (/3) X (y) X (y)+ X (6) (so all clauses 

are equivalent); where: 

(a) ifBi is a Boolean algebra, )i < Depth-'(Bi) then u < Depth7(ff<i Bi/D) 
(/3) there are cardinals yi < 2i for i < i- such that, letting Bi be 

BA[yi] = the interval Boolean algebra of (the linear order) yi, we have 
,u < Depth+ ffli<, A ID) 

(y) there are : n < ni): i < r,) where i, = cf(jl) < li anda non-trivial 
filter D* on Ui<,J{i} x ni such that: 

= tcf (fI ,i./D*) and D C fA C K the set U {i} x ni belongs to D 
\(in) /Ii E A) 

(6) for somefilter D * D D and cardinals t < 2i we have a < TD* ((2i i < K)) 

(/3)' like (f/) but allowing yi to be any ordinal < Ri 
(/3)- letting Bi be the disjoint sum of {BA[y]: y < )i} (so Depth+ (Bi) = 2i) we 

have: 
,u < Depth+ (li,< Bi/D) 

(y)+ there are - cf (&) c (26, ~i) for i < K and filter Dt D D such that 
HiEA RI/D* has true cofinality ,u 

(a)+ if Bi is a Boolean algebra, )i < Depthh+(Bi) then for some filter D* D D 
we have u < Depth+ (HL< Bi /D*) 

PROOF. Now (/3) # (/3)' trivially and (/3)' # (/3)- by 3.3(3) as BA[yi] can be 
embedded into Bi, and similarly (/3) :> (oa) by 3.3(3), and (oa) # (/3) trivially. Also 
(oa) #= (oa)+ trivially and (oa)+ = (oa) easily (e.g., by 3.3(3)). 

Also (y) + #= (/3) trivially and (/3) # ((5) easily (as in the proof of 3.5). 
We shall prove below (y) : (/3), (/3)' # (y) and (/3)- # (/3)'. Together we have 

(oa) (oa)+ #> (oa) > (/3) #> (/3)' # (/3) # (/3)' # (y) # (/3) # (oa) and 
(y)+ # (y) #= (5); this is enough for part (1). 

Lastly, to prove part (2) of 3.6, by part (1) it is enough to prove ((5) :#> (y)+ as in 
the proof of 3.5, that is we use 1.6. - 

(y i-C i 
So we have )i, (for n < ni, i < K), D* as in clause (y) and let (g, : e < u) 

be <D*-increasing cofinal in (i~n) ii.,, but abusing notation we may write ge (i, n) 
for g, ((i, n)). Let yi =: max{li.n : n < ni} and Bi =: BA[yi], clearly yi < Ri, a 
(regular) cardinal as by assumption )i., < 2i < Depth+ (Bi) is regular for n < ni. 
In Bi we have a strictly increasing sequence of length yi. Without loss of generality 

: n < ni} is with no repetition (see [Sh:g, 1, 1.3(8)]) and 2i.o > 2i.i > > 
Rixi-1 - 

So for each i we can find ai.n c Bi (for n < ni) pairwise disjoint and (ai.,,,c : < 
)i.n) (again in Bi) strictly increasing and < ain . 

Let bi c BA be U,<ni ai,1.g,(ij),) (it is a finite union of members of BA hence a 
member of Bi). Let be c Hli< Bi/D be be = (bi: i < K)/D. Let J be the ideal of 
B =: Hii<6 Bi/D generated by {b, - b: e < C < u}. Clearly e < C < ,u & be < 
b, mod J, so by 3.4(2) what we have to prove is: assuming e < < ,u, k < co and 
6171 < C,,, < u for m < k, then B - bE - U,1<k (bE,,, - ) 0". 

This content downloaded from 188.72.127.63 on Sun, 15 Jun 2014 11:46:20 AM
All use subject to JSTOR Terms and Conditions

Sh:589

http://www.jstor.org/page/info/about/policies/terms.jsp


1642 SAHARON SHELAH 

Now 

Y ={(i, n) : g,(i, n) < g( i, n) 

andkE,1(in) <}gn(in) form=0,1,.,k-} 

is known to belong to D*, hence it is not empty so let (i*, n*) c Y. Now 

Bj* F bj*,C n ai* n* = ai* n*gg,(i*,n* 

for every 4 < ,u, in particular for 4 among e, C, 6;n, Cn (for m < k). As (i*, n*) c Y 
we have 

Bj* F (bi* - bi*) n ai*n* > bi* n ai*-n*-bi*,e n ai*n* 

ai* n gt(i*,n*) -ai* n*,g,(i*,n*) > 0 

(as gr(j*, n*) > g(i*, n*) since (i*, n*) c Y) and similarly 

Bj* F= (bi*^,E,,- bi*, ... ) n ai*,n* = 0. 

Hence 
Bi* F= "bi*, 4-bi*, E- U (bi* ,E,tn- bj*,(l, )j 

m<k 

As this holds for every (i*, n*) c Y and Y c D*, by the assumptions on D* we 
have 

{i* < 1:Bi* F b*-b*-U (bi*, -bj*,, ... 0" } D+ 
)1<k 

hence in B, b, - bE V J as required. 

Let Bi be the interval Boolean algebra for yi, an ordinal < ij. 

To prove clause (y) we assume that our regular, is < Depth+ (Hli<, Bi/D), and 
we have to find ni < O, in < )i for i < i-, n < ni and D* as in the conclusion of 
clause (y). So there are f, H1<j, Bi for < ,u and an ideal J of the Boolean 
algebra B-: 7Fr , BA/D such that f I/D < fp /D mod J for a < ,B. 

Remember,u > 2'. Let fa(i) = Uf<n(a0i) [Ja i 2e, jai,2e1 1) where jaie < ja ie-+1 < 

yj for i < 2n(ae, i). As u = cf(,u) > 2', without loss of generality n(ae, i) ni 
for all ae < ,u. By [Sh:430, 6.6D] (better yet, see [Sh:513, 6.1] or [Sh:620, 7.0]) we 
can find A C A* {(i, ) : i< K, < 2ni} and (y* : i< K, < 2ni) such that 
(i, i) c A =X Y * is a limit ordinal of cofinality > 2' and 

(*) for every f C l(ie)EA Y.e and at < ,u there is , c (oa, ,u) such that: 

(i, e) C A* \A =# jf3,= Y.,e 

(i, i) c A =>~ f (i, i) < j3, i,f < Ye 

For (i, i) C A* define fl1* by 

P1*e =: sup{y*, : (i, m) C A* and y* < Y, 
and m < 2ni (actually m < e suffices)}. 
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APPLICATIONS OF PCF THEORY 1643 

Now / <e < Y.*e as the supremum is on a finite set, except the case 0 =i1.e Y*e 
which does not occur if (i, i) c A. Let 

Y = {a < u : if (i, t) C A*\A then Ic ie Yi*e 

and if (i, i) c A thenfle < jaie < Ye} 

Clearly {f , : a c Y} satisfies (*), so without loss of generality Y =u. 
Clearly 

(*)i (Y.*e: < 2ni) is non-decreasing (for each i). 
Let u. {t < 2ni: (Vm < i)[yzim < Yie]} 

For i < /, < 2ni define bie fy (i) n [fiie'Y.*e) c Bi. Let 

Wi-: {i c ui for every (equivalently some) a < u we have 

Bi "[fl*ey* ) n f(i) is :4 0 and 7l [, y ) } 

So 

(*)2 fca (i)\ UeEw, bi~e does not depend on a, call it ci (c Bi). 

Let for i C wi 

uie {n < n, [Ioai,2n Jai,2n+01) is not disjoint to [fl,*, Yl*e) 

for some (equivalently every) < u}. 

Ao = (i,5 ) :i < K, e c w; and for some n c uije we have, for some 

(- every) ae < ,u that ja,i2n ? /i*e < jeJa,2n+1 < Y. 

AI = (i,5 ) i < Kc, e c w; and for some n c uie we have, for some 

(- every) 
oa 

< u that fl* < jai2<Y <Y* 
? 

jaJi,2n+1 

Let 

bo = Uf[fel Y. e): i c wi and (i, e) c Ao} c Bi 

b= U{[fl eY e) i c wi and (ij) C Al} C B1 

cl = b?obI, C.2= b, n (I - bl), 
c73 = (1 - bo) n b, C = (1 - bo) n (1 - bl) 

bo =: (bo : i < 1-)/D c B bi =: (bil i < K)/D c B 

Ct = (ct i < Ks)/D C B 

c = (ci i < )/D c B, see (*)2. 
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1644 SAHARON SHELAH 

Let J1 = {b c B: ((fa/D) n b: a < u) is eventually constant modulo J, i.e., 
(3la < u)(V/3)[a < fl< u -, (fa/D)nb-(fp/D)nb c J]}. Also B l= c < foID 
hence c J1. 

Clearly J1 is an ideal of B extending J and 1B V J1. Also if x c J' then for some 
closed unbounded E C u we have: ((f a,/D) n x : a c E) is strictly increasing 
modulo J. 

Hence by easy manipulations without loss of generality: 

(*)3(a) if ct c J+ then ((fa,/D) n ct z < u) is strictly increasing modulo J 
(b) for at least one t, ct c J1+. 

By (*) we can find 0 < ao < al < 2 < i such that: 

(*)4 if i < K, i < 2ni, Aa<,u Y*e > j.ie and k < 2 then 

SUp{Ij i~el j e < Y.*.e and Wi < 2ni} <Iak+lie. 

Now if in (*)3, C4 c J+ occurs then 

Bi ;fao(i) n fa, (i) n C4 - Ci 

U{(fao (i) n fce, (i)) n [fl*e Yie):C wi 
and (i, ) , Ao, (i,e) , A1} 

= U OBi = OBi 

(as for each i c wi such that (i, i) , Ao U A1, the intersection is the intersection 
of two unions of intervals which are pairwise disjoint) whereas we know (faeo /D) n 

(fY , /D) n C4 - C =J (feo /D) n C4 - C V J; contradiction. 
Next if in (*)3, C3 c J+ holds then 

Bi ="(fal (i) n C 3 - ci) - (fao(i) n c3 -Ci) 

=f U{(l (i) n [/e', Y*e)- fao(i) n [fle y i)) wi and (i, ) A1 \Ao} 
= U OBi = OBi" 

f Ezv, 

(as for each i c wi such that (i, i) c A 1 \Ao the term is the difference of two unions 
of intervals but the first is included in the right most interval of the second) and we 
have a contradiction. 

Now if in (*)3, C1 C J+ holds then 

Bi ="'(fae(i) n cJ - ci) - (fc, (i) n cJ - ci) U (feo(i) n cJ - Ci) 

=- l (i) U fa0 (i)) n [fli ey ie)) # c w1 and (i, i) C Ao n A 1} 
i 

= U OBi = OB 
f Ew, 

and we get a similar contradiction. 
So 

(*)5 in (*)3, C2 J1+I 
Without loss of generality 
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APPLICATIONS OF PCF THEORY 1645 

(*)6 for a < u, i < K and i < 2ni such that (i, i) c A we have 

SUP{j2aciel: ti < 2ni and J2aieI < Y.*e} < 12a +1.i . 

Let vi {t c Wi : (i, i) c Ao, (i,) A} so c2 = U{[fl*eYe) : vi}. As 
i G vi = (i, e) c Ao necessarily 
(*) if c vi then i is odd and jaie-i = kle < jai.2e+1 < Y*e 

Now for every a < u define f c Hi<j Bi by 

ifli)= 
* ~, i2ai.2 +I ) 

e Ev, 

Clearly 

Bi L"f2a(i) n C2-Ci <?f(i) f<2a+1(i) n c2_Ci." 

Let Y* =: Ui<n ({i} x vi) and we shall define now a family Do of subsets of Y*. 
For Y C Y*, and for a < u define f, y c Hi<j Bi by 

fa y(i) = U{[fiA2+1Ijai.2f+1): 2Y + 1 c vi and (i, ) V Y}. 

Forg c G =: H(ie)Ey*[l* y,*e) definefg c flj, A by 

fg(i) -= U [f.eI MI 0) I 
eEv, 

now 
(*)8 for every a < u for some g c G we have f fg. 

[Why? By the previous analysis; in particular (*)7.] 

Let 

Do Y C Y*: for some gi c G for every g c G satisfying 

[(i, i) c Y =* g(i, O) = ,B.* ] we have 

f g/D - fg, /D belongs to J1 } 
it is a filter on Y*. 

(*)9 if g1, g2 C G then 
(a) g1 <Do 92 X B P (fg,/D) n C2 <- (fg2/D) n C2 

(b) gI <Do 92 f B 9 (fgI/D) n C2 < (fg2/D) n C2 

(*)Io for every g' c G for some a(g') < u we have g' < g (g,) (see (*)8) 

[Why? By (*).] 
Clearly 

(*)ii if A c D then U{{i} x vi: i C A} c Do. 

Now 

0 cf(H(Iue)E y* Yie/Do) > y. 

[Why? If not, we can find G* C G = (i e)E y* [fl'* Y.*e) of cardinality < u, 
cofinalin Hj(i e)EYy* y7/Do. For eachg c G* for some a(g) < u we haveg < g(g), 

hence a c [oa(g),,u) => g <Do g*, let o(*) = sup{a(g): g c G} so a(*) < u so 

AgEG g <Do g*(*); contradiction, so 0) holds.] 
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1646 SAHARON SHELAH 

So for some ultrafilter D* on Y* extending Do0,u < tcf (l(ie)Ey* y* ID 
hence ,u < tcf Hl(i e) y* cf (y e)/D* and by [Sh:g, 11, 1.3] for some ',e = cf (Ale) < 

Cf(Ye) < Yi < ?i we have =tcf ((i e)E Y* Af ID*) as required (we could, instead 

of relying on this quotation, analyze more). 
So we have proved (,B)' (y 

(f)f- lui)'i 
Let Biy be the interval Boolean algebra on y for y < )i, i < i, and we let B* be 

generated by {a'.' j< y4 freely except a~y < a72Y for j1 < j2 < y. So without loss 
of generality Bi is the disjoint sum of {B * : y < Ai}. Let ei.2, = IB ,; SO (eiy : y < ?i) 
is a maximal antichain of Bi, Bi {x c Bi : x < ei y } is isomorphic to Bi,,, and Bi 
is generated by {x: (]y < 2i)(x < eiy)}. Let (f, : a < u) and an ideal J of B 
exemplify clause (f,)-, that is f , c Hi<a fli and a <fi ,B fa/D < fp/D mod J; 
for the proof of 3.5 we just fix J = {OB} 

Let Ii be the ideal of Bi generated by {ei y : y < Ai}, so it is a maximal ideal; 
let I be such that (B, I) = Hi<, (Bi, Ii)/D so clearly IB/I I = 126/D I < 26 < cf(,u) 
(actually JB/II = 2 if D is an ultrafilter on ,-), so without loss of generality 
a<i fi < u => fa,/D= f/Dmod I. We can use (f+,I/D -fo/D : a < u), so 
without loss of generality fa /D c I, hence without loss of generality f,(i) C Ii 
for a < ,u, i < K. 

Let fa,(i) = -i( ,* eiy(aie), ai(a'ie)'... )E<ia where nai < o and z<ri is a 
Boolean term. As ,u is regular > 26, without loss of generality Z>Ci = zi and 
naj =ni. Let yo~ =y(a, i, 6) and y ij((, i, 6). 

By [Sh:430, 6.6D] (or better [Sh:620, 7.0]) we can find a subset A of 

A* = {(i, n, i): i < K and n < ni and e < 2} 

and (y* i < K and n < ni and i < 2) such that: 

(*)(A) (i,n, ) C A =# cf(Yine) > 2 
(B) for every g c H(in e)A Y., ,ffor arbitrarily large oa < ,u we have 

(i, n, i) C A*\ A ==> Y f. i,n = Yi n,f 

(i,n, ) C A => g(i,n, ) < Yain < Yin,f 

Let 
In e = sup{y*n e, : n' < ni, ti < 2 and Y*n e' < Y<e}- 

Without loss of generality 

(i, n, i) C A & o < ,u = Ya.in C (i.ne, Y.)n.e) 

(i, n, i) C A*\A & a <1 #=> Y ,n= Yin e 

Also without loss of generality 
(*) for a < u and (i, n, i) C A we have 

Y2a+1,i,n > Sup{Y2'',in' i < K/, < 2,n' < niand Y2fa',in' < l e}. 

Let Ai = {Yl* o n < ni and (i, n, 0) C A*\A} and 

B' BA Z {eiy y C Ai}. 
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APPLICATIONS OF PCF THEORY 1647 

We define f C Hi< B' by f ' (i) = f2a+1 (i) n (UYCA eisy) c B' C Bi. Obviously 

(f'/D o < i) is ?D-increasing. 
Now easily f'/D < f 2a +1/D and for a < fi, i < K we have f2a (i - 1 /, 

f2a+1 (i) - B1/ are disjoint (in Bi) hence (also in B) 

f2a/D - f'/D < f2a/D- f2a+i/D C J, 

hence (f I/D: a < A) is strictly increasing modulo J. So (B': i < Ai), (f' a < ) 
form a witness, too. But B' is isomorphic to the interval Boolean algebra of the 
ordinal yi = Eyed y < Ri, so we are almost done. Well, yi is an ordinal, not 
necessarily a cardinal, but we are proving (fl)' not (fi). H3.6 

?4. On the existence of independent sets for stable theories. The following is mo- 
tivated by questions of Bays [Bay] which continues some investigations of [Sh:a] 
(better see [Sh:c]) dealing with questions on PrT(AU), Pr* for stable T (see Defini- 
tion 4.3 below). We connect this to pcf, using [Sh:430, 3.17] and also [Sh:513, 6.12]). 
We assume basic knowledge on non-forking (see [Sh:c, Chapter 111,1]) and we say 
some things on the combinatorics but the rest of the paper does not depend on this 
section. For simplicity, we concentrate on the regular case. 

CLAIM 4.1. Assume i > 0 > K- are regular uncountable. Then the following are 
equivalent: 

(A) If j < i and aa C [I]<' for a < i then for some A C [4]2 we have UaCA aa has 
cardinality < 0 

(B) if 6 = cf (6) < K- and ra c 6 Vior a < i and I rJ,, [ i : a < i, i < 611 < i then 
for some A C [4]2 the set {rac i : a C A, i < 6} has cardinality < 0. 

REMARK 4.2. Of course, ifaa isjust a set of cardinality < K, by renaming aa C [a]' 
andfor some stationary S C i and a* < A, (aa \a* : a c S) are pairwise disjoint, 
renaming a* = , < i, etc., see more in [Sh:430, ?2]. 

PROOF. (A) (B)W. Immediate. 

-(A)== - (B) 
CASE 1. For some ,u c (0, A) we have cf(,u) < K and pp(,u) > A. Without loss of 

generality ,u is minimal. So 

(*) a C RegOu\0, IaI < K, sup(a) < p X# maxpcf(a) < p. 

Subcase la. A < pp+(u). 
So by [Sh:g, Chapter VIII, 1.6(2), page 321], (if cf(,u) > No) and [Sh:430, 6.5] (if 

cf(,u) = NO) we can find (AX>: a < cf(,u)), a strictly increasing sequence of regulars 
from (0,,u) with limit u and an ideal J on cf(,u) satisfying J~bd) C J such that 

i-tcf (Ha<cf(,) I/J) and max pcf{2Ap: f < a} < ha. By [Sh:g, 11,3.5], there is 
(f(: 4 < A) which is <j-increasing cofinal in Ha<cf(1u) Aa/J with 

l {f~ [V a : < All < Aa. 

Easily (fK < A) exemplifies -i(B): if A c [4JA and B =: USCA Range(fs) has 
cardinality < ,u let g c fla A<> be: g(ae) sup(h, n B) if < A<, zero otherwise 
and let a0 = Min{c < cf(,u) : Ah > IB}. So oo < cf(,u) and CA A 
[ago, cf(,u)) < g, contradiction to " <j-cofinal." 
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1648 SAHARON SHELAH 

Subcase lb. cf(ju) > to and pp+(,u) = pp(,u) = A. Note that by [Sh:g, Chapter 
II, 5.4, page 88-7] we have cov(,u0, , ,ti) < A and let {bo o a < Al C [u]' 
exemplify this. Try to choose by induction on a < A a set a, E [,u]Cf(/I) such that 
(Vfl < a)( a, n bp < cf(u)); arriving to a, by [Sh:g, Chapter VIII, Section 1] 
and [Sh:g, Chapter II, 1.4(1)+(3), page 50] there is an increasing sequence (Xi 
i < cf(,u)) of regular cardinals > 0 with limit ,u, such that tcf(Hli<,K /JAjL)= 

(1al + 10 1)++ exemplified by (tf 6 < (al + 0)++) which is u-free. Necessarily for 
some 6 the set Range(f) is as required. 

Subcase Ic. cf(,u) = to and A = pp+ (u) = pp(,u) =. 
Let ,u' < A and a, E [,u']<N for a < A exemplify --(A). We can find (as in 

clause (b)) a sequence (in: n < co) of regular cardinals in (0,,u) and ideal J on 
co containing the finite subsets of co such that H1<,v X11/J is ('u/)++-directed, so we 
can find f, E fln<o, An for e < ,u', <X-increasing and {fb: 6 < ,u'} is u-free (see 
[Sh:g, Chapter II, 1.4]). Define bo = Uf{Rang(f): - E a,,} E [,u]<' for a < A. 
Easily also ,u, (bo o a < A) form a counterexample to clause (A). Also in Case 2 
below and the choice of ,u we have 0 < Z < ,u X cov(Q, 0, a, ti l) < A and we can 
proceed as there. 

CASE 2. Not Case 1. 
So by [Sh:g, Chapter II, 5.4, page 88-9], we have 0 < ,u < A X cov(,u, 0, ,, t l) < 

X. 
As we are assuming -,(A), we can find ,uo < A, a,, E [uo]<'K for a < A such that 

A E [4]' X I Ua CA a, I > 0, but by the previous sentence we can find muI < A and 
{ba f/ < ul I} C [uo]<0 such that: every a E [,uo]<N is included in the union of 
< No sets from {ban: /3 < ,uI}. So we can find c, E [,u I]n for a < A such that 

aco C Uflcc ba. Now for A E [14h if I UaCA CO I < 0 then 

Uf{a,: a E A} < U U bh1: a E A} 

iU b,@ 3 E U ca} 
aGA 

< min:a a = cf(a) > Jb31l for 3 < a I} 

+I U Cal A+?00 =0 
a GA 

contradicting the choice of (a,,: a <A). 
So 

(*) CE [,u ] , for a < A, U < A and A E [i]' = I Ua CA Ca I > 0 

Let a,, be an co-sequence enumerating c,, so (a,,: a < A) is a counterexample to 
clause (B). +4.1 

We concentrate below on A, 0, X, regular (others can be reduced to it). 

DEFINITION 4.3. Let T be a complete first order theory; which is stable ((t the 
monster model of T and A, B, ... denote subsets of (teq of cardinality < II teq1 

(1) PrT(A, Z, 0) means: 
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APPLICATIONS OF PCF THEORY 1649 

(*) if A c (teq I A A then we can find A' C A, IA'J and B', B'I < 0 such 
that A' is independent over B' (i.e., a E A' X tp(a, B' U (A'\{a})) does not 
fork over B'). 

(2) Pr*(X, ,u, X, 0) means: 
(**) if A C (teq is independent over B where I A A and IBI < u, B c (eq then 

there are A' C A, IA'I = and B' C B satisfying IB'I < 0 such that tp(A', B) 
does not fork over B' (hence A' is independent over B'). 

(3) Pr* (X, X, 0) means Pr*j(X, A, X, 0). 

FACT 4.4. Assume A is regular > 0 > r,. (T) then 

(1) if% then PrT(X, X, 0) X Pr*X(, A, X, 0) 
(2) if > x > ,Lu > 0 then PrT(X, X, 0) X Pr*(X,,u, %, 0). 

PROOF. (1) The direction <- is by the proof in [Sh:a, III]. 
[In detail, let A, B be given (the B is not really necessary), such that A A I > 

BI+ +,.(T)so let A {ai :i< A}; define 

Ai : {aj:j < i},S = {i< A: cf(i) >,.(T) 

so by the definition of a,-i (T) for a E S there is ja < a such that tp(a,, A, U B) does 
not fork over Aja U B so for some j* the set S' { = { E S: j6 = j is stationary, 
now apply the right side with {af 5 E S'}, AX U B, here standing for A, B there]. 

The other direction X follows by part (2). 
(2) This is easy, too, by the non-forking calculus [Sh:a, IJI,Theorem 0.1 + (0)- 

(4), pages 82-84] but we give details. So we are given a set A C (teq independent 
over B, where IAI = A and BI < ,u. As we are assuming PrT(,X, 0) there is 
A' C A, JAI' |= and B', JB' < 0 such that A' is independent over B'. So for 
every finite c C B for some AC C A' of cardinality < ,(T) (< r,.(T)) we have: 
A'\A- is independent over B' U c. So A* = U{A: c C B finite} has cardinality 
< ,.r(T) + IB + < X so necessarily AI\A* has cardinality X and it is independent 
over U J c C B finite} U B' = B U B'. We can find a set B* C B of cardinality 
< IBj+ + ,T(T) such that c E B' X tp(c, B) does not fork over B*. Now B*, 
A' \ A* are as required.] A4.4 

Discussion 4.5. So in order to understand the model theoretic property it suffices 
to prove the equivalence 

Pr* (A,,u, A, 0) X Pr(X, ,u, X, 0, a) with X = ,.(T), 

where 

DEFINITION 4.6. Assume 
(*) > > max{,u,X} > min{,u, } > 0 > X > to and ,u > 0 and for simplicity 

A, 0, X are regular if not said otherwise (as the general case can be reduced to 
this case). 

(1) Pr(X, ,u, X, 0, a) is defined as follows: if u, E [,u]< for a < A and J U,<2 u, J < 
,u then there is Y E [A]/ such that I U, C y uc, I < 0: 

(2) Prtr(X, ,u, X, 0, a) is defined similarly but for some tree T each i,, is a branch 
of T. 

(3) We write Pr(X, < ,u, X, 0, a) for Pr(X, ,u+, X, 0, a) and similarly for Prtr and Pr*. 
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1650 SAHARON SHELAH 

FACT 4.7. Assume A, u, %, 0, K = 1.(T) satisfies (*) of Definition 4.6. Then 
(1) Pr (A, u, X, f, r,,. (T)) ==> Pr* (A, u, X, f0) ==> Pr" (, u,u X, 0,r, (T)). 
(2) Pr(X, A, X, 0, Kr(T)) => PrT(X, Z, 0) =# Pr" (A, A, X, 0, Kr(T)) 
(3) We have obvious monotonicity properties. 

PROOF. Straight. 
(1) First we prove the first implication so assume Pr(X,,u, X, 0, r.(T)), let s- 

r.(T), hence (*) of 4.6 holds and we shall prove Pr*X(, ,u, %, 0). So (see Def- 
inition 4.3(2)) we have A C (teq is independent over B C (teq, IAI = A and 
IBI < u. LetA {a,, a < A} with no repetitions andB {b: j:< j(*)} 
so j(*) < u. For each a < A, there is a subset u, of j(*) of cardinality < tl(T) = K 
such that tp(a,,B) does not fork over {bj: j E u,}. So u, E [,u]<K and 
I U< u,, U I < I j(*)I < ,u hence as we are assuming Pr(X, ,u, X, 0, ), there is Y E [X]- 
suchthat I uCYuaI < 0. Let B' {bj: j E UaEua} A' {aa : a E Y} so 
B' C B, IB'I < 0 and A' C A, IA' = and by the nonforking calculus, tp(A', B) 
does not fork over B' (even {a, ae Y} is independent over (B, B')). 

Second, we prove the second implication, so we assume Pr*(A, ,u, X, 0) and we 
shall prove Prtr(X, ,u, X, 0, ir (T)). Let i = ,. (T). 

Let T be a tree and for a < A, u, a branch, Iu,, I < , I U,,< u,, I < ,u. Without 
loss of generality T = Ua<Au ,,, = UV, A(, where A= {oa : otp(u,) = 4}. 

Without loss of generality T C K>,u, T = U,< T( where T= U{u, : a E AJl and 

q E TN\() 01 =>0) = 4- 

Now T. can be replaced by {f C: q E T(} where 0 E C(, otp(CC) = 1 + 
cf(4), sup(C) = 4. So without a loss of generality 

T U{T: a E Reg n0t} 

( ) 7& q EE T, => q(O) = a. 

Without loss of generality A U{A, : a E Reg n t} and U.,CA U' = Tcj. It is 
enough to take care of one a (otherwise a little more work is required). So without 
a loss of generality: 

a < A # otp(u,,) = U. 

As a = cf(a) < r, there are Ai C (teq such that (Ai: i < a) increases continuously 
and p E S(A,) and for each i < a the type p [ Ai+, forks over Ai say p(x, ci) E 
p [ A ?i forks over Ai and Ai= {c= : j < i}, (recall we work in (teq). 

By the nonforking calculus we can find (tf : q E T), fj elementary mapping 

Dom(fq ) = AWg() 

(f, : E e T) nonforking tree, that is 

v < Q > tp(Rang (fj), U{Rang(fp): P E T, p [ (tg(v) + 1) } 

does not fork over A,,. For a < A, let 

g9= U {ft v E a}, Ace= U Rang (f,) = ge(A,J) and p,, = g^,(p). 
v Cea 
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APPLICATIONS OF PCF THEORY 1651 

Let bh E Xt realize p, for a < A be such that: 

tp (ba, U Rang(f^) U {bp: bp a}) does not fork over A,. 
ABET 

Now we apply Pr*(A, ,u, X, 0) on 

A = {b : a < Al 

B= U Rang(f). 
t1GT 

So there are A' C A, A' = and B' C B, IB'| < 0, tp(A', B) does not fork over B', 
hence (for some Y E [A]z) we have A' {aa, : a E Y} independent over B'. So 
there is T' C Ta subtree such that T'VI = IB'I +a < 0 and such that B' C UpCT' A . 
Throwing "few" (< IB /+ +ti4 (T)) members of A' that is of Y we get A' independent 
over B' as by the nonworking calculus, if a E Y then tp(ba, U{Rang(f) : q E T}) 
does not fork over UCT, Rang(f^) hence ua, C T'. So clearly Y is as required. 

(2) By part (1) and 4.4. 
(3) Left to the reader. +4.7 

Discussion So by 4.7(1) if Pr and Prtr are equivalent, X = i,.(T) then Pr* is 
equivalent to them (for the suitable cardinal parameter), so we would like to prove 
such equivalence. Now Claim 4.1 gives the equivalence when 0 = a, (T), A = / = 
cf(A) and "for every ju < A." We give below more general cases; e.g., if A is a 
successor of regular or {f < A : cf(s) = 0 E} E 1(A) or ... 

FACT 4.8. Assume i,u, A, 0, K are as in (*) of Definition 4.6 and u* E [0, u) and 
cf (,*) < /M. 

(0) Pr(A,jug % 0, t) X Prtr(A,' u, % 0, r,) and if A > Jaj' for a < u, both hold. 
[ Why? Straight.] 
(1) If X, < Aandu < Aand cf(u) > a,, then 

Pr (A, u, X, 0,) X-- (,ul < ,u)Pr (A, < u81, X, 0, r,); 

similarlyfor Prtr. 
(2) Ifpp(8u*) > A then -iPrtr(A' u, , 0, f,) (by [Sh:355, 1.5A], see [Sh:513, 6.10]). 
(3) Ifpp(,u*) > A and 

(a) {f < i: cf(s) = 0} E I[i] or just 
(a)- for some S E I [A], (V5 E S)[cf(6) = 0] and 
(a)s for every closed e C A of order type A, e n s : 0. 

Then Prtr (A, U,, 0, r,). 

[Why? As in [Sh:g, Chapter VIII,6.4] based on [Sh:g, Chapter II,5.4] better still 
[Sh:g, Chapter II,3.5].] 

(4) If A is a successor of regular and 0 + < A, then the assumption (a)- of part (3) 
holds (see [Sh:g, Chapter VIII,6.1] based on [Sh:351, ?4]). 

(5) If u < A and cov(,u, 0, a,, tj) < A (equivalently 

(VT)[0 < T < ,U & cf(T) < X PPi (comnplete(T) < 

then -,Pr(A, AU+, X, 0, a) implies thatfor some 1 E (u, A) we have Pr(A, ,uI, x, 0, t1) 
(as in Case 2 in the proof of 4. 1). 

-6 Pr (A ui X, , v~I)~- PratrA u, X, is tX 

This content downloaded from 188.72.127.63 on Sun, 15 Jun 2014 11:46:20 AM
All use subject to JSTOR Terms and Conditions

Sh:589

http://www.jstor.org/page/info/about/policies/terms.jsp


1652 SAHARON SHELAH 

(7) Pr(X, ,u, A, 0, a,) if and only if for every T E [0, u) we have Pr(X, < A, A, T, ); 
similarlyfor Prtr. 

(8) Pr(A, < u, A, 0,) ifand only ifPr tr (A, <u, A, 0,)(by 4. 1). 

CLAIM 4.9. Under GCH we get equivalence: Pr(X,,u, X, 0, ti) X Prtr(X,,u, , o, ). 

PROOF. Pr X Prtr is trivial; so let us prove Pr X Prtr, so assume 

{a, : a < Al} C- [,u]< 

exemplifies -iPr(X, ,u, X, 0, a). Without loss of generality 

1a,1 K S < K. 

By 4.8(1) without loss of generality A ,u, ,uNK = A, so necessarily 

(a) A =,u+,,ul > K > cf(,ul) or 
(b) A= u+,=A. 

Let T be the set of increasing sequences of bounded subsets of ,u each of cardi- 
nality < a* of length < cf(,u) < a*. For each a < A let a (b= ;: E < cf(,u)) be 
a sequence, every initial segment is in T and a, = UE<cf(u) be a, so 

tc = fbc F:< cf(u) I 

is a cf(,u)-branch of T, and it should be clear. - 

REMARK 4.10. We can get an independence result by instances of Chang's Con- 
jecture (so the consistency strength seems somewhat more than huge cardinals, see 
Foreman [For], Levinski-Magidor-Shelah [LMSh:198]). 

?5. Cardinal invariants for general regular cardinals: restrictions on the depth. 
Cummings and Shelah [CuSh: 541] prove that there are no non-trivial restrictions on 
some cardinal invariants like bA and DO, even for all regular cardinals simultaneously; 
i.e., on functions like (by : A E Reg). But not everything is independent of ZFC. 
Consider the cardinal invariants ip+, defined below, and also a' (see 5.13, 5.14). 

DEFINITION 5.1. (1) We are given an ideal J on a regular cardinal A. 
If A > to let 

ip'+ - Min{tu: there is no sequence (C,,: a <,u) such that: 

(a) C, is a club of A, 

(b) fl < ar => IC,>\Cpl < A, 

(c) C+,,i+ C acc(C,)}, 

where acc(C) is the set of accumulation points of C. 
If A > to let 

2j+ - Min{tu: there are no ft E AA for 

a < ,u such that a < /l < ,u X fc <j fip}. 
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APPLICATIONS OF PCF THEORY 1653 

If A > to let 

zpi4J = Min{u: there is no sequence (An: a < u) such that: 

A, E J+ and 

a < /l < ,u X= [Ap\A, E J+ & Ac,\Af E J]}. 

If J=Jbd, we may omit it. We can replace J by its dual filter. 
(2) For f E {1, 2, 3} let ZOp = sup{:u < u <z }. 
(3) For a regular cardinal A let 

'O = Min{IF I F C AA and (Vg E AA)(]f E F)(g <jbd f )} 

(equivalently g < f ) 

bA = Min{IF I F C AA and -1(]g E AX)(Vf E F)[f <jbd g]}. 

We shall prove here that in the "neighborhood" of singular cardinals there are some 
connections between the 'Op+'s (hence by monotonicity, also with the b2's). 

We first note connections for "one A." 

FACT 5.2. (1) If A = cf(A) > to then 

bA < Dpl+ < Dp2+ < Dp3+ 

(2) b 8z < Dp2+ = Dp3+ 

(3) In the definition ofJ Dp , C+I C acc(Cj) mod J,21' suffices. 

PROOF. (1) First inequality: bA <at+. 
We choose by induction on a < bA, a club C, of A such that 

/l < a I Cc,\CpI < A and Cf+l C acc(Cp). 

For a = O let C,, = , for a = fl + 1 let C, = acc(Ca), and for a limit let, for each 

Al < a, f# E AA be defined by fp(i) = Min(C, \(i + 1)). So {fr : fl < a} is a subset 
of AA of cardinality < I aI < bA, so there is g,, E AA such that fl < a > fp <jbd g,. 

Lastly, let C, {= s < A: a limit ordinal such that (V; < s)[g,(4) < <s]}, 
now C, is as required. 

So (C, : a < by) exemplifies bA <t+. 

Second inequality: Zp.- < zuPA 
Assume ,u < apt. Let (C, : a < ,u) exemplify it, and let us define for a < u 

the function fa E AA by: fa,() is the (; + 1)-th member of C,; clearly f, E AA 
and f, is strictly increasing. Also, if /3 < a then Ca\Cp is a bounded subset 
of A, say by ,6, and there is 12 E (U, A) such that otp(62 n Cl) 2 2. So for every 
4 E [1S2, A) clearly fS(4) = the (; + 1)-th member of C# = the (; + 1)-th member 
of C#\,61 < the (; + 1)-th member of C,. So /3 < a t fp <jbd f,. Lastly, 
for a < ju, Ca, C acc(Cj) hence f,(4) = the (; + 1)-th member of C, < the 
(; + co)-th member of C,, < the (; + 1)-th member of acc(Ca) < the (; + 1)-th 
member of C,+i. So /3 < a => fp <jbd f#+i <jbd fa, so (fa : a < A) exemplifies 
Ii < -p2. 
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1654 SAHARON SHELAH 

Third inequality: Zpj2 - A'l+ 

Assume ,u < ,2+ and let (fo : a < A) exemplify this. 
Let c : A x A > A be one to one and let 

At= {c(4,4) : < A and 4< f,(4)J. 

Now (A, : a <,A) exemplifies u <tOV. 
(2), (3) Easy. A5.2 

OBSERVATION 5.3. Suppose A = cf(A) > to. 
(1) If (f, : a < y*) is < jbd-increasing then we can find a sequence (C, a < y*) 

of clubs of A, such that a < X Cc,\Cq I < A and Cc,+ 1 C acc(C,) mod Jo d. 
(2) -DV -+ or for some ,u, - = , 13++ =r+ (moreover though there 

is in (AA, <jbd) an increasing sequence of length pu, there is none of length ju + 1). 

PROOF. (1) Let 

C* = {1 < A: 45 a limit ordinal and (V/) <5)fty* (/3) <45 

and co =45 (ordinal exponentiation)}; 

this is a club of A. 
For each a < y let 

C {, = 45 + co / f : b E C* and!) < fy*(45) and f), (4) < f, (4)}. 

(2) Follows. 5.3 

Now we come to our main concern. 
THEOREM 5.4. Assume 

(a) ,s is regular uncountable, t E {1, 2, 3} 
(b) (uj: i < s) is (strictly) increasing continuous with limit u, 

Ai = Hi A = u 

(c) 2K < ,u anduK < ,u 

(d) D a normalfilter on X, 

(e) Oi < zVji+ and O = tcf(Hli<, 0i/D) or just 

(i<K 

Then 0 <zr,+. 
PROOF. By 5.15, 5.16, 5.6 below for t = 1, 2, 3 respectively (the conditions there 

are easily checked). +5.4 

REMARK 5.5. (1) Concerning assumption (e), e.g., if 2"'i = j+5 and 2/ = U+5, 

then necessarily u+ = tcf (Hi<, ,u+/D) for t 1=. ., 5 and so Ai<,'W+ = 21i X 

4A = 2/P and we can use Hi = (2K)+i, Ai = uHi, = i+5, 0 = U+5 

So this theorem really says that the function A v- D, has more than the cardinality 
exponentiation restrictions. 

(2) Note that Theorem 5.4 is trivial if fi<, Ai = 2" = A, so (see [Sh:g, V]) it is 
natural to assume E {D': D' a normalfilter on a} is nice, but this will not be 
used. 
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APPLICATIONS OF PCF THEORY 1655 

(3) Note that the proof of 5.16 (i.e., the case t = 2) does not depend on the longer 
proof of 5.6, whereas the proof of 5.15 does. 

(4) Recall that for an i I -complete filter D, say on A, and f eE K Ord we define 
||f lfD by ||f |D = Ufl g11D + 1: g E K Ord andg <D f}. 

(5) Below we shall use the assumption 

(*) IIfIID+A = Afor every A E D+. 
This is not a strong assumption as 

(a) if SCH holds, then the only case of interest is if (xi : i < A') is increasing 
continuous with limit % and I I i < t) IID = %+ for any normalfilter D 
on A; so our statements degenerate and say nothing, 

(b) if SCHfails, there are nice filters for which this phenomenon is "popular" 
see [Sh:g, K 1.13, 3.10] (see more in 5.17). 

THEOREM 5.6. Assume 

(a) D is an 8 1-complete filter on X, 

(b) (Ai: i < i,) is a sequence of regular cardinals > (2K)+ 
(C) 11 (i: i < K) ||D+A = Afor A E D+, A regular 

(d) ,pi < Op'i 

(e) u = tcf(JIIui/D) or at least 
(e-) ,u < Depth+ (flui, <D) andji > 2K'. 

Then < p3+ 

Remark. Why not assume just lf ID = A for f =: (Xi : i < A)? Note that 
cla7 (f, A), see below, does not make much sense in this case. 

We delay the proof of 5.6 until we complete some preliminary work. 

FACT 5.7. Assuming 5.6 (a), for any f E K (Ord \(2K) +) we have: TD (f) is smaller 
or equal to the cardinality of I I f I I D remembering (5.5(4) above and) 

TD(f) = sup{ F : F C [|f (i) andf + g EF X f :f D g}. 

PROOF. Why? Let F be as in the definition of TD(f) note: f i #D fj & fi <D 

fJ = f i <D fj. Note that as i < #, f (i) > (2')+, necessarily IFI > 2'. 

Now for each ordinal a let Fa] d=: {f e F : 1f ID = a}. Clearly Fra] has 
at most 2N members, as otherwise some fi E Fl"] for i < (2I)+ are pairwise 
distinct so for some i < j, fi <D fJ (by [Sh: 11 1, ?2] or simply use Erd6s-Rado on 

c(ij ) = minfx < a:K i4 > i)} 

So 

11f ID > SUp{ 1g11D g E F} > otp{a : FrQ] # 0} 

> {a F: F 7` 0} > IF1/22K = IFI. 

So Ilf ID > TDf) +5.7 
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1656 SAHARON SHELAH 

DEFINITION 5.8. For f E K Ord (natural to be mainly interested in the case 0 f 

Rang(f)) and D an t1-complete filter on i' let 

* 

Jl f (i) = {g: Dom(g) -, f (i) > 0 => g(i) < f (i) 
i<K 

and f (i) = 0 # g(i) -0O} 

and 

(1) cla(f, D) {(g, A): g eE f(i) and A E D } 

claac(f, D) ={(g, A) E cla(f, D): |g ||D+A= a}. 

Here "cla" abbreviates "class." 
(2) For (g, A) E cla(f, D) let 

JD(g,A) = f{B C : if B E (D + A) then 1g91(D+A)+B > 1g|1D+A}. 

(3) We say (g', A') (g", A") if (both are in cla(f, D) and) A' = A" mod D and 
JD (g/, A') = JD (g", A") and g' = g"l mod JD (g/, A'). 

(4) For I an ideal on i, disjoint to D we let 

I *D = {A C ,: forsomeX E DwehaveA nx E I}, 

(usually we have {ii\A: A E D} C I so I * D = I) and let 

cla, (f, D) = {(gA) : g E f (i) and A E (I * D) 

(5) On cla, (f, D) we define a relation I 

(gl, Al) ,-,- (g2, A2) if: 

(a) A1 = A2mod D and 
(b) there is Bo E I such that: if Bo C B E I then 

1191 1l (D+A,)+(B\s) = 1192 || (D+A,)+(i\B) and 

J(D+A1I)+(,\B) (gl A,1) = J(D+A1I)+(n\B) (g2, A?).- 

6) JD, I(gl, A1) = {A C K :for some Bo E I if Bo C B E I 

we have A E J(D+AI)+(K\B)(g, A1)}. 

claa (g, D) {(h, A)/I: h E ]7g(i), A e I * D)+, 

and for some Bo e I if Bo C B e I then llhllD+(A\B) =a 

(7) Let com(D) be the maximal 0 such that D is 0-complete. 
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APPLICATIONS OF PCF THEORY 1657 

FACT 5.9. For f E ' Ord and D an l-completefilter on i and A E D+-: 
(0) Iff1 < f2 then cla(f1, D) C cla(f, D) andfbr g', g" EE J77, f I(i), A E D 

we have (g', A) (g", A) in cla(f 1, D) if and only if (g', A) (g", A) in cla(f2, D) 
(so we shall be careless about this). 

(1) JD(g, A) is an ideal on ,, com(D)-complete, and normal if D is normal. 
(2) A does not belong to JD(g, A), which includes {B C i: B = 0mod (D + A)}. 

If B e JD+(g, A) then A n B E D+ and 11g|1D+(AnB) = H|g1D+A. 

(3) is an equivalence relation on cla(f, D), similarly I on cla, (f, D). 
(4) Assume 

(i) (g, A) E claa(f,D), gf E H , f (i) and 
(ii) (a) g' = g mod (D + A) or 

(b) for some B E JD (g, A) we have: (i) a E B =# g'(a) > 1g 11D(orjust ig 1lD+A 

11gHt[D+B) and (ii) g' [ (K\B) -g [ (\B) mod D. 

Then (g', A) (g, A). 
(5) For each a, in cla&(f, D)/ there are at most 2' classes. 

(6) For f e '-(Ord), in cla(f, D)/ there are at most 2' + SUP.lED If' fD+A1 

classes. 

PROOF. (0) Easy. 
(1) Straight (e.g., it is an ideal as for B C iM we have 

11g ID = Min{ lg jD+A, 1g1|1D+(r,-A)b 

where we stipulate jjg jjg(,;) = oc, see [Sh:7 1]). 

(2) Check. 
(3) Check. 
(4) Check. 
(5) We can work also in cla'(f + 2, D) (this change gives more elements and 

by (0) it preserves . Assume oa is a counterexample (note that "< 22 is totally 
immediate). Let y be large enough; choose N -< (Y(X), E, <x) of cardinality 2K 
such that {f, D, i, aI} e N and K'N C N. So necessarily there is (g, A) e clack (f, D) 
such that the equivalence class (g, A)/ does not belong to N, by the definition of 
cla', clearly 11g 1D+A- . Let B =: {i < :g(i) V N}. - 

CASE 1. B e JD(g,A). 
Let g' e Hi<J(f (i) + 2) be defined by: g'(i) = g(i) if i EE i'\B and g'(i) 

f (i) + 1 if i e B. By part (4) we have (g', A) (g, A) and by the choice of N we 
have (g', A) e N as A e 9 (r) C N, g' e N (as Rang(g') C N & 'N C N) and, of 
course, D e A. Thus, there is (g', A) E N such that (g', A) (g, A) as required. 

CASE 2. B V JD (g, A). 
Letg' e ' Ord be: g'(i) = Min(Nn(f (i)?+ 1)\g(i)) < f (i) if i E B, g'(i) = g(i) 

if i V B (note: f (i) e N, g(i) < f (i) so g' is well defined). 
Clearly g' E N, (as Rang (g') C N and K N C N), and 

(Z(y), e, <) (3x) x e fJ f(i) A (Vi E i' \B)(x(i) = g'(i)) 
i< K g 

A (Vli EE B)(x(i) < g (i)) A IIXIID+(AnB) = a- 
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1658 SAHARON SHELAH 

(Why? Because x -g is like that, last equality as B V JD (g, A).) So there is such 
x in N, call it g". So g" E Hi<n(f (i) + 1) and 1g"ll D+(AnB) = a and for i e B we 
have g"(i) E g'(i) n N hence g//(i) < g(i) by the definition of g'(i). 

So g < g mod D+(AnB), but this contradicts 11g" |1D+(AnB) =a = l=g 111D+(AnB)i 

the last equality as B V JD (g, A). 
(6) Immediate from (5). 5.9 

FACT 5. 10. Assume f e ' Ord and D an iR -completefilter on i' and I an com(D )- 
complete ideal on i,. 

(1) If (g, A) E cla1(f, D) then JDj,(g, A) is an ideal on i', which is com(D)- 
complete and normal if D, I are normal. 

For some Bo e I, if B e (JDI (g, A))+ then jg IID+(AnB\Bo) = 11gIID+(A\Bo), and 

(D + (A n B)) n I = 0. 
(2) I is an equivalence relation on cla(f, D). 
(3) If (g, A) E cla(f, D) and g' E H*<, f (i) and g' = g mod JDj (g, A) then for 

some A' we have (g', A') I (g, A') so (g', A') e cla(f, D) and IIg/' D+A' = II IID+A' 
intactt A' = {i e A: g'(i) - g(i)} is O.K.). 

PROOF. Easy. - 

FACT5.11. Let i', f,D be as in 5.10. 
(1) If f, E ' Ord, for ; <? , cf((b) > i' andfor each i the sequence (f((i) S <(5) 

is increasing (?) continuous then jIfb ID = SUP(<6 lfQ IfI D 

(2) If b - IIf IID, cf( ) > 2', then {i: cf(f (i)) < 2 '} e JD(f, K). 

(3) If IIf IID = (A E JD+(f, r,) then J7J<*, f (i)/(D + A) is not (cf ())+-directed. 
(4) If IIf ||D = ( and A E JD+(f, ') then cf((b) < cf(H*< cf(f (i))/(D + A)). 
(5) If llf IID = andA C K,(Vi EA)cf(f(i)) > Kand 

maxpcf{f (i): i E A} < cf(b) 

(or just cf((b) > max{cfH l*<, f(i)/D': D' an ultrafilter extendingD +A}) then 
A E JD (f,). 

(6) If j|f ||D = (cf (b) > 2', then FEJ<,< f (i)/JD (f, K) is cf (b)-directed. 
(7) If 11f fID = cf(() > 2', thenfor some A E JD+(f, ) we have 

J f (i)/(JD(f, ,) + (K\A)) has true cofinality cf(6). 

(8) Assume 11f ID cf(A) > 2. 
Then (VA E D+)(1if ID+A ) implies tcf(H*<, f (i)/D) = A. 
(9) If ||f ||D =, cf((b) > 2K then tcf <, f (i)/JD(f, s) = cf(). 
PROOF. (1) Let g <D fb, so A {- i < , g(i) < f -(i)} E D, now for each 

i E A we have g(i) < f;(i) =# (=ae < 6)(g(i) < f, (i)) => there is oai < ( such 
that (Vao)[ao < a < #= g(i) < fi(i)]. Hence o(*) =: sup{oai: i E A} < ( as 
cf(() > i, so g <D f (*) hence g I I D < || fa (*) I I D; this suffices for one inequality, 
the other is trivial. 

(2) Let A - {i: cf(i) < 2'}, and assume toward contradiction that A E 
JD+ (f, z). For each i E A let C, C f (i) be unbounded of order type cf(f (i)) < 2'. 

Let F = {g E H,* jf (i) + 1): if i E A then g(i) E Ci, if i E K\A then 

g(i) = f (i)}. So F| < 2' and: 
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APPLICATIONS OF PCF THEORY 1659 

(*) if g <D+A f then for someg' e F, g <D+A g', 

hence ( = 11f |JD+A = SUp{figjjD+A+I: g E F} but the supremum is on < IF1 < 

cf(6) ordinals each < ( because g' e F X g' <D+A f as 11f |fD = I D 0,i 
and ( is a limit ordinal contradiction to cf(6) > 2'. 

(3) Assume this fails, so II f If D = i, A e JD+ (f, K) and 7<f f (i)/(D + A) is 
(cf(b))+-directed. Let C C ( be unbounded of order type cf(b); as 11f |D+A = 
(because A e JD+ (f, A)) for each a c C there is f, <D+A f such that If I I D+A ? a 

(even = a by the definition of - I D+A). As ff<;, f (i )/(D + A) is (cf(6))+-directed 

there is f' <D+A f such that a E C # f, <D+A f'. By the first inequality 

fD+A II < JDf IID+A=, and by the second inequality a E C #o a < Ilfa lD+A <? 

f'2D+A hence( = sup(C) < lf'ID+A, a contradiction. 

(4) Same proof as part (2). 

(5) By part (4) and [Sh:g, Chapter 11,3.1]. 

(6) Follows. 

(7) Toward contradiction assume that not; by part (2) without loss of generality 

Vi[cf(f (i)) > 2',]; let C C ( be unbounded, otp(C) = cf(6). For each a c C 

and A E J+(f,',) choose foA <D f such that 11f.A11D+A > a. Let fa be 

f x(i) = Sup{ffA (i) A E JD+(f, K)}- As (1i*< f' (i), <JD(f, )) is cf(6)-directed 
(see part (6)), by the assumption toward contradiction and the pcf theorem we 

have fl <, f (i)/JD(f, tz) is (cf(6))+-directed. Hence we can find f* < f such 

that a E C z=> fk <JD(fJ,,;,) f * Let ,6 = sup{|I fIID+B B E JD (f, A)}, it 

is < (5 as cf(6) > 2n; hence there is a,fl < a E C, so by the choice of f* we 

have f <JD(f, t) f*, and let A =: {i < , : f, (i) < f*(i)} so A E JD+(f,,r), 

SO faA < f, <D+A f* hence a < flf',AfII<D+A ? flf i+A < ? IfIID+A < f6 

contradicting the choice of a. 

(8) For every a < A we can choose f, <D f such that Ilff, IID > a. Let a, 

{||fa flD+A A e D }, as A e D+ a < ||flf|D < Wfa|WD+A < 1flfflD+ = 

clearly a, is a subset of A\a, and its cardinality is < 2n < A. So we can find an 

unboundedE C Asuchthat a < el c E z#> sup(aj) < ,6. Soif a < fl, a E E,fl E E, 
let A = {i < ,': f, (i) > ffl(i)}, and if A e D+, then IIfpl I D+A < IfaII D+A < 

sup(a,) < /3, contradiction. Hence A = 0modD, that is f, <D fq. Also if 

g <D f, then a =: {| g||D+A : A E D+} is again a subset of A of cardinality < 2K 
hence for some ,6 < A, sup(a) < fl, so as above g <D fpl. Together (fc, a C E) 

exemplify A = tcf (Hf (i), <D)- 

(9) Similar proof (to part (8)), using parts (6), (7). -d5.11 

REMARK 5.12. We think Claims 5.9, 5.10, 5.1 1 (and Definition 5.8) can be applied 
to the problems from [Sh:497] probably saving some uses of niceness so weakening 
some assumptions; but we have not checked. 

PROOF OF 5.6. Fix f e ' Ord as f (i) = Ai and let , I be as in Definition 5.8. 
For each i < i' let X' = (Xc,: a < ,Ui) be a sequence of members of [Ai] i such that 

Ol <l<1u iX \Xi ejbd & Xi\Xi jbd 

(it exists by assumption (d)). 

Let g* (g* 4 < ,u) be a <D-increasing sequence of members of JJi<,,,U i, it 

exists by assumption (e) or (e)-. 
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1660 SAHARON SHELAH 

Let I =: {B C i': if B E D+ then 1f ||D+B > A}, it is a com(D)-complete ideal 
on i' disjoint to D, i.e., I = JD(, ,) D {K\A: A e D}, and I are equal 
because I is the ideal on i' dual to D which holds by assumption (c). For any 
sequence X = (X : i < iK) e Hi<JAJ]i, let 

Y[X] =: {h|D+A : h e f7 Xi and A I+} 

and 

4X] =: { (h, A)/ ~: h e J7Xi and (h, A) e cla'( ,D) for some a < A. 

Note: Y[X] C A and U,'[X] C 3 *: U,< cla' (A, D)/ 
Note that by 5.9(6) 

M Y = U<), cla&(f, D)/ has cardinality < A. 
(*)o for X E i< i],i, the mapping (g, A)/ -I l lgl D+A is from 3/[X] onto 

Y[X] with every oa E Y[X] having at most 2K preimages 

[Why? By 5.9(5)] 

(*) if X E HiJi [s]i then y [X] has cardinality A (hence also Y* has). 

[Why? By the definition of 11 - ID for every oa < A for some g e J7i<,K Ai/D we 
have flg ID= a; as sup(Xi) Aij > g(i) we can find g' E H i<,(Xi\g(i)) such that 
g < g' < ()i i < K) so o 1lgl11D < 11g/||D < 11(i :i < )I1D = A. Clearly for 
some & / and A, (g', A) E cla" (f, A), so A e I+ C D+ and a < ' = IIg1ID+A < 

I1f IID+A= A (as A E I+). So &' Y[X] hence Y[X] a a; as a < A was arbitrary 
and A is regular, clearly Y[X] has cardinality > A, by Z equality holds hence (by 
(*)o) also 3'[X] has cardinality A.] 

(*)2 if X',X" e Hi<JA'i, and {i < , : Xi' C Xi"modJbd} E D then 
(a) Y[X'] C Y[X"] mod jbd 
(b) / [X']\3/ [X"] has cardinality < . 

[Why? Define g e 17i<,; Ai by g(i) = sup(Xi'\X/") if 

i e A : {i < Xi' C Xi modJ } 

and g(i) = 0 otherwise. Let o*) = sup{flgl D+A + 1: A e I+}, as A is regular > 2' 
clearly a(*) < A (see assumption (c) or definition of I). Assume ,6 C Y[X']\o(*) 
and we shall prove that fl c Y[X"], moreover, u4iX']n(cla (X, D)/ CI) V 
this clearly suffices for both clauses. We can find f * c Hi,< ;((X/r n Xi/) U {o}) such 
that 1f * ||D > fl 

So let a member of V [X'] n (cla'(Q, D)/ ) have the form (h, A)/ , where 
A c I+, h c Hj<, Xi and ,6 = J~hJD+A and let A1 =: {i < K : h(i) < g(i)}. We 
know ,6 = llhllD+A= Min{f h 1D+(AnA&) JHh1D+(A\A1)} (if A n A1 = OmodD, then 

hJJD+AnA, can be considered oo). 
If /3 = ||hW|D+(AnA,) then note h <D+(AnA,) g hence f = flhW||D+(AnA,) < 

flgflD+(AnA,) < a(*), contradicting an assumption on ,6. So ,6 = llhllD+(A\A,) 
and A n A1 E JDI (h, A). Now define h' c H<K f (i) by: h'(i) is h(i) if i E A\A1 

and h'(i) is f*(i) if i c K\(A\A1). So h' e Hf<,f(i) and h' =D+(A\A,) h 
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APPLICATIONS OF PCF THEORY 1661 

hence Ih' IID+(A\A,) = llhllD+(A\Al) = A, and clearly ,6 = lh'ID+(?4\A,) E Y[X"] 
as required for clause (a), moreover (h, A) (h', A) so ((h', A)/ I) E L[EX"] as 
required for clause (b).] 

(*)3 If X'X" E Hi<2[Ai]2'i and {i < n: Xi" Z XimodJbd} E D then3 

3/[X"]\3 [X'] has cardinality A. 

[Why? Let oa < A, it is enough to find ,6 E [or, A) such that 

(yA ["] \y[,']) n (cla/3(f, D)/ I) # 0. 
We can find g E fli<, Ai such that 1g 1D= o. Define g' e 7iJ<,< X/ by: g'(i) is 
Min(X/"\Xj'\g(i)) when well defined, Min(X/") otherwise. By assumption g <D g' 
and, of course, g' E FJ7<,n X/" C J7i<, Ai, 4SO 11'D > oa. So 

((g, ) G A)EY[X ] 

but trivially ((g', a A) g 7[X'], so we are done.] 
Together (*)0 - (*)3 give that (,V[(XAi(; i < i)] ' < Xu) is a sequence of 

subsets ofy* of length 1u (see (*),), y*i, which is increasing module [3*]<' 
(by (*)2) and in fact, strictly increasing (by (*)3, see choice of (g, 4 < 1u) in the 
beginning of the proof). So modulo changing names we have finished. (In fact, 
also ( Y[(Xi (i) < a)] S < 1u) is as required.) -5.6 

A related theorem 

DEFINITION 5.13. 

a' = Min{u : there is no 9 C [4]" 

of cardinalityjuA $IB c z IAOB <4< . 
THEOREM 5.14. Assume 

(a) D is an i-complete filter on K 
(b) (Ai : i < A) is a sequence of regular cardinals > (2K)-? 
(C) 11 (Ai : i < K) 1l D+A = i for A C D+ 

(d) ui < a' 

(e) 1u = tcf (ljui I/D) or at least 

(e-) u < Depth+(fl1,u, <D) andu > 2K. 
Then < a'. 

PROOF OF 5.14. Similar to the proof of 5.6. - 

THEOREM 5.15. Assume 

(a) D an I-complete filter on K 
(b) i (i : i < A) is a sequence of regular cardinals > 2K 

(C) i [= 1 1D+A for A E D+ and A is regular 
(d) ui < Dpl+ 
(e) ,u < Depth+ (fji<,,u i, <D ). 

Then u < Dp+. 

3In fact, just C P* suffices here. 
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1662 SAHARON SHELAH 

PROOF. Let Club(A) { C: C a club of A} so Club(A) C [A]X for A = cf(A) > %o. 
For any sequence C E < Club(Ai) let F(t) be the set acc(ce(Y(C)) where 

Y[0] =: f11911D :g E fli, Cil(C A); i e., F(C) = fb < A : = sup(b n Y[C])}. 
Clearly 

(*)1 for C E Hli< Club(Ai) we have F(C) E Club(Q) 
[the question is why it is unbounded, and this holds as 11;11D = A by its 

definition] 

(*)2 if C', C" e fli<, Club(Qi),g* EE flI, and C," = Ci'\g*(i) then 

F(C/) = F(C/) mod jbd. 

[Why? Let a(*) = SUp{ 1g* ID+A A e D+ and 1|g* DD+A < A} + 1, so as 2K < 

A = cf(A) clearly a (*) < A. We shall show F(C')\a (*) = F(C")\a (*); for this it 
suffices to prove Y(C')\a(*) Y(C")\a(*). If a E Y(C')\a(*) let a = lhJJD 

where h E 17i C', and let A {i < r: h(i) < g*(i)}, so if A E (JD(, r,))+ then 
a < JlhJJD+A < A and JlhJJD+A < 1g*IID+A < a(*) but a > a(*), a contradiction. 
So A e JD(',, r,) hence A V D+ by clause (c) of the assumption, so g* <D h. Now 
clearly there is h' =D h with h' EE HJi<K Ci", so a = IIhIID = Ih'IID EE (C"). The 

other inclusion is easier.] 

(*)3 if C', C" e I Club(Qi) and {i < K,: Ci" C acc(C,')} E D then 

F(?i") C acc(F(C')). 

[Why? Let ,6 c [C"] but ,6 g acc(F(C')) and we shall get a contradiction. Clearly 

fl > sup(F(C') n fi) (as fi l acc(F(C')). As F[C"] is acc(cfY[C"]), clearly there 
is a c Y[C"] such that fl > a > sup(F(C') n ,6), but 

Y[C ] =g C ]J Ci"}, 
i<I 

so there is g e Hi<n Ci" such that IIgID = a. As {i: Ci" C acc(Ci')} E D, clearly 

B =: {i < i: g(i) E acc(Ci/)} E D. 

So if h E Ji<t Ai, h <D g then we can find h' e JJi<n Ci/ such that h <D h' <D g 
(just h'(i) = Min(C/\(h(i) + 1) noting B E D) hence 

a = 1g11D = sup{fJhJJD: h(i) E g(i) n Ci'when i E B, 

h(i) = Min(Ci') otherwise} 

and in this set there is no last element and it is included in Y[C'], so necessarily 
a E F(b'), contradicting the choice of a : fl > a > sup(F(C') n ol).] 

(*)4 if C', C" c li<, Club(Ai) and {i: Ci" C acc(C/) mod j;id} 
c D then 

F(C ) C acc(F(tf))modJ;d. 

[Why? By (*)2 + (*)3, i.e., define Ci". to be Ci"\g(i) where 

g(i)-: sup(C,"\acc(C,')) + 1) 

when Ci" C acc(Ci') and the empty set otherwise. Now by (*)2 we know F(C") = 
(C ///)modJtd and by (*)3 weknow (C"') C acc(F(C')).] 
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Now we can prove the conclusion of 5.15. Let (CQx: a < ,i) witness ,iu < Dj , 
and (ge,: a < u) witness ,u < Depth+(Hl <,j, i,<D)). Let C, =:(Ci i < i)) 

for a < ,u. So (C, : a < ,u) witnesses u < -0p. +5.15 

THEOREM 5.16. Assume 
(a) is is regular uncountable 
(b) ; = (~A: i < ti) is a sequence of regular cardinals > K 
(c) D is a normalfilter on K (orjust r I-complete) 
(d) A = IIlIID = tcf(i<, Ai/D), A regular 
(e) /u1 < p;+ 

(f) ,u < Depth+ (ji<,,ui, <D)- 
Then ,u < + 

PROOF. Let (f : a < pi) exemplify ui < Dp+2, let (ge, a < u) exemplify 
,u < Depth+(Hi<, ,ui, <D), and let (h(: 4 < A) exemplify A = tcf(Hl<, Ai, <D). 

Now for each a < ,u we define f a E iA as follows: 

fMO) = - (f(j)(h(i)) : i < s) IID. 
Clearly fO, () is an ordinal and as f ' . E Pi)Ai clearly (f (i)(h((i)): i < ') <D 

(Ai i < ,K) hence fQ(4) < H1-D = A, SO 
(*)i E 

, 

The main point is to prove ,B < a < fu p 
fp <jd f,. 

Suppose fl < < ,u, then gp<Dge, hence A =: {i < gp(i) < g,(i)} E D so 
i E A = f(i) <Jbd fi)* We can define h E nij Ai by: 

h (i) is sup{+1I :f () > f if i E A, and h(i) is zero otherwise. gf9i - fg(9 ) 
But (h( : , < A) is <D-increasing and cofinal in (Jli<, Ai, <D) hence there is (*) < A 
such that <D h((*). 

So it suffices to prove: 

C(*) <<i ffl(0) < fe,(0 

So let [ A(*))), so 

B =: {i < ,i: h(i) < h((*)(i) < h,(i) and i E A} 

belongs to D and by the definition of A and B and h we have 

i E B =# f9(i)(h((i)) < f (h( (i)) 

So 

(t()(hC (i)) : i < r,) <D( i (hC (i)): i < N 
hence (by the definition of 11- |D) 

1. l(fgj)(hc(i)): i < K)|ID < jj~f' (j)(hj i)): i < K)|ID 

which means 
f #(0) < f""(0 

As this holds for every A e [4(*), A) clearly 

f f < jbd f a 
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1664 SAHARON SHELAH 

So (J>a a < ,) is <jbd -increasing, so we have finished. +5.16 

5.1. Discussion. Now assumption (c) in 5.15 (and in 5.6) is not so serious once 
we quote [Sh:g, V] (to satisfy the assumption in the usual case we are given A. 

cf(A) ,u < A ,u', cf(,u) = ,, (Va < u)(I a ' < ,u) and we like to find (Ai: i < K. 
and normal D such that 1(A i < D+A A). E.g., ([Sh:g, Chapter V]) if SCH 
fails above 22, 0 regular uncountable, D a normal filter on 0, 1f ||D > cf() > 

220, (so if g= family of normal filters on 0, so X is nice and rk' (f ) > ft IID > 
so g,. from [Sh:g, Chapter V,3. 10, page 244] is as required. 

Still we may note 
FACT 5.17. Assume 

(a) D is an N I -completefilter on r, 
(b) f e KOrd and cf(f *(i)) > 2K'for i < K. 

Thenfor any C =(C i < Ci),C a chib of f*(i) and a < flf IID we canfind 
f E Hi<, C1 such that: 
(a) A E (JD(f r,))4+ a < llf IID+A = llf IID < 1f* IID 
(fi) A E JD(f ,K) n D+ * ||f ||D+A >- lf ||D 

PROOF. We choose by induction on < n+ a function f and 

(fA : A e (JD(f ,i))?) 

such that: 

(a) f E Hi<, Cs 
(b) 6 < 4 = A i MO< MO 
(c) for 4 limit f, (i) = supE< fE (i) 
(d) for A E (JD (f , A))+, letting a A f D+A we have 

fCA E H<K ft (i), I|If2A ID > a(A and f(A(i) > fC (i) for i < K 
(e) fA (i) < f +j (i) for i < i. A E (JD (, A))+ 
(f) jjf0||D> D a andA E JD(f , j) J |fD+A > 1 ||D- 
There is no problem to carry out the definition: for defining fo for each A E 

JD(fK) choosegA <D+A f such that 11A ID+A > 11f ||D (possible as |f D+A > 

IIf* IID by the assumption on A). Let g* < f * be such that Ig* I D > a, (possible 
as a < 1fW* IID) and let fo E H<,f *(i) bedefinedby 

fo(i) = Min(Ci\Sup{g (),g () : A E JD(.f 
For 4 limit there is no problem to define f,; and also for 4 successor. If >,, is 
defined, we should choose f(,A. For clause (d) note that lf* ||D+A = ||f* |D 
as A E (JD (f*,A))+ and use the definition of 11f 1D. We use, of course, Ai 
cf (f* (i)) > 2 

Now f,,+ is as required. Note: f <D f,,+ X V f<,? f <D ft, and for A E 

(JD(f*, ))+, we have 

llfK+11D+A = SUP 111 D+A 

= sup a(,A K< SUP If4+1 ||D =fl+f||D. +1 

Co<cEus-oN 5.18. (1) In 5.15 we canweakenassumption(c)to5.I7 

CONCLUSION 5.18. ( 1) In 5.15 we can weaken assumption (c) to 
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APPLICATIONS OF PCF THEORY 1665 

(2) In 5.6 we can weaken assumption (c) to (c)-. 

PROOF. (1) In the proof of 5.15, choose g** E Hj<L Ai satisfying (exists by 5.17): 

(*)o A E JD(, r,) n D flg** IID+A> A (which is 11;11D). 

We redefine Y[C] as {flg11D g E fIi<1 Cj but g(i) > g**(i) for i < ri}. The only 

change is during the proof of (*)2 there, we let 

a (*) = SUP{ 1g1 D+A A = (JDi, K,))} 

Nowifa e Y[C']\a(*) then thereish e i<,Ai suchthat[i < r, h(i) > g**(i)] 
and jjh jD = a andletA = {i < : h(i) < g*(i)}. NowifA E (JDG(Yi,))+ wegeta 
contradiction as there and if A = 0 mod D we finish as there. So we are left with the 
caseA E JD (, )nD+, ||RIID+A > K|LW1D > A hence 1*h 1eD+A < 
A > a hence necessarily ||hflD+(,I\A) = a (as ||hW|D = Min{ hlllD+A, jjh11D+(r,\A)} 

Now choose h' E Hj<K?i by h' L (K\A) = h L (K\A) and [i E A #* h'(i) = 

Min(Cj"\h(i))] sob' e Li<, Cj",h < h' < ;,) < |lh|lD+A < ||h'flD+A < ||h'flD+A 
and so 

flh' ID = Min{f hl lD+A, jjh1 1D+(-,\A)1 = a. 

Also in the proof of (*)3 choose g such that g > g**. So we are done. 
(2) Let g** be as in the proof of part (1). In the proof of 5.6 we let 

Y[X]:{ h 11D+A: h E (Xi \g** (i)) and A E I+} 

remembering I = JD (I, '). 

[X]= {(h, A)/ h (x (X\g W()) 
i<lc 

and (h, A) E clack (A, D) for some a < 

and we can restrict ourselves to sequences X such that X n g** (i) 0. In the proof 
of (*) make g > g** and in (*)3, g(i) > g**(j) W518 

CLAIM 5.19. Assume 

(a) J is a filter on ri 

(b) A a regular cardinal, Ai > 2'K, 0> 2' 

(c) fi , ?/ J is A-like, i.e., 
(i) A= tcf lis/J 

(ii) TJ((~A{ : i < K)) = A (followsfrom (i) + (iii) actually) and 
(iii) if/ui < Ai then T(( ui: i < K)) < A 

(d) K < 0 =cf(O) < Aj for i < r, 

(e) i < # k' = {b < Ai: cf(6) =} e I[Ai] (see below) 
(f) (Va < 0)[aolK < 0]. 

Then Si = -b < A: cf(b) = 1} E I[A]. 
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1666 SAHARON SHELAH 

REMARK 5.20. Remember that for A regular uncountable 

I[A] {A C A :for some club E of A and - = : a < A) with 

YaC Y(a),191 < A 

for every 6 E A n E, cfG(6) < 5 andfor some closed 

unbounded subset a ofb of order type < , 

(Vae < 6) (3If<6) (a n a E oil)} 

On finding ; as in clause (c) see [Sh:g, Chapter V]. 

PROOF. Clearly each Ai is a regular cardinal and A = tcf(Hli<, Ai/J), so let 
f =(f , : < A) be a <j -increasing sequence of members of r1i, Ai, which is 
cofinal in rH<i, Ai/J. So without loss of generality if f has a <j-eub f 'then 
fJ =f P. 

For each i < r, (see the references above) we can find e= (e' a < Ai) and Ei 
such that: 

(i) Ei is a club of Ai 
(ii) ei C a and otp(ei) < 0 

(iii) if , E el then el = e n, 
(iv) if e E Ei and cf(s) = 0, then s = sup(ed ). 

Choose N (N : i < A) such that Ni < (R(X), E, <9) where, e.g., X =18(x)+, 

JINj 11 < A, NM is increasing continuous, N (i + 1) E Ni+l, Ni n A is an ordinal, and 

f f ,J, A, (Ai: i < rz), (ei": i < ,) I E No. Let E ={s< A : Ns n A = 6 }, so it 
suffices to prove 

(*) if s c E n Sf then there is a such that: 
(i) a C 6 

(ii) 6 = sup(a) 

(iii) I aI < A 

(iv) a < # =, a n N, E N6. 

By clause (b) in the assumption necessarily f [ s has a <j-eub ([Sh:g, Chap- 
ter II,?1]) so necessarily f, is a <j-eub of f [ i. Moreover, A* = {i < : 
cf(f6 (i)) = 0 and f6(i) Ei }I , mod J by clause (f) of the assumption. So 
for each i E A*, eif is well-defined, and let ef () a < 0 with a' in- 

creasing with C. For each 4 < 0 we have (oa': i < ti) <j f6 hence for some 
y(4) < s we have (a'. : i < r,) <J ft, but TD(f,,(<)) < A and y(4) E N)(;)+j 
hence f,,(o) E NY(()+, hence for some g& <j fy(c) we have: g& E N,,(()+1 and 
A- {i < K: g-(i) = aoj} 7 0modJ. As 0 = cf(0) > 2N for some A C i, we have 
B <: { 0 < A = A} is unbounded in 0. 

Now for 4 < 0 let 

a; = Min{y < A: -(y ?<J+(,\A) g)} g e ]7J{a : ? < 0} =7He(,)}. 
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APPLICATIONS OF PCF THEORY 1667 

Clearly 4 < 4 < 0 X* a; C a,. Also for 4 < 0,a( is definable from f and 
gc [ A, hence belongs to N,,(,)+1, but its cardinality is < 0 + 2' < A hence it 
is a subset of N.(,)+. Moreover, also (a- 4 < C) is definable from f and 

Mai :<e< :i < A) :< ) hence from f and g LA and (Ji: i < t), all of 
which belong to No -< N,,(,)+1, hence 4 E B X* (a< ? C) E N),()+l & a( is a 
bounded subset of (5. Now 

(*) U< a< is unbounded in (5. 

[Why? Let fi < (, so for some 4 < 0 we have: 

f# (i) < f6(i) X f f(i) < a' < f6(i) 

so 

Min{y: J(f;, ?J+(,,\A) (Oal:i < s))} E ( nAS) 0 a+1. 
Let w = {f < 0 : a( is bounded in a(+?} 

a {Min{y E a<+ I: y is an upper bound of aJ 4 < 

So U{a: a < O} is as required. +5.19 

REMARK 5.21. (1) If we want to weaken clause (c) in claim 5.19 retaining only (i) 
there (and omitting (ii) + (iii)), it is enough if we add: 

(g) for each i < K and(b E S~i, {y <5 : cf(y) > K and y E en} is a stationary subset 
of (. 

(2) In part (1) of this remark, we can replace cf(y) > rK by cf(y) = C, yi D is 
?+-complete or at least not c-incomplete. 
(3) This is particularly interesting if A = u+ = pp(u). 

?6. The class of cardinal ultraproducts module D. We presently concentrate on 
ultrafilters (for filters: two versions). This continues [Sh:506, ?3], see history there 
and in [CK], [Sh:g]. 

Recall 

DEFINITION 6.1. (1) A filter D is 0-regular if there are A. E D for E < 0 such that 
the intersection of any infinitely many A.'s is empty. 

(2) For a filter D, let reg(D) = min{0: D is not 0-regular}. Note that reg(D) is 
a regular cardinal. 

FACT 6.2. Assume 

(a) D is an ultrafilter on r, and 0 = reg(D) 
(b) u = cf (u) and a < ju =* g[<reg (D) < U 

(c) i= (n= : i < 0), 0 < ni < co, A* = Ui<N ({i} x ni) 
(d) for each i < a, n < ni we have A(i n) is regular > a, < ,u strictly increasing with 

n, stipulating A(i,ni) 
= P . 

(e) if B E D then , < max pcf{A(in) : i E B and n < ni} 
Then for some (mj : i < K) E Hi< (ni + 1) and B E D we have: 

(ar) ,u < tcf (adz<, A (idj, ) D ) 
(fi) ,u > maxpcf{ (in): i E B andn < mi}. 

PROOF. We try to choose by induction on C < reg(D), B( and (nj : i < ,.) such 
that: 
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1668 SAHARON SHELAH 

(i) B( E D 
(ii) nj < ni non-decreasing in 4 

(iii) Bz = f{i: ni < n+} and 
(iv) max pcf{ (i,,) i < rf and n < ni } < U. 

If we succeed, then {B.,: B < reg(D)} exemplifies D is reg(D)-regular, contra- 
diction. During the induction we choose B( in step 4 + 1. For 0 0 try n( = 0, 
this cannot fail as clause (iv) holds trivially. For 4 limit let ni = ni for every 4 < 
large enough, this is O.K. as 

maxpcf{ (j,1): i < K and n < n&} 

< Umax pcf{?1(i ): i < rK and n < ni} < U 

by assumption (b). Lastly, for 4 = + 1, {i < ,: nj < ni} E D (otherwise 
contradiction as u =u and clause (iv) contradict assumption (e)), and if 

/1 < tcf(Hli<, An</D) we are done with mi = ni>, if not there is B E D such that 

maxpcf{fA i E B} < u and let B.: {a B nj < ni} 

fn?+I if iCB<,n <Kni 
i ' n j5 if otherwise. +62 

LEMMA 6.3. Assume 

(i) D is an ultrafilter on is 
(ii) u = cf (u) and a < Mu =* IOt< reg(D) < U 

(iii) at least one of the following occurs: 
(a) a < ,u =I la Ireg(D) < ,U 
(fi) D is closed under decreasing sequences of length reg(D). 

Then there is a minimal g/D such that: 
,u = tcf (Hi<, g (i)/D) and Ai<, cf(g (i)) > iK. 

We shall prove it somewhat later. 

REMARK 6.4. (1) Note that necessarily (in 6.3) 

{i < r : g(i) a regular cardinal} C D. 

(2) g is also <D -minimal under: u < tcf (Ti<,< g (i )/D) & {i : cf (g (i)) > r} e 
D. 

[Why? assumeg' <D gp, U < tcf (pi<,<g'(i)/D), and 

X = {i : cf(g(i)) < KI} = OmodD; 

clearly , < tcf (Hi<1 cf (g'(i))/D). If LimD cf (g'(i)) is singular, by [Sh:g, I, 1.4(1), 
page 50] for some (Ai : i < t), we have ,u = tcf (fi /D) and 

LiMD Ai = LIMD Cf (g (i), Ai < Cfg(i )) 

and (Vi) [cf (g (i)) > Is -> Ai > Is], so again without loss of generality Ai<, Ai > ' 

Now (Ai : i < ti) contradicts the choice of g. If LimD cf(g'(i)) is regular, it is < ri 

and this contradicts an assumption on g'.] 
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APPLICATIONS OF PCF THEORY 1669 

(3) If IrJI/DI < u then we can omit (in the conclusion of 6.3 and of 6.4(2)) the 
clause "{i: cf(g(i)) > s} E D." 

CONCLUSION 6.5. If assumptions (i)-(iii) of 6.3 hold and 

(iv) ,u > 2N 

then without loss of generality (each g (i) is a regular cardinal) and 

1(g (i) ID,<D) 

i<lc 

is pu-like (i.e., of cardinality ,u but every proper initial segment has smaller cardinal- 
ity). 

REMARK 6.6. We use ,u > 2' in 6.5 rather than u > IKP/DI as in 6.4(3) (which 
concerns 6.3, 6.4(3)) as the proof of 6.5 uses 1.5. 

PROOF OF 6.5. If D is pI-complete this is trivial, so assume not hence reg(D) > No. 
Let g E ' (,u + 1) be as in 6.3, so without loss of generality as in 6.4(2), and 

remember 6.4(1) so without loss of generality each g (i) is a regular cardinal. Clearly 
H1<C g(i) has cardinality > ,u. Assume first ,u = . 

Let g' E FHi<, g(i), then by 6.4(3) and the choice of g 

sup{tcfl?Ai/D : Ai <g'(i) for i < r} y<. 

But as reg(D) > No by clause (ii) of the assumption we have a < ,u Xl 1'0a < 
,u so 1.5 applies (say for J = {r\A: A E D}, as D is an ultrafilter clearly 
TJ2(f ) = (1i< f(i)/D) and by assumption (ii), clause (e) of 1.5 holds. So we get 
I< g'(i)/DI < X, so really ~i<, g(i)/D is ,u-like. 
If u is not a successor, then it is weakly inaccessible and ,u = sup(Z), where 

Z = {X)+ : lsI "D I < X8?O = X < Mu}, 

so for each y E Z by 6.3 we can find gx E 'c(u + 1) such that Hli<, g7(i)/D is y-like 
so necessarily for Xl < /2 in Z we have g7, <D gX2* It is enough to find a <D-lub 
for (fX / E Z), and as , > 2' this is immediate. 6.5 

PROOF OF 6.3. First try to choose, by induction on a, f( such that: 

(A) fc E (,u + 1) 
(B) u = tcf (Hi<f, fh(i)/D) 
(C) 6 < a = fa <D ff? 
(D) each f, (i) is a regular cardinal > i. 

Necessarily for some a* we have: f(, is well-defined if and only if a < a*. Now 
a* cannot be zero as the constant function with value ,u can serve as fo. Also if 
a* is a successor ordinal, say a* = fi + 1, then fp is as required in the desired 
conclusion (by 6.4(2)'s proof). 

So a* is a limit ordinal, and by passing to a subsequence, without loss of generality 
ar* = cf (a*) and call it 0. 

Without loss of generality 

(E) u = maxpcf{f(i): i < } 
We now try to choose by induction on 4 < reg(D) the objects a,, A(, bI, such that: 

(a) ao < 0 is strictly increasing with 4 
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1670 SAHARON SHELAH 

(b) AC E D 
(c) C{f<(i): < C, and i E A--} 
(d) b( is increasing with 4 

(e) maxpcf(b() < u 
(f) for each i the sequence 

(fa (i): < and i E At and fai (i) V be) is strictly decreasing 
(g) ao = 0,Ao =, b= 0 

(h) a(+j = ao + 1 and A(+1 {i E A : fa,,(i) < fat (i) and fai) M bI 
(i) for 4 limit, a( is the first a < 0 which is > Us<; a, such that for some B E D 

we have: 
,u > maxpcf{fj(i): 4 < , i E Ax and i E B and f,(i) < f(i)} 

(i) bC+i = b 
(k) for 4 limit AC satisfies the requirements on B in clause (i) and 

b( = U b Uf{bf (i) : < and i E Ax n A; and f, (i) < fte (i)} 

( forE< wehaveEiEAx (i) V }( D. 

So for some C* < reg(D) we have (aC, AS, bC) is well defined if and only if < 
We check the different cases and get a contradiction in each (so a* must have 

been a successor ordinal giving the desired conclusion). - 

CASE 1.* = 0. 
We choose ao = 0, 

A0-O,, bo 0; 

so clause (g) holds, first part of clause (a) (i.e., aC < 0) holds, clause (b) and clause 
(c) are totally trivial, clause (e) holds as max pcf(0) = 0 (formally we should have 
written sup pcf (b )), clause (f) speaks on the empty sequence, and the other clauses 
are empty in this case. 

CASE 2. C* = C + 1. 
Wechoosea( = aC+I = aC +1,A A {i E At: fot<+I(i) < fta(i) andfc (i) V 

by} and b+1 D bC is defined by clause (j). Clearly a( < aC+1 < 0 and A(+j C D as 
AS E D and f,,+i <D faz and {i: f (i) X b(} e D by clause (i); so clause (b) 
holds. Now clause (a) holds trivially and clauses (g) and (i) are irrelevant. Clause 
(h) holds by our choice. 

For clause (f), the new cases are when f,,+, (i) appears in the sequence, i.e., 
i E A(+j such that f,,+,(i) C U<C+1 bd = bC+1 -- b but i E A;+, X i C 

A, & f, (i) V bC so also fuj(i) appears in the sequence and as i E A~+ X 

f (i) > f( +1 (i) = f(a+, (i) plus the induction hypothesis; we are done. 
As for clause (#) for < < 4 + 1, if < ? this holds by the induction hypothesis 

(as bz,+ = b() so assume - = + 1. Clearly 

{i E A>:: fcji) V bi+i} = As n {i < i: fcs(i) X b+1} 

Now the first belongs to D by clause (b) proved above and the second belongs to 
D as maxpcf(b+,i) <,u by clause (e) proved below as tcf (H<L. fajt (i)/D) = l by 
clause (B). 
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APPLICATIONS OF PCF THEORY 1671 

We have chosen b+j = b(, so (using the induction hypothesis) clauses (c), (d), 
(e) trivially hold and also clause (j) holds by the choice of I,,, and clause (k) is 
irrelevant so we are done. 

CASE 3. C* = C is a limit ordinal < reg(D). 
Let = U,< b, so by basic pcf: 

max pcf(b) < ]7Jmax pcf(b>) < u 

as 

cf(u) & (Va <ft)[ a <reg(D) < 1U)] & C < reg(D). 

Now we try to define ao by clause (i). 

Subcase 3A. ao is not well defined. 
Let wi {E < i c A<; and f <(i) X by}. Note that by the induction 

hypothesis (clause (f)) for each E < C and i < X, we have the sequence (fus (i) 
< E and i E As and fit (i) X be) is strictly decreasing, so as b, C V clearly 

(fo (i): < E and 4 E wi) is strictly decreasing. As this holds for each E < C and 
4 is a limit ordinal, clearly Kfwi (i) 4 E w1) is strictly decreasing hence wi is finite. 

Now for each B E D we have (first inequality by clause (E) and clause (b) on the 
induction hypothesis on C, second by the definition of the wi's) 

,U <maxpcf ft(i) : 4<C, i c A~and i cB 

< max{max pcf(bS), max pcf{f, f(i) : e E wi and i E B 

and max pcf(b ) < u as said above, hence necessarily 

(*) B E D =u i < maxpcf{f(i) c E wi and i E B}. 

As wi is finite and each f, (i) is a regular cardinal > X we have {i w: w 0)} E D. 
By Claim 6.2 (the case there of {i: n1} e D is impossible by (*) above) we 

can find g E Hc<, wi/D, more exactly g E K Ord, wi + 0 =X g(i) E wi and B E D 
such that: 

(ae) u < tcf (fli</ g (i) ID) 
(/1) ,u > maxpcf{fwi(i) 4 E wi and i E B and fat(i) < g(i)}. 

Now by the choice of afi a < 0) and clause (a) necessarily (and [Sh:g, 
Chapter II, 1.4(1), page 50]) for some a < 0 we have fi <D g. Now for 4 < C, let 

a4{ X fad() > fa (i)}, if B (ED then B*=i < 4E wi and i E 
B and g(i) > fcx<(i)} D Bn{i < K: fe(i) < ga (i)}n{i < K i C A }n{i < K 

toe(i) X V0 {i < A: fo(i) > f aC,(i)} which is the intersection of five members 

of D hence belongs to D, but {ffa (i) : i E B*} is included in the set in the right 

side of clause (/) hence ,u > maxpcf{f> (i) i E B*} contradicting B* E D, 

tcf(Hli<,. fa (i)/D) = u. So necessarily BX f D, hence fa <D fa. hence a > ao. 
So U,<c ao < a < 0. Let B' = B n {i < A: f (c) < g(i)} so B' E D and [first 
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1672 SAHARON SHELAH 

inclusion by the choice of B', second inclusion by the choice of L<] 

{ef (i) : < C? i E AX and i E B' and fe <(i) < fat ()} 

C {ff,(i) < C, i E A< and i E B and fci(i) < g(i)} 

C uf{foe(i) I e wi and i E B and foW) <g(i)} 

hence 

max pcf {f ac (i) :d < X, i E AX and i E B' and fc, (i) < f 0i 

? max{max pcf(b ), max pcf{f (i) EE wi 

and i E B andfa, (i) < g(i) < u 

(the first term is < ,u as the statement 1 was proved in the beginning of Case 3, the 
second term is < ,u by clause (fi)). So a is as required in clause (i) so ao is well 
defined; contradiction to our case assumption. 

CASE 3B. aC is well defined. 
Let B E D exemplify it. We choose AL as B and we define bL by clause (k). 
Now clause (a) follows from clause (i) (which holds by the assumption of the 

subcase), clause (b) holds by the choice of B (and of A), clause (c) by the choice 
of bS, clause (d) by the choice of be, clause (e) by the choice of bz, that is, by 1 above 
and the choice of Az (see clause (i)). Now for clause (f) by the induction hypothesis 
and clause (d) we should consider only fA, (i) > fce( (i) when 4 < X, i E A, n A0 
and faz (i), fat (i) V bz, but clauses (i)+(k) (i.e., the choice of bj take care of this, 
clauses (g), (h), (j) are irrelevant, clause (i)+(k) holds by the choice of ac, A,,, B( 
and clause (#) follows from clause (e). 

So we are done. 

CASE 4. C* = reg(D). 
The proof is split according to the two cases in the assumption (iii). 

Subcase 4A. a < u X, a Ireg(D) <U 

Let b = Ub : < C*} so maxpcf(b) < ju, hence for each < we have 
A, =:{i EA fo (i) V bo} E D. Letw= {E < C i E AE, so fag (i) , o. 
Now for any < < and i < X, the sequence (f (i) 4 < and E wi) is strictly 
decreasing (by clause (f)) hence (f ce (i) < C and c E wi) is strictly decreasing 
hence wi is finite. Also for each < < the set A/ belongs to D, so {Al 4 < 

exemplifies D is 4 -regular, but C reg(D), contradiction. 

Subcase 4B. D is closed under decreasing sequences of length reg(D). 
Let b = U<4* b. 

In this case, for each < the sequence ({i E A, f ao (i) V , E [E,,*]}) 
is a decreasing sequence of length C* = reg(D) of members of D so the intersection, 
AI = {i E Am: fO. (i) V bo} e D, and we continue as in the first subcase. H6.3 

DEFINITION 6.7. (1) For an ultrafilter D on K, let reg'(D) be: reg(D) if D is 
closed under intersection of decreasing sequences of length reg(D) and (reg(D))+ 
otherwise. 
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(2) reg"(D) is: reg(D) if (a)- below holds and (reg(D))- otherwise 

(a) reg'(D) = reg(D) or just 
(a)- letting 0 =reg(D), in 0/D there is a <D-first function above the constant 

functions. 

THEOREM 6.8. If D is an ultrafilter on K, and 0 = reg'(D) then 
U= <0 >I 0/D I 

E 
{H;f 1i/D :i E Card}. 

PROOF. Apply Lemma 6.5 with D.. X, ju+ here standing for D, K', ,u there; note 
that assumption (iii) there holds as the definition of reg'(D)(= 0) was chosen 
appropriately. 

Let g*/D = (R. : i < a) be as there, so as (H< i,, /D) is ,u-like, for some 
f C H Xi, we have I HfI<,: f (i)/D I = it as required. 

REMARK 6.9. Can reg'(D) :4 reg(D)? This is equivalent to: D is not closed tinder 
intersections of decreasing sequences of length 0 reg(D). So ifreg' (D) 7 reg(D) 
0 then 0 is regular and for some fiinction i: X - 0 the ultrafilter D' {A C 0 
i-' (A) C D} is an ultrafilter on 0, wvith reg(D') 0 so D' is not regular. 

This leads to the well known problem (Kanamori [Kn]): ifjD is a unijbrnm ultrafilter 
on X, with reg(D) = , does iK/D have a first function above the constant ones? 

Note that 

FACT 6. 1 0. If 0 = reg(D) < reg'(D),u =t i< /U;, iU it = < jiU Iand 

H]f (i)/D >?j then f (i)/D >?i} =uif. 
i<N i<I 
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