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ABSTRACT 

We  show in w t ha t  the  A x - K o c h e n  i somorph ism theo rem [AK] requires  

the  c o n t i n u u m  hypothes is .  Most  of the  appl icat ions of this  t heo rem are 

insensi t ive to set theoret ic  considerat ions.  (A probable  except ion is the  

work of Moloney [Mo],) In w we give an unre la ted  resul t  on cu ts  in 

models  of Peano  a r i thmet ic  which answers a ques t ion  on the  ideal s t ruc tu re  

of countable  u l t r ap roduc t s  of Z posed in ILLS]. In w we also answer  a 

quest ion of Keisler regarding Scott  comple te  u l t rapowers  of R (see 1.18). 
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I n t r o d u c t i o n  

In a previous paper [Sh326] we gave two constructions of models of set theory in 

which the following isomorphism principle fails in various strong respects: 

(Iso 1) h' A/t, Af are countable elementarily equivalent structures and 9 ~ is a 

nonprincipal ultrafilter on w, then the ultrapowers ~4", Af* of A/t, A; 

with respect to 9 ~ are isomorphic. 

As is well known, this principle is a consequence of the continuum hypothesis. 

Here we will give a related example in connection with the well-known isomor- 

phism theorem of Ax and Kochen. In its general formulation, that  result states 

that  a fairly broad class of Henselian fields of characteristic zero satisfying a 

completeness (or saturation) condition are classified up to isomorphism by the 

structure of their residue fields and their value groups. The case that  interests 

us here is: 

(Iso 2) If ~" is a nonprincipal ultrafilter on a~, then the ultraproducts lip Zp/.T 
and [ I  Fp[[t]]/Y are isomorphic. 

Here Zp is the ring of p-adic integers and Fp is the finite field of order p. 

It  makes no difference whether we work in the fraction fields of these rings as 

fields, in the rings themselves as rings, or in the rings as valued rings, as these 

structures are mutually interpretable in one another. In particular, the valuation 

is definable in the field structure (for example, if the residual characteristic p is 

greater than 2 consider the property: "1 +px 2 has a square root").  We show that  

such an isomorphism cannot be obtained from the axioms of set theory (ZFC). 

As an application we may mention that  certain papers purport ing to prove the 

contrary need not be refereed. 

Of course, the Ax-Kochen isomorphism theorem is normally applied as a step 

toward results which cannot be affected by set-theoretic independence results. 

One exception is found in the work of Moloney [Mo] which shows that  the ring 

of convergent real-valued sequences on a countable discrete set has exactly 10 

residue domains modulo prime ideals, assuming the continuum hypothesis. This 

result depends on the general theorem of Ax and Kochen which lies behind the 

isomorphism theorem for ultraproducts,  and also on an explicit construction of 

a new class of ultrafilters based on the continuum hypothesis. It  is very much 

an open question to produce a model of set theory in which Moloney's result no 

longer holds. 

Our result can of course be stated more generally; what we actually show here 
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may be formulated as follows. 

PROPOSITION A: It is consistent with the axioms of set theory that there is an 

ultrafilter F on oa such that for any two sequences of discrete rank 1 valuation 
R i rings ( n),~=1,2,... (i = 1, 2) having countable residue tields, any isomorphism 

F :  IIn f ,1-In is a ,  ultraproduct of isomorphisms , 

(for a set of n's contained in J:). In particular most of the pairs R~, R~ are 

isomorphic. 

In the case of the rings Fp [[t]] and Zp, we see that (Iso 2) fails, 

From a model theoretic point of view this is not the right level of generality 

for a problem of this type. There are two natural ways to pose the problem: 

(1) Characterize the pairs of countable models 3,t, N" such that for some ul- 

trafilter ~ in some forcing extension I]  M ~ / ~ "  ~ I-IN'/.T'; 

(2) Characterize the pairs of countable models 3/t, N" with no isomorphic ul- 

trapowers in some forcing extension; 

(there there are two variants: the ultrapowers may be formed either using one 

ultrafilter twice, or using any two ultrafilters). 

(3) Write A,t _< Af if in every forcing extension, whenever ~c is an ultrafilter on 

such that  Aft /5  r is saturated, then 3 d ~ / ~  - is also saturated. Characterize 

this relation. 

This is somewhat like the Keisler order [Ke, Sh-a or Sh-c Chapter VI] but does 

not depend on the fact that the ultrafilter is regular. We can replace 1% here by 

any cardinal n satisfying ~<~ = n.* 

However the set theoretic aspects of the Ax-Kochen theorem appear to have 

at tracted more interest than the two general problems posed here. We believe 

that the methods used here are appropriate also in the general case, but we have 

not a t tempted to go beyond what is presented here. 

With the methods used here, we could t ry  to show that for every 3,4 with 

countable universe (and language), if P3 is the partial order for adding/q3-Cohen 

reals then we can build a Pa-name for a non principal ultrafilter F on w, such 

that in V P M~~ resembles the models constructed in [Sh107]; we can choose 

the relevant bigness properties in advance (cf. Defnition 1.5, clause (5.3)). This 

would be helpful in connection with problems (1,2) above. 

* We shall return to those problems in [Sh507], answering in particular a question 
of Jarden: if F~ is a finite field for l < 2, n < w, F~ -~ F~ then l-i,~<,~ F~/.T 
Fk<  
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In w of this paper we give a result on cuts in models of Peano Arithmetic which 

has previously been overlooked. Applied to l~l-saturated models, our result states 

that some cut does not have countable cofinality from either side; and, in general, 

the two cofinalities are equal. As we explain in w this answers a question on 

ideals in ultrapowers of Z which was raised in [LLS]. The result has nothing to do 

with the material in w beyond the bare fact that it also gives some information 

about ultraproducts of rings over w. 

The model of set theory used for the consistency result in w is obtained by 

adding ~3 Cohen reals to a suitable ground model. There are two ways to get a 

"suitable" ground model. The first way involves taking any ground model which 

satisfies a portion of the GCH, and extending it by an appropriate preliminary 

forcing, which generically adds the name for an ultrafilter which will appear 

after addition of the Cohen reals. The alternative approach, which we prefer and 

called model-theoretic is to start with an L-like ground model and use instances of 

diamond (or related weaker principles) to prove that a sufficiently generic name 

already exists in the ground model (a complete proof of the case used here is 

included in the appendix). The theme is that forcing an object is a transparent 

way to build an object with no undesirable subsets (or expansions), so it is nice 

to prove that if some forcing argument proves that such an object exists then it 

really exists, provided that the original universe satisfies suitable principles. For 

1-morasses this is the point of Shelah Stanley [ShStll2]. For (}~ (with A = ~2) 

this is the principle we use: it is weaker than the one corresponding to a 1-morass, 

but its assumption is weaker: e.g GCH + A = cfA > ~1, or A = A <~ > "1~ or A = 

A<~ > "~,  implies (by [Sh460]) (Dl):~ which is a weakening of (}~, and suffices for 

the principle. That  was the method used in w of [Sh326], which is based in turn 

on [ShilL162] (see also the earlier [Sh82] [Shl07]) which has still not appeared 

as of this writing. Also the formalism as presented in [ShilL162], or [Sh326], 

though adequate for certain applications, turns out to be slightly too limited for 

our present use. More specifically, there are continuity assumptions built into that  

formalism which are not valid here and cannot easily be recovered. The difficulty, 

in a nutshell, is that a union of ultrafilters in successively larger universes is not 

necessarily an ultrafilter in the universe arising at the corresponding limit stages, 

and it can be completed to one in various ways. 

After a complaint on the earlier version we give in the appendix a proof of the 

case where (}~ is assumed (rather than the weaker (Dl):~) which is the case used. 
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So the family App defined below can be reused as an actual forcing notion for the 

most part  so a reader can read the paper with this in mind omitting the parts 

speaking on the second approach. However we will then take note of matters  

relevant to the more refined argument based on a variant of the model-theoretic 

method, spesifically based on A6-10 here (fitting the theme above). In addition 

the exposition in [Sh326, w includes a very explicit discussion of the way such 

a result may be used to formalize arguments of the type given here, in a suitable 

ground model (in the second sense). 

Notation: Note that  we used trees with linearly ordered levels, necessarily well 

ordered. 

1. O b s t r u c t i n g  t h e  A x - K o c h e n  i s o m o r p h i s m  

1.1 DISCUSSION. We will prove Proposition A as formulated in the introduction. 

We begin with a few words about our general point of view. In practice we do 

not deal directly with valuation rings, but with trees. If one has a structure 

with a countable sequence of refining equivalence relations E,~ (so that  E~+I 

refines E~) then the equivalence classes carry a natural  tree structure in which 

the successors of an E.-class  are the E~+:-classes contained in it. Each element 

of the structure gives rise to a path  in this tree, and if the equivalence relations 

separate points then distinct elements give rise to distinct paths. This is the 

situation in the valuation ring of of a valued field with value group Z, where 

we have the basic family of equivalence relations: En(x, y) ~ v(x - y) >_ n. 

(Or better: E ( x , y ; z )  =: "v(x - y) >_ v(z)".) Of course an isomorphism of 

structures would induce an isomorphism of trees, and our approach is to limit 

the isomorphisms of such trees which are available. 

1.2 THE MAIN RESULT FOR TREES. We consider trees as structures equipped 

with a partial  ordering and the relation of lying at the same level of the tree. We 

will also consider expansions to much richer languages. We use the method of 

[Sh326, w to prove: 

PROPOSITION B: It  is consistent with the axioms of set theory that there is a 

nonprincipal ultrafilter yr on a; such that for any two sequences of countable trees 

(T~)n=l,2 .... for i = 1, 2, with each tree T~ countable with a; levels, and with each 

node having at least two immediate successors, if  T i = 1-I,~ T~/Y:, then for any 
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isomorphism F: T 1 ~- T 2 there is an element a C i rl  such that the restriction o f f  

to the cone above a is the restriction d a n  ultraproduct of  maps F~: T 1 ~ T 2. 

1.3 Proposition B implies Proposition A: Given an isomorphism F between 

ultraproducts R 1, R 2 modulo $" of discrete valuation rings R~, we may consider 

the induced map F+ on the tree structures T 1, T 2 associated with these rings, as 

indicated above. We then find by Proposition B that  on a cone of T 1, F+ agrees 

with an ultraproduct of maps F+,~ between the trees T~ associated with the R~. 

On this cone F is definable from F+, in the following sense: F(x)  = y iff for 

all n, F+(x mod (~1) n) = y mod (~2) n, where 7h generates the maximal ideal of 

R ~ and we identify Ri / i lh )  ~ with the n-th level of T i. (This is expressed rather  

loosely; in the notation we are using at the moment,  one would have to take n 

to vary on integers in the sense of the ultraproduct,  so including nonstandard 

integers. After formalization in an appropriate first order language it will look 

somewhat different.) Furthermore F is definable in (R 1, R 2) from its restriction 

to this cone: the cone corresponds to a coset of some principal ideal (a) of R 1 

and F(x)  = F(ax  + b) /F(a)  for any fixed choice of b from the cone. Summing 

up, then, there is a first order sentence valid in (R 1, R2; F+) (with F+ suitably 

interpreted as a parametrized family of maps R 1 / ~  ~ R 2 / ~ )  stating that  

an isomorphism F: R 1 ) R 2 is definable in a particular way from F+; so the 

same must hold in most of the pairs 1 2 (Rn, Rn) , that  is, for a set of indices n which 

lies in .T. In particular in such pairs we get an isomorphism of R 1 and R 2. | 

1.4 CONTEXT. We concern ourselves solely with Proposition B in the remainder 

of this section. For notational convenience we fix two sequences (T~)n<,, of trees 

(i = 1 or 2) in advance, where each tree T~ is countable with w levels, no maximal  

point, and no isolated branches. The tree T~ is considered initially as a model 

with two relations: the tree order and equality of level. Although we fix the two 

sequences of trees, we can equally well deal simultaneously with all possible pairs 

of such sequences, at the cost of a little more notation. 

As explained in the introduction, we work in a Cohen generic extension of a 

suitable ground model. This ground model is assumed to satisfy 2 s-  = Rn+l 

for n = 0, 1, 2. If we use the partial  order App defined below as a preliminary 

forcing, prior to the addition of the Cohen reals, then this is enough. If we wish 

to avoid any additional forcing then we assume that  the ground model satisfies 

�9 for S = {5 < ~3 :cof5  -- R2}, and we work with App directly in the ground 
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model using the A6-10 in the Appendix. The model-theoretical proof requires 

more active participation by the reader. 

Let P be the Cohen forcing adding lqn Cohen reals. An element p of P is a 

finite partial  function from b~3 • w to w. For ..4 C lq3, and p �9 P,  let p r A  denote 

the restriction of p to ,4 • w and P [ A  = {p[A : p �9 P}. Let x z  be the j~th 
cohen real. The partial  order App is defined below. 

We deal with a number of expansions of the basic language of pairs of trees. 

For a forcing notion Q and G being Q-generic over V, we write G 1 (T~, T~) for the 

expanded structure in which for every k, every s e q u e n c e  (rn)n< ~ of k-place rela- 

T 1 tions rn on ( n, T~) is represented by a k-place relation symbol R (i.e., R( . . . .  <,~)); 

(T~, T~ ) by the relation r~. This definition takes place that  is, R is interpreted in 1 2 

in V[G]. In V we will have names for these relations and relation symbols. We 

write Q(T~, T~) for the corresponding collection of names. In practice Q will be 

PI.A for some A c_ a;3 and in this case we write "4~T1~ ~, T~). 

Typically we will have certain subsets of each T~ singled out, and we will want 

to study the ultraproduct of these sets, so we will make use of the predicate 

whose interpretation in each 7~ is the desired set. Really we want to deal with 
P 1 2 (Tn ~, T~), but this is rather large, and so we have to pay some attention to 

matters  of timing. 

1.5 Definition: As in [Sh326], we will set up a class App of approximations to the 

name of an ultrafilter in the generic extension V[P]. In [Sh326] we emphasized 

the use of general method of [ShilL162] to construct the name )r  of a suitable 

ultrafilter in the ground model. 

The 

(1) 
(2) 
(3) 
(4) 

(5) 
(5.1) 

(5.2) 

elements of App are triples q = (,4, ~ ,  c) such that:  

,4 is a subset of lq3 of cardinality ~ql; 

7- is a P rA-name of a nonprincipal ultrafilter on w, called 3 r [A; 

c = (ca: a E A), with each s~ C {0, 1}, and e~ = 0 whenever cfc~ < ~2; 

For 3 �9 A we have: [~  N {a:  a a P I(A M ~)-name of a subset of w}] is a 

P [(A N ~3)-name; 

If cf~ = ~2, ~3 �9 A, ~Z = 1 then P FA forces the following: 

x Z~ J: is an element of (1-In<~ n / ~  [A) V[PIA] whose level is above all 

levels of elements of the form x / 7- for x a P r(A N 13)-name; 

x z induces a branch B on (1-I~<~ Tin~ ~ [ (An/3) )  V[Pr(An~)] which has 

elements in every level of that  tree (such a branch will be called full) and 
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which is a P [ ( A  r3/3)- name (and not just forced to be equal to one); so 

B is a P [ ( A  M/3)-name of a member of V[G] and if G c P [ A n / 3  is 

generic over V, then B[G] = {y: y e V[G A (P [(A N/3))], y �9 1-[,<~ ~T1, 

y / ~ [ G ]  < x z / ~ }  is full. 

(5.3) The branch B intersects every dense subset of 

[l-I An~T~/[ Fr(A N/3)]v[p l(..4n~)] 

which is definable in (Y[ An~(T1 T2~I[ "; I(A n/3)])v[PI(An~)] 
k i l n  \ . 7  Tt J l k~,, 

Note in (5.3) that the dense subset under consideration will have a P [(A M/3)- 

name, and also that by Log' theorem a dense subset of the type described extends 

canonically to a dense subset in any larger model. The notion of "bigness" alluded 

to in the introduction is given by (5.3). 

We write ql _< q2 if q2 extends ql in the natural sense. We say that q2 �9 App is 

an end extension of ql, and we write ql _~end q2, if ql _< q2 and A q2 \ .4 ql follows 

A ql . Here we have used the notation: q = (A  q, 2 rq, r 

1.6 Remark: The following comments bear on the version based on the model 

theoretic method. In a previous version of this method, rather than examin- 

ing each x ~ separately, we would really group them into short blocks XZ = 

(x ~+r ( < R2), for /3 divisible by lq2. Then our assumptions on the ground 

model V allow us to use the method to construct the name Z- in V. One of 

the ways ~ s  will be used is to "predict" certain elements p ,  E~'P r6 and certain 

P IS-names of functions F ,  which amount to guesses as to the restriction to a 

part of I-[, T1 of (the name of) a function representing some isomorphism F 

modulo .~. However in A6 this is already taken into account. 

1.7 LEMMA: ]If (qr162 is an increasing sequence of  at most  R1 members of  App 

such that qr _<~end qr for ~1 < ~2, then we can find q �9 App such that A q = 

Ur Aqr and qr <~_end q /or ( < ~. 

Proof'. We may suppose ( > 0 is a limit ordinal. If cf(() > l% then Ur q; will 

do, while if cf(~) = R0 then we just have to extend Ur ff  qr to a P I(Ur A qr 

of an ultrafilter on w, which is no problem. (cf. [Sh326, 3.10]). I1.7 

1.8 LEMMA: Suppose q �9 App, "7 > supAq, and B is a PIAq-name of a branch 

of (1-I, T~/  .T"~) v[PI'4q] . Then: 
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1. We can find an r, q <_ r E App with A ~ = A q U {7}, and a (PrA~)-name 

x o f  a m e m b e r  ofl-I~ T ~ / ~  which is akove B .  

2. We can find an r C App with q _<end r and A ~ = A q U [7,7 + wl), and 

a (P rA ~) -name B '  o f  a full branch extending B ,  which intersects every 

definable dense subset o f  (YI~ X T~ ) V[P rX] / J:~. 

3. In (2) we can also ask that  any particular type  p over rI A~lT  1~.~, T 2 ) /  ~ q 

(in v[PIA ]) is realized in (I-In T:)VIPtA I/ 

Proo~ 1. Make x x realize the required type, and let ~'r = 0. 

2. We define re = r I(AqtA [7, 7+~))  by induction on ( _< wl. For limit ~ use 1.7 

and for successor ( use part (1). One also takes care, via appropriate bookkeeping, 

that B ' should intersect every dense definable subset of (1-In A~T~/~-~)v[P r~4 ~] by 

arranging for each such set to be met in some specific (I-In A~r T~I J: ~r )v[P rA~r 

with ( < R~. 

3. We can take a ~ [7,7 + w~) with c o f a  r ~2 and use xa to realize the type. 

l l .s  

1.9 LEMMA: Suppose qo, ql,q2 E App, qo = q2I~ ,  qo <_ ql, ~4 ql C_ 13. 

1. I f  A q2 \ A qo = {3} and ~2 = O, then there is q3 E App, q3 >_ q~, q2 with 

A q~ = A q* u A q2. 

2. Suppose A q2 \ A q~ = {~}, cf(~) = R2, c~ 2 = 1, and in particular sup A q' < 

/7. Assume that B 1 is a P IA q' -name of  a full branch o f  

(TI 

. 

. 

A~I . T  1 , intersecting every dense subset o f  this tree which is definable in (1-I,~ ( n 
q l  

T2)/ .~q~ )v[P t.4 ], such that  B 1 contains the branch B 0 which x 13 induces 

according to q2. Then  there is q3 >_ ql, q2 with A q3 = A q~ U {j3}, such that  

according to q3, x ~ induces B 1 on (1-ITS~2: rAql )v[PrA'~]. 

I r A  q 2 \ A  q~ = {j3}, cf(~) = R2, ~2 = 1, and sup A q~ < 7 < ~ with 

cf7 ~ R2, then there is q3 E App with ql ~_ q3, q2 ~_ q3, . Aqa : .  Aqx [A .~q2 U 

h, 7 + 
There are q3 E App, ql, q~ _< q3, so that  A q3 \ ( A  q' U A q2) has the form 

U{[7r 7( "~- Wl): ~ E A q2 \ A q~ cf(()  = R2} where 7r is arbitrary subject  

to sup(Aq  re) < 7r < r 
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5. Assume 51 < R2,/3 < ~3, that  (Pi)i<& is an increasing sequence from App, 

and that q �9 App I/3 satisfies: 

For i < 61: Pi [/3 <_ q. 

Then there is an r �9 App with q ~e~d r and Pi <_ r for all i < ~1. 

6. Assume 51, 62 < R2, (/3j)j<52 is and increasing sequence with all/3j < ~3, 
that  (Pi)~<~ is an increasing sequence from App, and that  qj �9 Appr/3j , 

for j < ~2 where 52 < lq3 satisfy: 

For i < 51, j < 62: p~[/3j <_ qj; For j < j '  < 52: qj <--~.d qj'. 

Then there is an r C App with pi <<_ r and qj <_enar for all i < 5z and 

j < 5 2 .  

Proof: 1. The proof is easy and is essentially contained in the proofs following. 

(One verifies that  .T ql U ~-q2 generates a proper filter in V[PI(A ql u Aq2)].) 

2. Let A~ = A q' and let .f~ = ~'q~ for i = 1, 2, and A3 = A1 U .42 = A1 u {/3}. 

The only non obvious part is to show that in V[P[A3] there is an ultrafilter 

extending 5 r I u . f  2 which contains the sets: 

{ n : T ~  ~ x ( n ) _ < x z ( n ) }  f o r x  � 9  x a P [ A l - n a m e .  

If this fails, then there is some p E P IA3, a P IAl-name a of a member of 

.T1, a PIA2-name b of a member of 9c2, and some x �9 B1 such that  p IF" 

a c? b N c = 0" where c = {n:  x ( n )  <_ x p ( n ) }  for some (P  IAql )-name x ,  such 

that p IAl[ IF "x �9 B I "  and w.l.o.g IF "x  �9 l-I T 1'' Why only those three 
l l r r ~  - r n  " 

sets? by the amount~of closure under intersection we have. Let p~ = p f.4i for 

i = 0, 1, 2, and let H ~ C_ PIAo be generic over V, with Po �9 H ~ 

Let: 

A~[H ~ = {y e T~: For some P ] ,P l  _< P ] e  PrA1, p]rAo �9 H ~ 

and p~ IF- "x (n) < y, and n e a "  } 

Then Aln is a PFAo-name. Let d 1 = (1- InAln/ jCIAo)  v[PtAo]. 

necessarily dense in (1-In T 1 / j r  rclo)V[Pp4o], but the set 

~ ~ T 1 qo V[P [Ao] A * = : { Y  e ( l -  I n~ r ) : Y e A l ,  or 

y is incompatible in the tree with all y ,  E A 1} 

Now A1 is not 
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is dense, and it is definable (in H ~  (PtAo)T~/2rqo) ' hence not disjoint from B0. 

Fix Y �9 A * N B o .  As P I A t  forces (Ibpr.A1) that x �9 B1,  clearly x and y cannot 

be be incompatible (in n .~  (PIA,)T~), so, clearly p~ IA1 forces (l~-pt.4 ~) that x ,  

y are compatible in H.~ PtAo T~, and thus y �9 A 1. 

The following sets are in 5 c V[H~ 

A = { n :  for s o m e p ~ , p l _ < p ~  � 9 1 4 9  ~ 

and P'I j~- "x (n) < y (n), and n �9 a "}. 

B = {n: for some p~, P2 <_ p~ �9 P FA2, P2' [-40 �9 H ~ 

and p~ I~- "y (n) _< x ~ ( n ) ,  and n �9 b"} .  

For example, A is a subset of w in V[H ~ which is in .7 -ql . As the complement 

of A cannot be in 5 r q~ [H~ A must be in 5 r q~ [H~ 

Now for any n �9 A A B  we can force n �9 a n b A c by amalgamating 

the corresponding conditions p~, p~; as said above this finishes the proof of the 

existence of q3. 

3. Let Bo be the PrAq~ of the branch which x Z induces. By 1.8 (2) 

there is q~, Aq; = A q~ u [7,7 + Wl), ql _< q~ �9 App and there is a P [ A  q; -name 

B 1 _D B0 of an appropriate branch for q*l. Now apply part (2) to qo, q{, q2. 

4. As in [Sh326, 3.9(2)], by induction on the order type 7 of (A q~ \ Aq~): If 

7 = 0 trivial; I f 7  = 7 ' +  1, fl last member o f A  q2, ~2 = 0 use part (1); If 

7 = 7' + 1 and 3 last member of A q~, r = 1 use part (3). If 7 is a limit ordinal, 

use part (6) below. 

5, 6. Since (6) includes (5), 

details we will treat the cases 

outset that if 52 is a successor 

it suffices to prove (6); but as we go through the 

corresponding to (5) first. We point out at the 

ordinal or a limit of uncountable cofinality, then 

we can replace the qj by their union, which we call q, setting 3 = supj/3j, so all 

these cases can be treated using the notation of (5). 

We will prove by induction on 7 < w2 that if all ~j _< y and all pi belong to 

App I% then the claim (6) holds for some r in App [7. 

We first dispose of most of the special cases which fall under clause (5) (so for 

the present, q is well defined). If 51 = 50 + 1 is a successor ordinal it suffices to 
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apply (1) on (3) to P~0 and q. So we assume for the present that  51 is a limit 

ordinal. In addition if 7 = /3  we take r = q, so we will assume/3 < 7 throughout. 

THE CASE 7 ~ ")'0 -k 1, A SUCCESSOR: In this case our induction hypotheses 

applies to the Pi[To, q, /3, and 70, yielding ro in AppFTo with PiFTo <_ ro and 

q _~end r0. What  remains to be done is an amalgamation of ro with all of the 

Pi, where dompi  _C domro  U {70}, and where one may as well suppose that  70 is 

in domp~ for all i. This is a slight variation on 1.9 (1) or (3) (depending on the 

value of e v' , which is independent of i). 

THE CASE 7 A LIMIT OF COFINALITY GREATER THAN ~1: Since 51 < ~2 there 

is some 7o < 7 such that  all Pi lie in AppI~o and /3  < 70, and the induction 

hypothesis then yields the claim. 

THE CASE 7 A LIMIT OF COFINALITY ~1: Choose 7j a strictly increasing and 

continuous sequence of length at most Wl with supremum 7, starting with ~/0 =/3. 

By induction choose rj  E App I7j for i < wl such that:  

(0) r o = q ;  

(1) rj <e,a r~, for j < j '  < Wl; 

(2) Pi h ' j  -< r j  for i < 5i and j < wl. 

At successor stages the inductive hypothesis is applied to Pi[Tj+l, r j ,  7j, and 

7j+1. At limit stages j we apply the inductive hypothesis to pi rTj, rj, for j~ < j ,  

7j, for j~ < j ,  and 7j; and here (6) is used, inductively. 

Finally let r = [.J r j .  

We now make an observation about the case of (5) that  we have not yet treated, 

in which 7 has cofinality w. In this case we can use the same construction used 

when 7 has cofinality R1, except for the last step (where we set r = U r j ,  above). 

What  is needed at this stage would be an instance of (6), with the rj in the role 

of the qj and 52 = 0J. 

This completes the induction for the cases that  fall under the notation of (5), 

apart  from the case in which 7 has cofinality w, which we reduced to an instance of 

(6) with the same value of 7 and with cf52 = w. Accordingly as we deal with the 

remaining case we may assume cf52 = w. In this case q = U qJ is a well-defined 
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object, but not necessarily in App, as the filter 9 rq  is not an ultrafilter (there are 

reals generated by P r(domq) which do not come from any P F(domqj)). 

Now we prove part  (6), so by the cases already treated, 52 is a limit ordinal. 

We distinguish two cases. If/3 = : sup ~j is less than 3, (remember qj E App r/3j), 

then the induction applies, delivering an element r0 C App r/3 with Pi [/3 _< r0 and 

all qj ~-~end r0. This r0 may then play the role of q in an application of 1.9 (5) 

for the same ?, and either it has already been proved or it is the last case above 

which was reduced to a case of 1.9 (5) in which/3 -- 7, a case treated below. 

In some sense the main case (at least as far as the failure of continuity is 

concerned) is the remaining one in which/3 = ~. Notice in this case that  although 

Pi I~j ~ qj it does not follow that  Pi r/3 -< q (for the reason mentioned above: Pi [/3 

includes an ultrafilter on part  of the universe, while the filter associated with 

q need not be an ultrafilter). All that  is needed at this stage is an ultrafilter 

containing all .~P' U 9 vqj. As this is a directed system of filters, it sufficed to 

check the compatibili ty of each such pair, as was done in 1.9(2). ]]1.9 

1.10 CONSTRUCTION, FIRST VERSION. We force with App and the generic 

object G gives us a P -name  of an ultrafilter in Y[App][P] = V[G][P]. The 

forcing is lq2-complete by 1.9 (6). We also claim that  it satisfies the ~3-chain 

condition (see below), and hence does not collapse cardinals and does not affect 

our assumptions on cardinal arithmetic. (Subsetes of lq2 are added, but not very 

many).  Let 9 ~ a  = U{~-~: r c G}, it is a P -name  of an ultrafilter on w, it belongs 

to V[G]. In particular for each member  r of the generic subset of App we have 
~-[G] n ~(~.J) V[G]PrAr = )u[G] N ~)(02) v[Pt'Ar] and (1-I Ar(T,~,T~)/1 2 ~ ) v [ P r A  r] 

both are P rA~-names, no~ depending on forcing with App, i.e. on G. ~ 

We now check the chain condition. Suppose we have an antichain {q~} of 

cardinality ~3 in App, where for convenience the index a is taken to vary over 

ordinals of cofinality R2. We claim that  by Fodor's lemma, we may suppose that  

the condition q~ ra is constant. One application of Fodor's lemma allows us to 

assume that  7 = sup(A q~ N a)  is constant. Once 7 is fixed, there are only R2 

possibilities for q~ [% by our assumptions on the ground model, and a second 

application of Fodor's lemma allows us to take q,  ['y to be constant. 

Now fix a l  of cofinality R2 (or more accurately, in the set of indices which 

survive two applications of Fodor's lemma),  and let q~l = : q ~ , / 3  = sup .A ql , and 

take a2 > / 3  of cofinality R2. We find that  q~2 = : q~2 and ql are compatible, by 
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1.9(4), and this is a contradiction. 

Let G ~ = G A (Appt~) and 5 c a  - U{gc~: r E G~} (for/3 < 113). 

1.11 CONSTRUCTION, SECOND VERSION. As we wish to apply the model theo- 

retic method (over a suitable ground model) and build the name of our ultrafilter 

in the ground model, we proceed as follows. For a _< 113 we choose G ~ C_ App[a,  

directed under _<, increasing with a, inductively as in A 22 making all the com- 

mitments we can; more specifically, take Af~ -~ (H(~++I),  E) of cardinality 112 

with a E A;~, 112 C_ Aft, Af~ includes the sequence of the first a moves and is 

(< 112)-complete, increasing with a, and the oracle associated with 0 s  belongs 

to N'~, and in stage a if the Guelf will make all the commitments known to Aft, 

then G ~ is in the ground model but behaves like a generic object for App [a in 

V, and in particular gives rise to a name ~-~. Note that V[G~] = V here. 

The lengthy discussion in [Sh326] is useful for developing intuition. Here we 

will just note briefly that what is called a commitment here is really an isomor- 

phism type of a commitment, in a more conventional sense: this is a device for 

compressing tt3 possible commitments into a set of size 112. 

The axioms in the appendix have been given in a form suitable to their ap- 

plication to the proof of the relevant combinatorial theorem, rather than in the 

form most convenient of verification. 1.9 above represents the sort of formulation 

we use when we are actually verifying the axioms. 

We will now add a few details connecting 1.9 with the eight axioms of paragraph 

A6. The first three of these are formal and it may be expected that  they will be 

visibly true of any situation in which this method would be applied. The fourth 

axiom is the so-called amalgamation axiom which has been given in a slightly 

more detailed form in 1.9(4). The last four axioms are various continuity axioms, 

which are instances of 1.9(6). We reproduce them here: 

5'. If (p~)i<~ is an increasing sequence in App of length less than A, then it has 

an upper bound q. 

6'. If (Pi)i<e is an increasing sequence of length less than A of members of 

App[(~ + 1), with ~ < A + and if q E AppF~ satisfies Pi[~ <_ q for all i < 6, 

then {pi: i < 6} u {q} has an upper bound r in App with q <~end r. 

7'. If (~j)j<~ is a striclty increasing sequence of length less than ,~, with each 

~j < A +, and p E App, ql E App [~i, with pI~j <_ qj, and pj, I~j = Pj for 

j < j '  < 5, then {p} U {qj: i < 6} has an upper bound r with all qj ~end r -  

8'. Suppose 51, 62 are limit ordinals less than ,~, and (~j)j<62 is a strictly 
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increasing continuous seqeuence of ordinals less than A +. Let I(61, 62): = 

(61 + 1) x (62 + 1) \{(61,69_)}. Suppose that  for ( i , j )  C I(61,62) we have 

Pij E App Ifli such that  

i ~ i I ~ Pij ~_ Pi'j  

J <_ j '  ~ Pq  -- Pij '  rflj; 

Then {pij:  ( i , j )  E I(61,52)} has an upper bound r in App with r[ f l j  -- P~I,J 

for all j < 51. 

The first three are visibly instances of 1.9(6). In the case of axiom (8') we set 

Pi = Pi,62 for i < 51 and qj -- P~I,J for j < 62. Then Pl I/3j = Pi,j <_ qj,  so 1.9(6) 

applies and yields (8'). 

1.12 LEMMA: S u p p o s e  5 < R3, cf(6) --- l~2, and  H ~ C P t6  is gener ic  for PF6. 

T h e n  in V[G~][H ~] we have: 

-[ ~ (T  1 T2~/"x'~[H ~] is R2-compact .  
n \ n ~  n } / * "  

Proof." Similar to 1.8(3). We can use some x ~ with/3 of cofinality less than R2 

to realize each type. In the forcing version, this means App forces our claim to 

hold since it can ' t  force the opposite. In the alternative approach, what we are 

saying is that  the commitments  we made include commitments  to make our claim 

true. As 2 ~1 = R2 in V[H ~] we can "schedule" the commitments  conveniently, so 

that  each particular type of cardinality ~1 that  needs to be considered by stage 

6 in fact appears before stage 6. |1.12 

1.13 KILLING ISOMORPHISMS. We begin the verification that  our filter F saris- 

ties the condition of Proposition B. We suppose therefore that  we have a P -name  

F and a condition p* C P forcing: 

"F  is a map from I-l= T,~ onto [I= T2 which represents an isomorphism 

n~odulo 5 c ." 

We then have a stat ionary set S of ordinals ~ < R3 of cofinality R2 which satisfy: 

(a) p* C PI& 

(b) For every P [6-name x for an element of 1-I~ T~, F (x )  is a P I6-name. 

(c) Similarly for F -  1. 

If we are using our second approach, over an L-like ground model: 

(d) At stage 6 of the construction of the G ~, the diamond "guessed" p~ = p* 

and F ~ = F I& 
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(In this connection, recall that  the guesses made by diamond influence the choice 

of "commitments" made in the construction of the G6.) Let y * =: F (x ~). Then: 

$)y* 

"y * induces a branch in (H~ T2/~-)v[Pi~] 

p* IF- which is the image under F 

of the branch which x 6 induces on (Ha  Tln/~)y[PI~] ,, 

Now we come to one of the main points. We claim that  there is some q* C G 

such that: q* r6 E G ~, x ~, y* are (P rA q" )-names, and with the following property: 

(t)~ Given ql �9 G ~ with q* r6 -( ql and P rAql-names (x ,  y )  with x �9 H T~, 

T 2 ' ' ' r6 �9 G ~, we have: Y �9 H n, then for any q3 E App with ql, q* < q3 and q3 

~x' ~Y are (PrAq;t~)-names and p* rAq'3 forces (i.e. II-p[Aq~. ) the following: 

(a) "IfY = F~(x)  then: x -( x6 iffY < Y*, and 

(b) if Y and F (x )  are incomparable, then x _< x ~ implies y ~( y *." 

Notice here ~hat q~ need not be in G. 

The reason for this depends slightly on which of the two approaches to the 

construction of G we have taken. In a straight forcing approach, we may say that  

some q* �9 G forces (*)y . ,  and this yields (t)~. In the second, pseudo-forcing, 

approach we find that  our "commitments" include a commitment  to falsify ( . ) y .  

if possible; as we did not do so, at a certain point it must have been impossible 

to falsify it, which again translates into (t)~. 

We now fix q* satisfying (t)e, and we set q0 = q* I& At this stage, (t)~ 

gives some sort of local definition of F I6, on a cone in ( n  ~(T2/3c6) V[PI~], (the 

cone is determined by q0). The next result allows us to put this definition in a 

more useful form (and this is nailed down in 1.15). One may think of this as an 

elimination of quantifiers. 

1.14 LEMMA: Suppose that: 

(1) qo,ql,q2, q3 are in App with qo = q2[~o -( ql --(end q3, and q2 < q3. 

(2) q0 _ r0 E App with A ql C_ A ~o C/30. 

Let Ai = A q' for i = 0, 1, 2, 3, and suppose that  

(3) fo is a P IAr~  of a partial map from (Ha(Tin,T2)) v[PIA1] into 

(Hn(T~,T~)) V[P~A~~ representing a partial elementary embedding of 
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( [ L  4o T 1 (~,T~)/?~,4~) v[prA~] into rn AorT~ T?~/:rl,4,o)ViPm ~] 

T 1 ~,40)V[PtAo] which is equal to the identity on ( I ~ (  ~, T2n)/ 9 c 

Then there is an r ~ App with: q2 <_ r; ro ~end r, `43 ~ "4r ; "4 r N ~O -~- "4r~ and 

there is a P-name f of a function from ([I~(T~., T2n)) V[PIA~] into 

(I](T:, 
n 

A2 1 T2 [,43)v[p rA3] , ~) /  into representing an elementary embedding of (YL~ (T~ 5 r 

( I-[  A2 1 2 (T~, T~)/  :~ ['4") vCprA'] 
n 

which is the identity on (1-In(Tin, T2n ) / .7= [ "4~ ) v[P tA2] . 

Proof." It will be enough to get f as a partial elementary embedding, as one 

may then iterate 1.8(3) R1 times. 

We may suppose ~o = inf (,43 \ "4"~ Let `43 \ fl0 - (B~)~<~ be enumerated 

in increasing order. We will construct two increasing sequences, one of names f 

and and one of elements ri E App, indexed by i _< ~, such that  our claim ho~s  

for f i, q2 ~l~i, q3 Ifll, ri,  and in addition .4 ~' _C/~i and ri is _<end-increasing. At the 

end we t a k e r = r ~  a n d f  = f ~ .  

THE CASE i = 0: Initially ro and f o are given. 

THE LIMIT CASE: Suppose first that  i is a limit ordinaI ofcofinality Ro, and let 

,4 = Uj<~ -4 ~.  In this case [.Jj<~ ~ J  is not an ultrafilter in V[P[,4] and the main 

point will be to prove that  there is a P [,4-name for an ultrafilter 3=~ extending 

~q~tZ, and Uj<{ ~ , such that  

(N  eta T2~WlPt(A2n~,)] and as (*) The map f i  defined as the identity on ~11n~ n, ,~,  

(J j<i fJ  on the latter 's domain is a partial elementary map from 

into 

( H  A2n& (T2, T2)/  F I('43 C~ ~))v[Pt(~3n&)] 
?2 

A2n~ 1 ( ~ k  (T~, T~)/ ~ '~ )v[Pr•]. 
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So it will suffice to find Yi  making ( ,)  true. This means we must check the finite 
~ 

intersection property for a certain family of (names of) sets. Suppose toward a 

contradiction that we have a condition p �9 P I A  forcing "a ~ b A c = ~," where 

for some j < i: 

(A) a is a P IA ~-name for a member of Y ~ 

(B) b is a P I A q 2 ~ - n a m e  for a member of yq2[~i 
(C) c is the name of a set of the form: 

.Aq2 IO.(_1 {n: ",'I'~,T~) ~ ~(x(n) , f  j(Y)(n))} 

(note: f j ( y  ) is a (V rA ~ )-name). 

(C1) x ,  y are finite sequences from ~n~n,(]-[ (T1 ~nJj~F2~Y[Pr'Aq2rfh] and D o m f j  C_ 

1 2 v[P (1-I,~(T~,T,)) t(A3n~j)] respectively. 

(C2) ~ is a P [Aq2r~'-name for a formula in the language of 1--i~ A~2F0, d/;~, 1 ~ ) ( ~ 1  --2- 

(C3) ~ (x ,  y ) holds in (1-I,~ ~42n~, (2r~, T~)/y r(A3 A ~))v[P/A3nZd. 

Here j < i arises as the supremum of finitely many values below i. Note 

that as i is a limit ordinal, we have no "bigness" condition. As x can be absorbed 

into the language, we will drop it. 

Now let H be generic for P [(.A2 ffl/~j) with p[(.A2 cI 133.) �9 H, and define: 

An =: {u :  for some P2 ~ p[(A2 N Zi) in :pA~nZ~ with P2 [(A2 CI flj) �9 H, 
~ 

P2 ]J- "n  �9 b and  A~ r0~ 1 2 (TC~,TX) ~ ~o (u)."} 

An is a Pr(A2 N/~j)-name of a subset of T~. Note (A~)n<~ is a relation in 

(2r~, T2). By hypothesis {n: .aq~ ro~ (T~, T 2) ~ ~' (y (n))} �9 7 q3 r~,, and 

this set is contained in the set c '  = : {n: y ( n )  �9 An}, hence p forces c '  to be 

in y qa ~'~i. But c ~ is a (P  FA qa tN) -name. Therefore c ~ �9 y q3 tN and applying 

f j , w e  find: ~ ~ ~ 
~ 

{n: f j ( y ) ( n )  �9 An} �9 .~ri. 

Hence we may suppose that  p forces: for n �9 a ,  f j ( Y ) ( n )  �9 m~.~ But then 

any element of a can be forced by some extension of p to lie in b n c ,  by 
~ 

amalgamating appropriate conditions over A2 N ~j. 

Limits of larger cofinality are easier. 
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THE SUCCESSOR CASE: Suppose now tha t  i = j + 1. We may suppose tha t  

fly C .42 as otherwise there is nothing to prove. If c q2 = 0 we argue as in the 

previous case. So suppose tha t  r q~ = 1. In par t icular /3j  has cofinality b~2. Zj 

Using 1.8(3) repeatedly,  and the limit case, we can find B,  q~, r', f '  such 

tha t  ( remember  tha t  by the first sentence in the proof  we look for f '  with domain 

[Ira( m, vLP'Aq  (Dora f j)  U T 1 t~]): 

(1) q3[~j ~_end q~; Aq; C_ /~j; 

(2) rj <end r'; W' C /~j; 
r i 

T 1 (3) f '  is a m a p  from 1 - I . ( n , T 2 )  V[PrA~a] onto Ylx~.~, (T1 T2~v[PrA~-~J ] representing 

t t 

an e lementary embedding of (Iln Aq2r~J (T~,I T~n2)/.Tq~)V[P[Aq~] into 

(1-In Aq~ ~"J T1 ' ~' ( ~,T2)/ .T~ )v[PrA ] extending f j ;  
! 

(4) B is a Pr`4q~-name of a branch of (I-[nT~/.Tq'~) v[prA~] which is suffi- 

~en t ly  generic; ~ 
! r I 

(5) f ' [B]  is a P[`4~' -name of a branch of (1-InT~/.T ~ )v[PI.4 ] which is suf- 

ficiently generic. 

(6) B includes {x :  x is a P I `4q2fZ~-name of a member  of 1-I~T~ which is 

below x Cj according to q2 I~j }, ( remember  tha t  this is a P [ .4q~ IZJ_name 
by the definition of App).  

Let  q~ satisfy q3 [fl~ -< q~, q~ ~end q3, with .4q'a C_ /3i such tha t  according 

to q~ the vertex ~x Z~ lies above B~ (using 1.9(2)). We intend to have ri put  

xz j  above f ' [ B ]  (to meet  conditions (5.2, 5.3) in the definition of App),  while 
~ ~ 

meeting our other  responsibilities. As usual the problem is to verify the finite 

intersection proper ty  for a certain family of names of sets. Suppose therefore 

toward a contradict ion tha t  we have a condit ion p E P forcing "a Nb n c  Nd = 0," 

where: 

a is a PI`4~ ' -name of a member  of .T~'; 

b is a P I.4 q2 ICh_name of a member  of 5 c q~ tZ~; 

c is the name of a set of the form 

{n: A~r'~(r~,r~) ~ ~(2z~(n),z,/'(y)(n))} 
~ 

d is{n:~rnl ~ x ( n ) < x  (n)} 
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where in connect ion with  c and d we have: 

! 

T 1 T2"~'~v[PIAq~] Y is a finite sequence from (1-I~( n, ~H 

T 1 ~'] z is a finite sequence f rom 1-I~( ~, T2) v[PI'4~2 

A:~NJ31{TI T2"~ / .T'q~3 ) V[P[,Aqt3] (x fl~, z Y) is defined and holds in ( [ In  ~ - ~ , - n  J , - -  

x is a P[Aq~-name for a m e m b e r  of f '[B] (in connection with d ). 

We can absorb  the  pa rame te r s  z occurring in ~ into the  expanded language 

which is associated with I-I(T d, T~) A~'2r~' as individual  constants  so w.l.o.g z 

disappears .  

Let  H* _C P be generic over V with  H C_ H* and p �9 H*.  So H = 

H* rA q2 t~j and set H1 = H* IAq[, and H3 = H* IA q'3. In V[H] we define: 

A 1 =: ((x,u):  

A 2 u):  n = :  {(X*,  

For some Pl  �9 P r A  ~', with P t  _> p I A  *' and plrA q2t/sj �9 H, 

Pl  forces: "n �9 a ,  x (n) = x, f ' ( y ) ( n )  = u.} 

For some p~ �9 P~A q*r~* with P2 _> p [ (A2  ~ 3~) 

and p2 I(A2 M ~3j) �9 I-I, 

p2 forces: " n � 9  b ,  x ( n ) = x * ,  ~ ~/~ and ~ (x*, u) ."}  

In V[H] there is no n satisfying: 

(*n) (3x, x*, u)[(x, u) �9 A 1 & (x* ,u )  �9 A 2 & x < x*.] 

Otherwise we could extend p by a m a l g a m a t i n g  suitable conditions P l ,  P~, to 

force such an  n into a N b M c N d .  

For n < w and u �9 T~ let 

A~(u) =: {x E T2: (x,u) E A 2} 

A 3 ( u )  =: {x e T~: Ei ther  ( x , u )  E A~ or there is no x '  above x 

in T 1 for which (x' ,  u) �9 A 2}. 

Then  A 3(u)  is dense in T 1, and hence A 3 =: I I  A 3 / j r q 2  rZj [HI is a dense subset  

of T /.r q2 )vIP 
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Let T = (T 1, T2; A 2, A 3) be the ultraproduct 

1 2 T~; A 2, A 3)/_~q3 ) V[Ha]. 
n 

Now ~ [ x Z j , y ]  holds in [ I .  A2n~(T~,T2)/.Tq'3[H3], so x~j[H3] E A2(Y[H3]) 

(using Log' theorem to keep track of the meaning of A 2 in this model). By the 

choice of B ,  B [H1] meets A3(y [H1]) (as the later is dense) and indeed: 

(1) A3(y [H1]) M B [Hl] is unbounded in B [Hi]. 

For z e A3(y [Hl]) M B [Hx], as z < x Zj we have also z e A2(y [H,]) N B [H1]. 

Hence in V[H1] we have: 

(2) A2[y] N B [H1] is unbounded in a [H1]. 

Hence A2(f ' (Y ))M f '[BI[H* rW'] is unbounded in $'[BI[H* IW'], and we can 

find z e A2(f ' (Y [H3])) n f ' [B][H*LAJ']  with z < z (all in the ultraproduct 

1-I, T2/.Tr'[H*L A''] as f '  is an elementary embedding). In particular for some 

n e a [H*], we have x (n)[H*] < z (n)[H*] in T 2 and z (n) e A2(y (n)). Letting 

x = x(n)[H1],  x* = z (n)[H1], and u = f ' (y)(u)[H[.A"'],  we find that (*n) 

holds in V[H], a contradiction. |1.14 

1 . 1 5  W E A K  DEFINABILITY. 

PROPOSITION: Let ~ < }{3 be an ordinal of cofinality }{2 satisfying conditions 

1.13 (a-d). Suppose ql,q2 E G, q2I~ = qo < ql, .4 q~ C_ 6, ~ E r y* is a 

P [A q2-name of an element of rI= T~, and e~ 2 = 1. Suppose further that x ', x "  

and y ' ,  Y" are PFAql-names, p E P, pi = prA  q~ (i = 1,2), and: 

P2 IF "F ( x ~ ) = y *" 

T 2 ,,. Pl I}-"x' ,x" C YInT~, and y ' , y "  E 1-In-n , 

pl  I~-"The types o f ( x ' , y ' )  and o f ( x " , Y " )  over {x / :V: x a P[Aq~ of a 

member of H.Aq~ 1 2 (T~,T~)} in the model (1-I~'aq~176 J:q~)v[ PI~tql] 

are equal." 
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Then the following are equivalent. 

1. There is r ~ E App such that ql,q2 <- r~ r~ E G ~, and 

p iV '<l]Tn~/m ~~ ~ ( x ' / m  ~~ < ~ / ~  ~~ and 
n 

n 

2. There is r 1 E App such that ql,q2 <_ r 1, r1177 E G 6 and 

piV <'l-I T~nl ~ '  ~ (s  < s .nd 
n 

TI T~I :r ~' ~ ( y " / . r " '  < y *l.r~'). '' 
n 

Proo~ By symmetry it suffices to show that (1) implies (2). Take H ~ C_ PpT$ 

generic over V with Pl E H 6, and suppose that r ~ is as in (1). Let r0 = r~ and 

let f o be the extension of the identity map on (I-I T~) y[PtA]q~ by: f o(X') = x " ,  
~ y  ~ ~ 

f o ~) = y n. Writing/70 = 77 and taking q3 provided by 1.9(4), we recover the 

assumptions of 1.14, which produces a certain r in App, an end extension of r ~ rh; 

here we may easily keep rr77 E G 6 (cf. 1.11). It suffices to take r I = r. 111.15 

1.16 DEFINABILITY. We claim now that F is definable on a cone by a first 

order formula. For a stationary set So of 77~<: ~3 of COfinality )42, we will have 

conditions (a-d) of 1.13 which may be expressed as follows: 

Both F r(P r77 - names) and F -1 r(P r77 - names) are P rh-names; 

When working with ~s :  

0 s  guessed the names of these two restrictions and also guessed p* correctly; 

and hence for suitable y ~ and q~ we have the corresponding conditions ( . )y  ~ and 

(t)~ (with q~ in place of q*). By Fodor's lemma, on a stationary set $1 C_ So we 

have q0 = q~ r77 is constant, and also the isomorphism type of the pair (q~, y ~) 

over .4 qo is constant. 

So for 77 in $1, we have the following two properties, holding for x t in 

V[P r77] and Y' = F (x ' ) ) ,  by (t)6 and 1.15 respectively: 

1. The decision to put x ~ below x ~ implies that y~ must be put below y *; 

and 
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2. This decision is determined by the type of the pair ( x ' , y ' )  in 

1-I "4q~ ( T ~ , T ~ ) /  )rV[H][Pr~/H]. 

As S1 is unbounded below R3 this holds generally. 

This gives a definition by types of the isomorphism F above the branch in 

I-I T~n/.7- v[Pr'aq~ which the condition q~ says that  the vertex x ~ induces there 

(using 1.9(2)), and this branch does not depend on 6. Note that  this set contains a 

cone, and the image of this cone is a cone in the image. Now by R2-compactness 

equivalently R2-saturation, of [In "Aq~ (Tin, T2n)/5 rv[PrA~~ we get a first order 

definition on a smaller cone; this last step is written out in detail in Lemma 1.17 

below. This proves Proposition B. 

1.17 LEMMA (true definability): Let M be a A-saturated structure, and A C_ M 

with [A[ < A. Let  (D1; <1), (D2; <2) be A-definable trees in M;  that  is, the 

partial orderings <i are linear below each node. Assume that  every node of  D1 

or D2 has at least two immediate  successors. Let  F: D1 ----* D2 be a tree 

isomorphism which is A-type-definable in the following sense: 

If(x)  = y& t p ( ( x , y ) , A )  = tp ( ( x ' , y ' ) ,A ) ]  ~ f ( x ' )  = y'. 

Then f is A-definable (i.e. by a first order formula with parameters from A),  on 

some cone of D1. 

Note: We do not require a relation eq meaning equality of level exists. Before 

entering into the proof, we note that  we use somewhat less information about F 

(and its domain and range) than is actually assumed; and this would be useful 

in working out the most general form of results of this type (which will apply to 

some extent in any unsuperstable situation). We intend to develop this further 

elsewheret, as it would be too cumbersome for our present purpose. Note that  

this fits well with the framework of [Sh72], [Shl07]--also there there is a lemma 

saying every type definable object of a specific kind in a quite saturated model 

is definable. See more in [Sh384]. 

The proof may be summarized as follows. If a function F is definable by 

types in a somewhat saturated model, then on the locus of each 1-type, it agrees 

with the restriction of a definable function. If F is an automorphism and the 

locus of some 1-type separates the points in a definable set C in an appropriate 

t See [Sh384], [Sh482] 
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sense, then F can be recovered, definably, on C. Finally, in sufficiently saturated 

trees of the type under consideration, some 1-type separates the points of a cone. 

Details follow. 

Proof." If we replace M by a A-saturated elementary extension, the definition of 

F by types continues to work (and the extension is an elementary extension for 

the expansion by F).  In particular, replacing [M[ by a more saturated structure, 

if necessary, but keeping A fixed, we may suppose that  A > IT], ]A], ~0. 

We show first: 

(1) There is a 1-type p defined over A such that  its set of realizations p[D1] is 

dense in a cone of D1, 

i.e., for some a in D1 we have that  any element above a lies below a realization 

of p. Why? For any 1-type p over A, if p[D1] does not contain a cone of D1 then 

by saturation there is some ~ E p with: 

Va3b > a -~3x > b ~(x) 

So if (1) fails we may choose one such formula ~p for each 1-type p over A, and 

then it is consistent (hence true) that  we have a wellordered increasing sequence 

ap (in the tree ordering) such that  for each 1-type p, above ap we have: 

By saturation there is a further element a above all ap (either by further increasing 

A or by paying attention to what we are actually doing) and we have arranged 

that  there is no 1-type left for it to realize. As this is impossible, (1) holds. We 

fix a 1-type p (which is a complete type over A) and an element ao in D1 so that  

the realizations of p are dense in the cone above ao. It  is important  to note at 

this point that  the density implies that  any two distinct vertices above ao are 

separated by the realizations of p in the sense that  there is a realization of p lying 

above one but not the other (here we use the immediate splitting condition we 

have assumed in the tree D1). 

Let a realize the type p, and let q be the type of the pair (a, F(a)) over A. 

If b is any other realization of p, then there is an element c with the pair (b, c) 

realizing q, and hence F(b) = c so in particular F(a) is definable over A u {a} 

and by the assumption of the lemma p determines q uniquely. So each realization 

a of p determines a unique element d such that  the pair (a, d) realizes q, and by 
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saturation there is a formula ~(x, y) C q so that ~(x, y) ~ 3!z ~(x, z). Hence 

p U {qz}[-q. 

Now the following holds in M: 

;(x) u ; (x ' )u  y), V)} (x < x' y < y') 

and hence for some formula r  �9 p the same holds with p replaced by r 

Increasing ~ we may suppose ~(x, y) ~ r  and conclude that ~(x, y) defines 

a partial isomorphism f .  Let B be {a > ao : 3y~p(a, y)}. Now f coincides with F 

on the set of realizations of p above a, and the action of F on this set determines 

its action on the cone above a by density (or really by the separation condition 

mentioned above), so f coincides with F on B. Furthermore the action of F on 

B determines its action on the cone ab.ove a0 definably, so F is definable above 

a.  

The definition ~*(x, y) of F on the cone above a obtained in this manner 

may easily be written down explicitly: 

"Vx', y' [~(x', V) ~ (x < x' ~ Y < V)]" 111.17 

For the application in 1.15 we take A = R2. "1.16 

Here we have finished proving the main theorem 1.2 and proposition A from 

the Introduction. ~1.2 

1.18 PROPOSITION: P forces: In I]n T1/  jr (2 r = Jr[G~3]), every full branch is 

an ultraproduct of  branches in the original trees T~ ~. 

First Proof  (in brief): Following the line of the previous argument we argue as 

follows: If B is a P-name for such a branch, then for a stationary set of ordinals 
N 

5 < Na of cofinality R2, B • (I-InTln/.T') v[PrS] will be a full branch and a P~g- 

name, guessed correctly by ~s .  We tried to make a commitment to terminate 

this branch, but failed, and hence for some q* and y*, witnessing to the failure, 

we were unable to omit having q* [6 E G e where q* is essentially the support of 

"y* is a bound". Using 1.13 one shows that the branch was definable at this point 

by types in R1 parameters, and by R2-compactness we get a first order definition, 

which by Fodor's lemma can be made independent of 6. 111.18 

Filling in the details in the foregoing argument constitutes an excellent, 

morally uplifting exercise for the reader. However the more pragmatic reader 

may prefer the following dull derivation of the proposition from Proposition B. 
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Second Proof." We can derive the result from Proposition B. In the first place, 

we may replace the trees T~ in the proposition above by the universal tree of this 

type, which we take to be T = Z <~ (writing Z rather than w for the sake of the 

notation used below). Now apply Proposition B to the pair of sequences (T~), 

(T 2) in which T~ = T for all i, n. Using the model of ZFC and the ultrafilter 

referred to in Proposition B, suppose B is a full branch of T* = rI  T2n/3c (in 

V[G~3]), and let Z* -- Z ~ / ~ ,  N* = N~/$  -. For each i E N* let B~ be the i-th node 

of B; this is a sequence in (Z*) [~ which is coded in N*. Define an automorphism 

fB of T* whose action on the i-th level is via addition of Bi (pointwise addition 

of sequences). Applying Proposition B and Log' theorem to this automorphism, 

we see that fB is the ultraproduct of addition maps corresponding to various 

branches of T, and that B is the ultraproduct of these branches. 111.18 

1.19 COROLLARY: It is consistent with ZFC that ~ / j z  is Scott-complete for 

some ultrafilter jz. 

Here ll~ ~/ .~  is called S c o t t - c o m p l e t e  if it has no proper dedekind cut 

(A, B) in which inf{b - a : a E A, b E B} is 0 in I~ / .~ .  Now 1.18 is sufficient for 

this by Keisler Schmere [KeSc, Prop. 1.3]. This corollary shows that  a positive 

answer to Question 4.3 of [KeSc, p. 1024] is relatively consistent with ZFC. 

1.20 Remark: In the proof of 1.2 the predicate "at the same level" may be 

omitted from the language of the trees T~ throughout as the condition on x 

that uses this (the "full branch" condition) follows from the "bigness" condition: 

meeting every suitable dense subset. 

2. C u t s  in m o d e l s  o f  P e a n o  a r i t h m e t i c  

2.1 INTRODUCTION. We refer to a proper Dedekind cut (A, B) in a linear order 

as a gap.  We refer to the cofinality of A and the coinitiality of B as the left and 

right cofinalities of the gap, respectively. For results provable in ZFC see [Sh- 

a, Sh-c, VI 3.12 p. 357]; for example, in N"~/) v, 5 r in ultrafilter on w, if we 

take A = N (C N ~ / ~ )  and B its complement then any regular cardinal in the 

interval (R0, 2 ~~ can be the right cofinality of this cut. In general the possible 

values of these cofinalities in ultrapowers of the linearly ordered set N, or other 

reduced products, depend heavily on the set-theoretic background. (See [DW] 

for background information.) However we show here by a simple argument: 
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2.2 THEOREM: Let N" be a nonstandard model of Peano arithmetic. Then there 

is a gap in Af whose left and  right cofinalities are  equal.  

As a corollary,  any lq l - sa tu ra ted  e l emen ta ry  extens ion of N ,  and  in par t ic -  

ular  any u l t r apower  AfI /J:  with  respect  to an w-incomplete  u l t raf i l ter ,  has a gap 

whose left and  r ight  cofinalit ies are bo th  uncountable .  This  answers a ques t ion 

posed  in a s l ight ly  different formula t ion  in [LLS] (and,  as we have la te ly  learnd,  

by Renl ing  J im) ,  which we review in 2.5 below. 

2.3 CONSTRUCTION. We will wri te  e x p x  for x ~. 

We will cons t ruc t  e lements  a . . . .  ba,~ in 3 / f o r  n < w and  c~ < 7o for some 

l imi t  o rd ina l  70, such t h a t  for all n and  for all  a < / 3  < 70: 

(1) aa,n < a~,n < bz,n < b~,~; 

(2) exp(b~,~+l)  < a~+l ,~ - a~,n. 

The  cons t ruc t ion  is by induct ion  on l imi t  ord ina ls  7. At  each s tage  we 

cons t ruc t  all of the  e lements  a~,n and b~,~ for c~ < 7, as long as this  is possible.  

To in i t i a te  the  cons t ruc t ion ,  wi th  3' = w, we first choose infinite e lements  

d~ E N" for n finite such tha t  for all n we have e x p d n + l  < <  d~, where we 

wri te  x < <  y if kx < y for all finite k. We let  ai,~ = d,~+l + i �9 exp (dn+ l )  and  

bi,n = dr, - i - 1. In  pa r t i cu l a r  ai,~ < [d~/2] < bi,n for i, n finite. 

2.4 THE INDUCTIVE STEP. Now suppose  the  e lements  ao~,n and b~,n have been  

chosen for a < 7 wi th  7 a l imi t  ordinal .  Let  An, B~ be the  ranges  of the  sequences 

a . . . .  b~,~ (for c~ < 7) respect ively.  If  one of the  pai rs  (An, B~) de te rmines  a 

gap in N',  then  it is the  desired gap  (i.e. the  gap  ({x: (3y E An)(x < y)},  

{x: (3y E Bn)(y < x)}) .  Assume therefore:  

For  all  n there  is an e lement  cn wi th  An < c~ < Bn 

i. e. (Vx e An)(Vy �9 Bn)[x  < c~ < y]. 

Under  this  a s sumpt ion  we will cont inue the  cons t ruc t ion  by defining a~+i,~ and  

b~+i,n for all  finite i, n. 

' ' (i. e. (Vx E We set c~ = c~ - e x p c ~ + l  and we observe t ha t  An < % 

An)(x < c~)) since: 

i for c~ < 7. a~,n < a~+l ,n  - exp(b~,~+l)  < a~+l,~ - exp c~+l < Cn -- exp c~+1 = % 
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We set (for i, n < w ): 

! 
a~+i,~ =: cn + i �9 exp (c ,+ l  - 1); 

bx+~,~ = ' .  C'n + C~+1 " exp(c~+l -- 1) -- i. 

Condi t ion (1) clearly remains  valid: a~+i,~ increase with i [by its definition], 

for a < % a~,n < ae+~,~ [as a~,n E An hence by a previous s t a t emen t  a~,n < 

c~' and tr ivially c.~ < a~+i,~], also a~+i,~ < b~+i,n [as c~+1 is nonstandar t ] ,  

b~+i,~ decrease wi th  i [check definition] and for a < 7, b~+~,~ < b~,, [as c~+1 �9 
/ 

exp(c~+l  - 1) < expc~+l  (by the definition of exp) so by the definition of ca, 
! 

b~+i,n we have b~+~,~ < c,~ + expcn+]  = Cn but  by the choice of ca, we have 

c~ < ha,.].  Fur the rmore  since c~+1 �9 exp(cn+l  - 1) < expc~+ l  - 1 we have 

b~,n <: c'n + expcn+ l  - 1 = c~ - 1 (for a = 7 + i  for i < w), hence exp(b~,~+l)  < 

e x p ( C n + l  -- 1) ---- a~+l,n - -  aa,n and this yields condit ion (2). |2.2 

2.5 Discussion: by G. Cherlin. We recall briefly the way the question was posed 

in ILLS]. Let  Z = Z~ /9  r be an ul t rapower  of the ring of integers. Each pr ime 

ideal lies below a unique max ima l  ideal in this ring, and the set of pr ime ideals 

below a given max ima l  ideal is l inearly ordered under  inclusion. In  ILLS] the 

quest ion is posed, whether  in such a ring the following holds for every max ima l  

ideal m: 

There  is a p r ime ideal below m which is nei ther  a union nor an intersection 

of countably  m a n y  principal  ideals. 

I t  was shown above tha t  this is true, and now we want  to make  this more  explicit. 

This  requires two steps. The  analysis is s implest  in the case in which m is 

principal,  and the general case will reduce to this one. The  background for wha t  

follows is given in [Ch]. 

Suppose first t ha t  m is principal.  Then  each pr ime ideal p below m has 

a representa t ion  as p = m ~ where 2 is an initial segment  of Af =: N ~ / 9  v and 

m~ = N ,e~  m". Here ~ must  be closed under addition, or equivalently under  

mul t ip l ica t ion by 2, and conversely for 2 addit ively closed, m ~ is prime.  We 

associate to fl the initial segment  log2  =: {n E A f  : 2 ~ E 2} and we find tha t  

2 is addi t ively closed if and only if l og3  is closed under addi t ion of 1, or in 

o ther  words log2  is the left half  of  a gap  in Af. Conversely a gap (Jo, J1) in X 

corresponds to an addi t ively closed initial segment  fl = {n: (3m e I0)[n _< 2m]} 
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and hence to a prime ideal below m. Furthermore this correspondence (is one 

to one into and) preserves left and right cofinalities. So the result proved above 

shows that in an Wl-saturated model, our claim holds below a principal maximal 

ideal. 

If m is nonprincipal it is necessary to use more machinery. The details of 

this machinery, which involves a reduction of general ideals to principal ideals by 

passage to a definable ultrapower of Af, are given in [Ch, w What interests us 

here is the following: the prime ideals below m are again classified by gaps in an 

order, but the order is not the order on Af; rather it is the order on a definable 

ultrapower Af* of Af taken with respect to a bounded ultrafilter on the definable 

sets of Af [Ch, Theorems 4.5 and 4.8]. By "bounded" we simply mean that  the 

ultrafilter contains some bounded set. 

To conclude, it suffices to prove that the model Af* is again Wl-dense. This 

follows from Lemma 2.1.1 of [Ri]; in [Ri] it is also shown that the wl-density 

condition implies wl-saturation in models of Peano arithmetic. For the reader's 

convenience we give a self-contained proof of the density condition. 

2.6 PROPOSITION: Let Af be an wl-saturated model of PA, and let F be an 

ultrafilter on the (Boolean algebra of the) definable subsets of Af that contains 

the bounded definable set A. Then the definable ultrapower Af* := Def(A/')/iT 

is ~l-dense. 

Proof: We take elements mi, ni in Af* with ml _~ m2 _~ . . .  _~ n2 _~ nl.  These 

elements are represented by definable functions fi, gi in Af, and actually it suffices 

to take the restrictions of fi, g~ to A, which are coded by elements of Af. By the 

saturation hypothesis, there are sequences of functions of length K with K CAf 

infinite, which extend the given two sequences and are again coded in Af. (We 

have now verified the hypothesis of [Ri, Lemma 2.1.1], and could therefore stop 

at this point.) So we may speak of fi and gi for i < K,  as functions defined on 

A. 

For x E A let i(x) be the largest i <_ K such that: 

f l (x )  ~ f2(x) _~ "'" ~ f i ( x )  ~_ g i (x )  ~_ ' ' '  ~ g2(x) _~ gl(x) ,  

Observe that for i finite, {x : i(x) > i} C .T. We may also suppose that  i(x) >_ 1 

on A. 
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Set f ( x )  = f~(x)(x) for x C A and observe that this definition makes sense 

in Af. Accordingly f represents an element m of Af*, and by the construction 

mi < m < n~ for all finite i. I2.6 

I2.5 

A p p e n d i x  

OMITTING TYPES. This appendix bears only on the version of w that depends 

on the ideas of [ShHL162]. On the one hand, we wish to recall explicitly what 

those ideas are. On the other hand, we will propose a variant of the formalism 

of [ShHL162] more suitable for the present purpose. All in all we consider three 

variants for framework in A1, A6 and inside Al l .  

In the context of this paper, the formalism of [Shrill62] is intended to pro- 

vide a combinatorial refinement of forcing with App, which gives a T'3-name .T" 

in suitalbe ground model for an ultrafilter which will have the desired proper- 

ties in a T'3-generic extension. We now review this material. Our discussion 

complements the discussion in [Sh326], which focussed more on filling the gap 

between the intuitive notion of "sufficiently generic" and the formalism given in 

[ShHL162]. Here the focus of our discussion is more technical: we discuss the 

replacement of the continuity axiom of [ShHL162] by a more flexible setup. For 

the reader who wants to understand how to apply the method and is not familiar 

with [ShHL162] the discussion in the appendix to [Sh326] should be more useful 

than the present discussion. 

In sections A1-A5 we are presenting the material of [$hHL162] as it was 

summarized in [Sh326]. An alternative setup is presented in sections A6-A10. 

The axioms given in section A6 below should supercede the axioms given in 

section A1, and one would check that the proofs of [ShHL162] work with these new 

axioms. For completeness we give a proof under somewhat weaker set theoretic 

condition which applies in the case of w 

A1 UNIFORM PARTIAL ORDERS. We review the formalism of [ShHL162]. 

With the cardinal A fixed, a partially ordered set (P, <) is said to be stan- 

dard A+-uniform if P C_ A x P~ (A+) (we refer here to subsets of ~+ of size strictly 

less than ,k), has the following properties (if p = (a, u) we write domp for u, and 

we write PZ for {p E P: domp _/~}): 

1. I f p  < q then domp _C domq. 
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2. For all p E 7) and a < A + there exists a q E 7) with q _< p and d o m q  = 

d o m p  N a; furthermore,  there is a unique maximal  such q, for which we 

write q = p la .  

3. (Indiscernibility) If p = ( a ,v )  C 7) and h : v ~ v' C_ A + is an order- 

isomorphism onto v' then (a, v')  E 7 ). We write hiP] = (a, h[v]). Moreover, 

if q _< p then h[q] <_ hiP]. 

4. (Amalgamation)t For every p, q E 7) and a < A +, i fp la  <_ q and dora q C_ a,  

then there exists r C 7) so tha t  p, q < r. 

5. For all p , q , r  C 7) with p ,q  < r there is r ~ C 7) so tha t  p ,q  _< r ~ and 

d o m r  ~ = d o m p  U domq.  

6. If (Pi)i<6 is an increasing sequence of length less than  A, then it has a least 

upper  bound q, with domain U i < ~ d o m p d  we will write q = Ui<~pi,  or 

more succinctly: q = p<~. 

7. For limit ordinals ~, PI(~ = U~<~p[a .  

8. If  (pi)i < e is an increasing sequence of length less than  A, then (U~ < e pi ) Ia = 

to,). 
I t  is shown in [ShilL162] tha t  under a diamond-like hypothesis,  such partial  

orders admit  reasonably generic objects. The precise formulation is given in A5 

below. 

A2 DENSITY SYSTEMS. Let 7) be a s tandard  A+-uniform part ial  order. For 

a < A +, 7)~ denotes the restriction of 7) to p E 7) with domain contained in 

a.  A subset G of 7)~ is an admissible ideal (of 7)~) if it is closed downward, is 

A-directed (i.e. has upper  bounds  for all small subsets), and for every p in 7)~ \ G 

some q E G is incompatible with p (in 7)~). For G an admissible ideal in 7)~, 

7)/G denotes the restriction of 7) to {p E 7) : pla E G}. 

If  G is an admissible ideal in P~ and a < /3 < A +, then an (a, 13)-density 

system for G is a function D from pairs (u,v) in P~(A +) with u C_ v c 7)~(A +) 

into subsets of 7) with the following properties: 

(i) D(u, v) is an upward-closed dense subset of {p E 7)/G : d o m p  C v U/3}; 

(ii) For pairs (ul,  vl), (us, v~) in the domain of D, if Ul N/3 = us N/3 and 

Actually this implies that we can weaken the demand domq C a to (domp) A 
(dom q) = (domp) n a; this holds also for the framework in All(2)  as we can find 
n < w, ao < al  < . . .  < an = ~+ from W~ (see there) such that (domp) N ao C_ 
dom(q)Mal,  and f o r / E  ( 1 , n - l ) ,  (domp)M[az,al+i) # O r (domq)M[al, c~l+l) # 
0. Not so in A6. 
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vl n 3 = v2 n ~3, and there is an order isomorphism from Vl onto v2 carrying 

Ul to u2, then for any 7 we have (%Vl) E D(Ul,Vl) iff (7, v2) C D(u2,v2). 

An admissible ideal G' (of P-r) is said to meet the (a,/3)-density system D 

for G if 7 -> a, G'  _D G and for each u E P~(7) there is v C P~(7) containing u 

such that  G ~ meets D(u, v). 

A_3 THE GENERICITY GAME. Given a standard A+-uniform partial  order P,  the 

genericity game for P is a game of length A + played by Guelfs and Ghibellines, 

with Guelfs moving first. The stages of the game are a < A + such that  3 < a 

3 t < a (see below). The Ghibellines build an increasing sequence of admissible 

ideals meeting density systems set by the Guelfs. Consider stage a. If a is a 

successor, we write a -  for the predecessor of a; if a is a limit, we let a -  = a. Now 

at stage a for every 3 < a an admissible ideal GZ in some PZ, is given, and one 

can check that  there is a unique admissible ideal G~-  in P~-  containing Uz<~ GZ, 

(remember A 1(5)) or [Lemma 1.3, S h i l l  162]. The Guelfs now supply at most 

A density systems Di over G~-  for (a,/3i) and also fix an element g~ in P/G~-.  
Let a t be minimal such that  g~ E P~, and a '  _> sup j3i. The Ghibellines then 

build an admissible ideal G~, for P~, containing G~- as well as g~, and meeting 

all specified density systems, or forfeit the match; they let G~,, = G~, N a ~' when 

a _< a t~ < a t. The main result is that  the Ghibellines can win (i.e. not forfeit at 

any stage) with a little combinatorial help in predicting their opponents '  plans, 

see A4 below. 

For notational simplicity, we assume that  G~ is an R2-generic ideal on 

AppIS, when cf5 = lq~, which is true on a club in any case. 

A4 Dlx. The combinatorial principle Dl~ states that  there are subsets Q~ of 

the power set of a for a < A such that  IQ~[ < A, and for any A c A the set 

{a : A f~ a E Q~} is stationary. This follows from ~x or inaccessibility, obviously, 

and Kunen showed that  for successors, D1 and (> are equivalent. In addition Dlx 

implies A <~ = A. 

A5 A GENERAL PRINCIPLE. 

THEOREM: Assuming Dlx, the Ghibellines can win any standard A+-uniform 

P-game. 

This is Theorem 1.9 of [ShilL 162]. 
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A 6  UNIFORM PARTIAL ORDERS REVISITED. We  introduce a second formal ism 

tha t  fits the setups encountered in pract ice more  closely. In our second version 

we write "quasiuniform" ra ther  than  "uniform" th roughout  as the axioms have 

been weakened slightly. 

Wi th  the cardinal  A fixed, a par t ia l ly  ordered set (P,  <)  is said to be stan- 

dard A +-quasiuniform if P C_ A • P;~ (A +) has the following proper t ies  (if p = (a,  u) 

we write d o m p  for u, and we write PZ for {p E P:  d o m p  C_/3}): 

1'. If  p_< q then  d o m p  C_ domq.  

2'. For all p E P and a < A + there exists a q E P with  q _< p and d o m q  = 

d o m p  N a;  fur thermore ,  there is a unique max ima l  such q, for which we 

write q -- p r a  and then  we write q --<end P. 

3'. (Indiscernibility) If p = ( a , v )  E .P and h : v --~ v' C_ A + is an order- 

i somorphism onto v'  then  (a,  v ')  E P .  We write h[p] -- (a ,  h[v]). Moreover,  

if q _< p then  h[q] <_ h~]. 

4'. (Amalgamat ion)  For every p,q E P and a < A +, i fpFa <_ q, c f ( a )  = A and 

d o m q  C_ a ,  then  there exists r E P so tha t  p,q  <_ r. 

5'. If  (Pl)~<6 is an increasing sequence of length less t han  A, then  it has an 

upper  bound  q. 

6'. If  (Pi)i<~ is an increasing sequence of length less t han  A of member s  of 

P~+I, with fl < A + and if q E P~ satisfies Pil/3 _< q for all i < 5, then  

{p~: i < 6} U {q} has an upper  bound r in :P wi th  q = rl/3. 

7'. If  (3i)i<6 is a s t r ict ly increasing sequence of length less t han  A, wi th  each 

~ < A +, and q E P ,  Pi E :P~,, wi th  q I ~  -< Pi, then  {p~: i < 6} U {q} has an 

upper  bound  r wi th  pj = r I3j for all j < 6. 

8'. Suppose 61, 62 are limit ordinals less than  A, and 03i)i<r is a s t r ict ly in- 

creasing continuous sequence of ordinals less t han  A +. Let  I(61, 52) := 

(51 + 1) x (52 + 1) ' -{(61,62)}.  Suppose tha t  for ( i , j )  E I(61,62) we have 

Pij E P I3i such tha t  

i -< i' ~ Pij -< Pi'j 

J -< J' ~ Pij <_ Pij' r3j; 

Then  {Pij: ( i , j )  E I(51,62)} has an upper  bound  r in P wi th  rF3j = p~,,j 

for all j < 52. 

These axioms apply  in the case of the par t ia l  order App  by 1.9. 
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A7 REMARK. We can  weaken the end extension requirements in the conclusions 

of these axioms but this does not seem useful. 

A 8  DENSITY SYSTEMS REVISITED. Let P be a standard A+-quasiuniform par- 

tim order. A subset G of P~ is a quasiadmissible idea/(of  P~) if it is closed down- 

ward and is A-directed (i.e. has upper bounds for all small subsets) and for every 

p E P~, \ G some q E G is incompatible with p (in P~,). For G a quasiadmissible 

ideal in P~, P/G denotes the restriction of P to {p E P: pFa E G}. If (C~: a < fl) 

is increasing, G~ quasiaddmessble ideal of P~,  then P / U ~ < 0  G~ = {p: p r~ E G~ 

for a < 

If G = (G~: 7 < a) is an increasing sequence, G~ is a quasi-admissible ideal 

in P~ and a _</3 < A +, then an (a,/3)-density system for G is a function D from 

sets u in Pa(A +) into subsets of P with the following properties: 

(i) D(u) is an upward-closed dense subset of P~ U~<~ G~; 

(ii) For pairs (Ul, Vl) and (u2, v2) with Ul, u2 in the domain of D, and vl, v2 E 

P~(A +) with ul C_ vl, u2 C_ v2, if Ul ('l ~ ---- U2 CI/3 and vl N/3 = v2 n/3, and 

there is an order isomorphism from Vl onto v2 carrying Ul to u2, then for 

any 3' we have (7, vl) �9 D(ul) iff (7, v~) �9 D(u2). 

For 7 -> a, a quasiadmissible ideal C' of P~ is said to meet the (a,/3)- 

density system D for G if (G' _~ U~<~ C~ and) for each u �9 P~(7) G' meets 

D(u) .  

A 9  THE GENERICITY GAME REVISITED. Given a standard A+-quasiuniform 

partial order P,  the genericity game for P is a game of length A + played by Guelfs 

and Ghibellines, with Guelfs moving first. The Ghibellines build an increasing 

sequence of quasi admissible ideals meeting density systems set by the Guelfs. 

Consider stage a. Now at stage a for every/3 < a an admissible ideal C 0 in P~ 

is given. The Guelfs now supply at most A density systems Di over Uz<~ GO 

for (a,/3/) and also fix an element g~ in P~ Uz<~ GO. Let a '  be minimal such 

that  g~ �9 P~, and a '  _> sup fl~. The Ghibellines then build an admissible ideal 

G~, for P~, containing Uz<~ GZ as well as g~, and meeting all specified density 

systems, or forfeit the match; they let G~,, = G~, M a" when a < a"  < a ' .  The 

main result is that the Ghibellines can win with a little combinatorial help in 

predicting their opponents' plans. 

A10 THEOREM. Assuming Dl~, the Ghibellines can win any standard A +- 

uniform P-game. 
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A l l  CLAIM. For proving A10, (for a given A) it is enough: 

(1) to prove it for a framework as in A6 reduced to closed u E P~(A +) and 3's 

in W ~  =: {5 < A+: cf(~) = A} (we call this the closed A+-quasi uniform 

setting). (We call u C A + closed if 0 E u and [5 = sup(u N ~)& 5 is a limit 

ordinal ~ 5 E u]. We define the closure of u, el(u) naturally. 

(2) to prove it when the following stronger version (i.e. with stronger require- 

ments) holds. Let W:~ = {a < A+: -,[R0 < cf(R) < A]}. 

A partially ordered set (P, <) is said to be standard )~+-semiuniform if 

P C_ A x {u: u c_ ,~+, ]u] < ~+, u is closed} has the following properties (if 

p = (a, u) we write domp for u, and we write PZ for {p E P: domp C_ ~}): 

1". I f p  < q then domp C_ domq. 

2". For all p E P and c~ E W)~ there exists a q E P with q _< p and domq = 

domp A a; furthermore, there is a unique maximal such q, for which we 

write q = pFa and then we write q --<end P. 

3 '~. (Indiscernibility) I f p  = (c~,v) E P and h : v --~ v' C_ )~+ is an order- 

isomorphism onto v' and v' is closed then (a, v') E P.  We write hiP] = 

(c~, h[v]). Moreover, if q < p then h[q] <_ h~9]. 

4n. (Amalgamation) For every p,q E P and a < A +, if p r(~ <_ q, a E W)~ 

and domq C_ a, then there exists r E P so that p,q < r and D o m r  = 

(Domp) U (Domq). 

5". If (pi)i<~ is an increasing sequence of length less than A, then it has an 

upper bound q and Dom(q) = cl(Ui< ~ Domp/).  

6". If (pi)i<~ is an increasing sequence of length less than ,~ of members of 

P~+I, with ~ E W~a and if q E PZ satisfies p/I/3 < q for all i < 5, then 

{Pi : i < 5} U {q} has an upper bound r in P with q -- r [Z and Dom(r)  = 

cl[(Domq) U Ui<~ Dompi]- 

7". If (~i)i<e is a strictly increasing sequence of length less than ,~, with each 

fli E W~, and q E P,  Pi E P~,, with q[~i _ Pi, then {Pi: i < 5}U {q} has an 

upper bound r with all pj -= r[/~j and D o m r  = cl[Domq U Ui<~ Dom(pi)]. 

8n. Suppose 51,52 are limit ordinals from W:~, and (/3i)i<r is a strictly increasing 

sequence of ordinals from W~. Let I(~1,52):= (51 + 1) x (52 + 1) \ { (51,52) }. 

Suppose that  for (i, j )  E I(51,52) we have Pi5 E P [fii such that  

i < i ~ ~ Pi5 <<- Pi'j 

J <- J' ~ PiJ <<- P~5' r~5; 
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Then  {pij: ( i , j )  E [(61,62)} has an upper  bound r in P wi th  r{3j = P61,j 

for all j < 52 and Dom( r )  = cl(U{Dom(pid:  (i , j)  E hl,e~}). 
These axioms apply  in the case of the par t ia l  order App by 1.9. 

In the paralel  of A8 (density system) we use only closed u and also the 

game is defined as in A4 and we define admissible ideals of P~ (for a E W)~). 

Proof." 

(1) Easy, as this f ramework  includes more  cases. 

(2) We are give a f ramework  as in A1 and we shall " t ranslate"  to a new one. Of 

course instead P C_ A + x Px(A +) we can use P C_ A x Px(A +) for any set A 

of cardinal i ty  A. Let A = {(a ,  r ~): a < A and V has the form (v~: e < r 

r < A not limit and v~ is a subset  of A of cardinal i ty  < A} (possibly 

empty) .  For x = (a,  r ~) E A and u C_ A + closed of order type  r we let 

u [x] = {A3' + i: 3' E u,i  E Votp(~n~)}. Let 7)' = {(x ,u) :  x = (a ,~ , �9  E A, 

u C_ ,~+ has order type  r u is closed and (a,  u N )  E P} ,  

We define a function f rom P '  onto 7): 

f ( x , u ) = ( a , u  M) when x = ( a , r  E A  

We define the par t ia l  order  < on 7 ) '  such t ha t  f is an i somorphism i.e.: 

p < q iff f (p)  < f(q). We now show tha t  P '  satisfies (1 )" - (8)" .  

I t  is s t ra ight forward to check (1)", (2)", (3)". 

For (4)" the point  in t ha t  if for p, q, a are as there,  we know tha t  f(p),  f(q) 

has a c o m m o n  upper  bound,  r. By the indiscernibility condit ion w.l.o.g, if a E 

D o m r ,  let t ing 5 < a < 6 + A, 5 divisible by A, we have 5 E cl(Domf(p))  or 

6 E cl(Domf(q))  ( r emember  D E (Domp)  N (domq)  a by the definition of a 

closed set). So we can find f ,  f ( f )  = r,  with the right domain.  IAl l  

A12 Notation: From now we will work toward proving A10, in the content  

A l l ( 2 ) ,  this suffices concentra t ing  on A > R0. 

(1) For sets a, b of ordinals, let OPa,b be the function: OPa,b(a) = t3 iff a E a, 

E b and otp(a A a) = otp(b M/3) so dom (OPa,b) is an initial segment  of 

a, rang(OPt,b) is an initial segment  of b, and in at  least one case we have 

equality. 

(2) g is a A-representat ion of A if 8 = (hi: i < A) is increasing contintuous,  

ai C_ A = Uj<~ aj, lail < A. 

(3) i0 is a candidate  for 7)~ (or a -candida te )  if/~ = (pi: i < A) and i < j < A 

Pi <_ Pj E Pa. 
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(4) If a l  _< a2, /3 z an a t -candidate  then/31 _/32 means A~<~ Vj< APt ~ p2 ial. 

(5) /3 represents G~ (for a)  if/3 is a candidate for P~ and G~ = {q C P~: V~<x 

q _< Pl} and we write G~ = G~[/3]. Let fil ~/32 iff G ~  1] = G ~ [ ~  2] and 

a l  = a2. See A13(2). 

2 and 1 (so ~ is an (6) /31 ~/32 iff Ai<lg/51 Vj<lg/52 pl ~ pj Ai<lgp2 VjKlg~l p2 G pj 
equivalence relation). 

(7) If /3 = (p~: i < i*), p~ c P ,  h a partial funcion from A + to A + then: 

h(/3) = i < i*).  

(8) Let S be a family of A + subsets of A, [$1,$2 G S :=~ [$1 M $2[ < A & A = 

sup $1] and (}s (when A > R0) for S ff $ (see A13(4)). 

A13 CLAIM: 

(1) If  a < A +, G~ an addimissible ideal of P~, (or is just a A-directed subset 

of P~), then for some candidate p for P~, p represents G~ (for a). 

(2) I ra  < A +, and p l / 3 2  are candidates for "P~ both representing one G then 

/31 ..~ p2, if  in addition A is uncountable then {5 < A:/31 I5 ~, /32 I5 } is a dub 

of A. 

2 suffices. (3) In A12(6) if  G[/31] is addmissible for lv~, then A{ Vj p~ <_ pj 

(4) If  <>~ holds (or A = Ro) then S exists. 

A14 CLAIM: Assume S C_ A is stationary, <>~ and fl < A + then we can find 

P = (7~, S~,/3~: 5 C S I such that: 

(ii) P6 = (P~,i: i < 5) 

(iii) P6,i E P 

(iv) Domp~# C fl U [fl, fl + ~,~) 

(v) i < j ~ P6,i <_ P~,j 

(vi) (Ui<~ dom (p~,i): 5 E S) is increasing continuous 

(vii) s~ C_ [fl, fl + W) 

(fl) if  7 E S, p = (Pi: i < A) generates an addmissible ideal of 7am, and 

(ai: i < A) is a A-representation of 7 then {6 E S: ~/~ = o tp(a~)  and 

A~<~ OP~u~6,~u[~,Z+~6] (P~) = P~,~ } is a stationary subset of A. 
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A15 Definition: We say c is an expl ic i t /3 -commitement  if: 

(a)  ~ < ,X + 

(/3) c consists of/3~, 7, pC = (.y}, c -c. s~,p~. 6 E S ~} and 

qC _- (q~: 6 E S c) of course p~ -- (P~,i: i < 5) 

(?) pc is as in A14 

(6) for (~ E S,q~ E 5~ C / 3 U  [/3,/3 + ~/~) 

and q~ is an upper  bound of (p~,i: i < 6 / 

A16 Definition: Let c be an explicit /3-commitment ,  /3 < a E W ] ,  and p a 

candidate  for 5~ a = (ai: i < ~), ai D U ( D o m p j :  j < i)  a is a representa t ion  of 

a .  We say p satisfies r if: for some club E of ~, for every 6 E S c N E for some 

3' _< "Y~ we have 

(i) OPzut~,~+~),ZUa,(P~) ~ (P~: i < 6) ~ O&ur~,Z+~),Zuo~(q~) = P~ 

(ii) for every "ff E [/3,~/) we have: S0 _< cf( 'y') < A ~ OPzu[Z+~D,Zu,~(~/) E 

A17  CLAIM: For  S E S there is an expticit or commitement r = r with 

S c = S, such that: i ra  < ~, ~ a candidate for 7)~, fi satisfies c then G~[fi] is an 

addmissible i d e a / o f  5o~. 

A18 Notation: F denotes a function with domain  a subset  of $ of cardinal i ty  

_< )~, each F(S)  an explicit /3-commitement  for some /3  ~ a ,  S r(S) = S, one of 

t h e m  is the one from A17 above. We say p (an a -cand ida te  for some a E W~) 

satisfies F if it satisfies every F(S)  for S E D o m  F. 

A19  CLAIM: Assume a < a ~ are  from W~, 

(1) I f  p is an a-candidate satisfying F then there is an a'-candidate p' satisfying 

F with p <_ ft .  

(2) Moreover if  r E 7~,, r I a E G ~ ]  then we can demand r E C~,~]. 

A20 CLAIM: Assume 6 < ~+, Ro <_ ~ = f(6)  < ~, w C 6 = sup(w),  (p~: a E w) 

is such t ha t  each f~  is an a-candidate, [a 1 ( a 2 E W ::~ pa l  _( fa2] ,  (Fa:  a C w) 

is increasing, p~ satisfies 7)~ (for a E w) then 

(1) there is a 6-candidate p satisfying U ~ e ~  F~, such t ha t  A , e ~ p  ~ _< io. 

(2) if 6 < a '  < .X+, p ~ p . ,  A~e~p I a E G[p ~] then we can find an a ~- 

candidate p satisfying U~e~ F~ such t ha t  A~ p~ -< P and p E G~, ~]. 
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A21 CLAIM: As in A20, when cf(~) =- A. 

A22 CLAIM: (1) Assume a E W~, ~ an a-candidate, G~ = G ~ ]  is an admissible 

ideal of 7~. For any (a,/3)-density system D over G~ and S E S there is a/3- 

explicit/3-commitement r satisfied by GZ with S '  = S, such that: 

if a '  _</3,/5' _</5 are at-candidate such that G~, = Ga [/5] is an addmissible 

ideal on 7)~,, and pl satisfies c then G~, ~ ]  meets D. 

(2) We can replace in (1) G~ by (G~,: a' E a N W~>, G~ increasing with a 

A23 Proof of Theorem AIO when Oh holds: The Ghibellines in addition to 

choosing for a E W~ an addmissible ideal Ga (increasing with a) ,  choose on the 

side F~, increasing with a,  such that Ga satisfies Fa. The previous claims do the 

job. 
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