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THE JOURNAL OF SYMBOLIC LOGIC 

Volume 48, Number 3, Sept. 1983 

ON THE EXPRESS1BILITY HIERARCHY 
OF MAGIDOR-MALITZ QUANTIFIERS 

MATATYAHU RUBIN 1 AND SAHARON SHELAH2 

Abstract. We prove that the logics of Magidor-Malitz and their generalization by 
Rubin are distinct even for PC classes. 

Let M 1= Q'xt ••• xn <p(Xi ••• x„) mean that there is an uncountable subset A of | M \ 
such that for every au ..., a„eA, M t= p[a„ . . . , a„]. 

THEOREM 1.1 (SHELAH) (<>»,). For every n e co the class Kn+l = {(A, R) \ (A, /?> 1= 
—i Q"+1 xx • • • xn+1 i ifc, . . . . x„+l)} is not an «a-PC-class in the logic •&?", obtained by 
closing first order logic under Ql, . . . , Q". I.e. for no countable ^""-theory T, is Kn+i the 
class ofreducts of the models of T. 

THEOREM 1.2 (RUBIN) ( 0 „,).3 Let M 1= QEx y <p(x, y) mean that there is A s \M\ such 
that EA, f — {{a, b) \ a, b s A and M \= <p[a, b]) is an equivalence relation on A with un-
countably many equivalence classes, and such that each equivalence class is uncountable. 
Let KE = {(A, R)\ (A, f̂> r= —• QExyR(x, y)). Then KE is not an ^-PC-class in the 
logic gotten by closing first order logic under the set of quantifiers {(?" I n e a) which were 
defined in Theorem 1.1. 

§1. Introduction. In [MM] Magidor and Malitz define for every 0 < n < w the 
quantifier Q". The /c-interpretation of Q" is defined as follows: M (= Q"x1 • • • 
xncp(xi, ..., x„) iff there is A c \M\ such that \A\ = K and for every au ..., 
a„ e A M (= <p[ai,.. -,a„]. Let .£?" be the logic obtained by closing first order logic 
under Q", and jg'MM De ^ e logic obtained by closing first order logic under {Q* | 
n e a)}. 

Magidor and Malitz prove in [MM] that if 0 Kl is assumed, then &MM is count-
ably compact in the Nx-interpretation; i.e. if every finite subset of a countable set of 
sentences T of <£MM h a s a model, then T has a model. They also prove a complete­
ness theorem for the Nrinterpretation of ifM M. 

Also in [MM] the <K compactness for the /c-interpretation is proved when K 
is weakly compact. 

Shelah in [SI] proved, assuming 0* and 0 I + , that SCMM is /c-compact in the 
/c+-intepretation. 

In two yet unpublished theorems Shelah proved: (1) It is consistent with ZFC 
and even with CH that J§?MM JS noi countably compact in the Ni-interpretation 
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MAGIDOR-MALITZ QUANTIFIERS 543 

(this continues work of U. Avraham); (2) Consider ^MM j n the Nj-interpretation. 
If P is the partially ordered set for adding a Cohen real, then no matter what V 
is, cgMM is countably compact in V and it has the same validities as in any universe 
satisfying 0K l . 

Clearly if m > n then SCm is more expressible than _£?"; i.e. every Sf" formula is 
logically equivalent to an jS?m formula. J. Malitz asked whether £?"• is indeed 
strictly more expressible than „S?". More precisely, whether there is an ifm-ele-
mentary class which is not an ^f„-K0-PC class. In Theorem 1.1 Shelah gives a 
positive answer to this question assuming 0 Kl. 

Shelah (unpublished), and independently Garavaglia [G], proved in ZFC that 
for every n e w there are models M b M2 which are £gn equivalent but not ifB+1 

equivalent. 
Theorem 1.2 is a generalization of Theorem 1.1 for a larger hierarchy of quanti­

fiers. QExycp(x, y) can be expressed as a sentence using one of the new quantifiers 
to be denned in the sequel. 

For n > 0 let M„ = (A, Eu ..., En}, where \A\ = «!, each Et is an equivalence 
relation on A, for every 1 < / < n — 1 Ei+X refines E{ in such a way that every 
equivalence class of £, is partitioned into tii equivalence classes of Ei+h E\ has 
Ni equivalence classes, and every equivalence class of E„ has power NX. 

Now we define the quantifier Qnm. Let th ..., tr be the set of complete types 
with m variables in M„. Qnm will bound m variables and will be applied to an 
r-tuple of formulas. M |= Qnmxi • • • xm((])\, ..., <fir) means that there is a function 
h: \M„\ -* \M\ such that for every a e \M„\m: if a has the type t„ then M \= cpi[h(a)]. 
Here we described the Nj-interpretation of Q"m, the /c-interpretation is defined in 
a similar way. Note that Qnl is just the cardinality quantifier and that Q*m is just 
Qm. Clearly 

QExy(x, y) s Ql*xy((p{x, y), x ± y A <p(x, y), x ^ y A -«p(x, y)) 

where tu t2, t3 are the types x = y, x # y A E^x, y), and -i£i(x, y) of Mu re­
spectively. Q1-2 is probably more expressive than QE in the sense defined in this 
work, but we do not know how to prove this. It seems that the class of models of 
Q1-2 xy(R(x, y) A 5(JC, y), R(x, y), S(x, y)) is not an K0-PC class in £e(QE). If 
n > ri and m > rri, then Q"'m' can be expressed in terms of Q"m. Finally 
Q2xyip{x, y) is PC expressible in terms of QE. For suppose/>(*, y) is a 1-1 pairing 
function and </>i(z),Pz(z)y is/) - 1; then 

Q2xy<p(x, y) = QExy(<p(pl(x), pt(y)) A p2(x) = p2(y)). 

Let £ be the logic obtained by closing first order logic under {Q"-m\n, mew}. 
In [MR] assuming 0 Kl, Rubin proved that 2 is countably compact in the N r 

interpretation, and < K compact in the K weakly compact interpretation. The proof 
for «x yields a completeness theorem. The omitting type theorem of Shelah [SI] 
can be used to prove the ^-compactness of 2 in the /^-interpretation, under the 
same set-theoretic assumptions, and in complete analogy to the proof of the </?MM_ 

compactness given there. 
Let S(*-m = £e(Q"m) and <ein'nCs = £'({Qn'-m'\n' < n or m' < m}). Let n > 0 
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544 MATATYAHU RUBIN AND SAHARON SHELAH 

and m > 2. We define Mn<„ = (A, Ex, ..., E„, R„t„>, where (A, Ex, ..., E„} = 
M„ and R„m = {<al5 ...,am}\ for every 1 < i <j 5S m a ,£> ; } . Let (/>„_„ be the 
sentence with predicate symbols Ex, ..., En and R saying that for some B £ \M\ 
<5, Ex\ B, ..., E„ T B, R [ B} is isomorphic to MBm. 0„,m can be written as a 
sentence in <£n>m. ^ l i 2 can be written using QE only, not Q12. 

THEOREM 1.2 (O^)- £ef « > 0 and m > 1, a«c/ fer /C„,m = {Af |M f= —i 0„,m}. 
27;e« A:„,m w «o? a« ^?[w'm]-«0-PC-c/a5i'. 

We did not deal with the problem whether Km or Kn<m can be /'C-classes or xr 

.PC-classes in the weaker logics. In view of [Ra] and [Ma, Re] such questions might 
have a different nature. 

Theorem 1.1 is a special case of Theorem 1.2. We bring it here because its com­
binatorial details are simpler, and so it might be helpful to understand the frame­
work of both proofs using Theorem 1.1 as a model. 

Lastly we want to mention a question about another possible generalization of 
Magidor-Malitz quantifiers. Let K be a class of models in the same finite similarity 
type. Let QK xx • • • x„($i, ..., (/;„) be the quantifier saying the following about a 
model M: M \= QKxY • • • x„((fti, ..., </>m) iff there is NeK and B £ \M\ such 
that (B, cl)f(\B, ..., (l}M\By ^ N. Note that n is the maximal number of places in 
a predicate in the language of K and m is the number of predicates in the language 
of is:. 

Investigate when QK is compact. E.g., we do not know whether QK is countably 
campact when K = {M} and M = </?, < > or M is the saturated linear ordering 
of power Nj. 

§§2 and 3 include results of S. Shelah. §4 includes results of Rubin. 

§2. Description of the method of proof. The framework of the proof of both 
theorems is the same, so to be specific we choose to describe the proof of Theorem 
1.1. 

We will use forcing methods and then apply an absoluteness argument to get 
back to the ground model. 

Assume V (= 0 K r Let us deal with a fixed but arbitrary new — {0}. This n is 
fixed for §§2 and 3. Let R be an n + 1-place relation symbol and ijj = Qn+1 jq • • • 
xn+iR(.xi> • • ••> xn+\)-

We will construct a model M with the following properties: 
(1) M N -10. 
(2) There is a set of forcing conditions P such that: 

(a) In Vp M ( = ( i ; 
(b) For every model Ne V the if"-theory of N in Vp is equal to the ^""-theory 

of N in V. (Note that $ is in &"+\) 
Let us see why modulo the countable compactness, and a certain completeness 

theorem for Jz?"+1, the existence of such a model M implies that A"tf {(A, i?> | 
{A, R} f= -i (jj) is not an if"-N0-PC class. 

We first describe the completeness theorem which is needed; it appears (at least 
implicitly) in [MM] and, for the case of S, in [MR]. 

THEOREM (MAGIDOR AND MALITZ [MM]). A recursively enumerable set of for­
mulas C £ £Cn+l is presented, a proof from ZFC is given that V<p(<p eC ~+ ip is 
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MAGIDOR-MALITZ QUANTIFIERS 545 

true in every model), and a proof from ZFC + 0 Kl is given that V(p(<p is true in 
every model -* tp e C). 

Suppose now by contradiction, K is an £C"-XQ-PC class, i.e. for some countable 
^•"-theory Te V, A-is the class of reducts of models of T. So Mean be expanded to 
a model M* of T. Let P be the set of forcing conditions mentioned in (2). Then in 
Vp M* \= T U {(/)}• We show that T U {</>} is finitely satisfiable in V. Suppose 
not; then for some finite T0 c T, T0 \J {(f) does not have a model. So, since OK, 
holds in V by the second part of the completeness theorem —'(A^o A (/>) s C. 
Since belonging to C is a J0-formula in Levi's Hierarchy it is absolute so 

- > ( A 7 o A ^ ) e C in Vp. 

By the first part of the completeness theorem, A^o A </> does not have a model in 
V, a contradiction. So by the countable compactness of «S"'+1 T [) {<j} has a model 
in V, and so K„+i is not the class of reducts of T, a contradiction. This shows that 
it suffices to construct a model M with properties (1) and (2) mentioned above. 

The next goal is to find a property S of forcing notions that will assure that the 
^"•-theories of old models do not change after forcing with a forcing notion that 
satisfies S. 

DEFINITION. P is an 5^-forcing if either n = 1 and P is c.c.c, or for every un­
countable subset B of P, there is an uncountable subset B' of B, such that for 
every qh ..., q„ e B', there is q e P, such that q > q{ for every / = 1, . . . , n. We call 
such a B' an n-compatible set. 

S„-forcings appear in [KT], where Suslin trees are shown to be preserved by 
them. 

THEOREM 2.1. Let P be an S„-forcing and M e V; then for every ^"-formula <p 
and every ah ..., am 6 | M|: M |= (p[ar, ..., am] in V iffM )= <p[a±, ..., am] in Vp. 

PROOF. The proof is trivial for n = 1; we thus assume that n > 1. Note that P 
satisfies the c.c.c. We prove by induction on the structure of cp that for every 
.P-generic extension V of V and for every at, ..., a„ e \M\ M \= cp[ah ..., am] in 
V iff M (= cp[ai, ..., am] in V. The only less trivial case is when <p = Q"xi • • • 
x„x(xi, . . . , x„). (x might contain parameters.) Suppose M (= <p in V. Let A be an 
uncountable subset of \M\ such that for every a1; ..., a„eA M \= i\ah • • •> a»] 
in V. Since P is c.c.c, A is uncountable in Vp, and by the induction hypothesis 
for every ax, ..., a„eA M (= ^[a^ . . . , a„] in F^, so M \= <p in Kp. 

Suppose M \= (pin Vp. So there is a P-name r and q eP such that <jr j|—_p. "z is an 
uncountable subset of \M\ and for every ah ..., a„sv M$= x[ai> •••> anT- So 
{a\a e \M\ A (3p > q)(p \\- a e %)} is uncountable in V. (a is the standard name 
of a.) Let {</>,-, a,-> | i < K:} be a set such that: q < pf, p,- \\- a,- e %, and if i # j 
then a,- # a j . Let 5 ' s {p,-|i < «i} be an ^-compatible subset of {p,\i < Ki}, 
and let A' = {a,- \p{ e 5 '} . Let a,,, . . . , ain e A'. Let /• > /J,^, . . . , p,n. So r \\- ah, 
..., ain e x and by the induction hypothesis M |= xlah> • • •» a«J in K; so M |= ̂ > 
in K. "Q.E.D. 

DEFINITION. Let M = <^4, /?>, R an « + 1-place relation; a subset 5 of A is 
called positive homogeneous (PH) if Bn+1 s J?. 

For a model Af as in the definition, let PM = {o\o is a finite PH subset of \M\}; 
PM is partially ordered by inclusion. 
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546 MATATYAHU RUBIN AND SAHARON SHELAH 

We now go back to the model M with properties (1) and (2) that we wish to 
construct. The P needed in condition (2) will be PM. So we want that PM will be an 
S„-forcing. 

The requirements from M are now clear, and it turns out that to construct such 
a model it is sufficient to assume CH, 

THEOREM 2.2 (CH). There is a model M = (A, R}, R an n + l-place relation, 
with the following properties: 

(l)Af i = - > 0 ; 
(2)1-^(^1=0; 
(3) PM is an S„-forcing. 
This concludes the description of the proof. 

§3. The construction of M. We first deal with the case when n > 1. The case 
n — 1 is easier and is dealt with at the end of §3. 

The universe of M will be Kx. Since we want that in some generic extension 
M will satisfy </>, and in order to prevent trivial problems, we decide that R will 
be symmetric, i.e. if (ah ..., a„+{) — aeR, then every permutation of 3 belongs 
to R. We also need that R 3 TdM {<ai, . . . , an+{) \aly . . . , aB+1 e Kj and for some 
/ ¥= j a{ = a,}. 

DEFINITION. A finitary system (FS) is a countable family of pairwise disjoint 
finite sets. 

We make two lists: a list {Gt\i < Hi} of all subsets of Hi of power N0, and a 
list {JD»'|J < Kx} of all FS's D such that \J D £ K^ For technical convenience we 
assume that for every / G, s i \J to and \JD' s / U w. Let us denote D' = 
{d'Jmea,}. 

We will arrange that R will have the following three properties. 
(*) For every /3 < a < Hi such that co < a, there are a\, ..., a„ e Gp such 

that <al5 ...,a„,a}$R. 
(**) For every fi < a < Hi such that <o < a, and for every finite e0 such that 

d% £ e0 s a — (J o<me<u ^m there is a finite subset a of co such that: for every ah 

..., a„e a, if {ai, . . . , a„} £ e0 and there are ilt ..., i„_x e a> — a such that 
{a1; ...,a„) £ e0 U [jpl d?, then <a1; . . . , an, a}eR. 

(***) For every finite a S «i the set {a | for every {a1; . . . , a„) E o-<a1, . . . , 
a„, a> e R} is uncountable. 

We first show that a relation which satisfies (*), (**) and (***) is as required 
in Theorem 2.2. 

LEMMA 3.1. Let R c «»+! be symmetric and R 3 T. Suppose R satisfies (*), (**) 
and (***) and let M = (A, i?>. Then 

( 2 ) H > M ( M N 0 ; 
(3) PM is an S„-forcing. 
PROOF. (1) Let A E ^ b e uncountable and let G be a subset of A of power N0. 

So, for some / G = G,. Let j < at A; then by (*) there are a\, ..., a„ e G such 
that <al5 . . . , a„, a> £ i?, so A is not PH. 

It is well known that (2) follows from (***). 
(3) Let A be an uncountable subset of PM. W.l.o.g. A = {et\i < Kj}, where 
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MAGIDOR-MALITZ QUANTIFIERS 547 

e{ = {«i, . . . , cck} U {ai.i, -.., a,-,„} and for every i < j < Kx: w < ax < ••• < 
<** < <*,-,i < • • • < (Xi.m < «/,i- Denote {a.\, ..., ak) = e. We define by induction 
a subsequence {e,Jv < «i) of {e,- \i < Hi}. Let i0 = 0. Suppose /"„, has been de­
fined for every y' < v. Let D = {df\i e w}, where d0 = e and {«", |0 < i < w} = 
{̂ ,v, — e|v' < v}. So, for some /3 < «x, £> = D^. Let i„ be the first ordinal / such 
that /3 < a,-,i. 

By renaming (denoting e,v by ev), we can assume that {e, | / e KX} has the following 
property: for every i there is /3f- such that dfy = e, {rff | 0 < lew} = {ej — e\j < i}, 
and j8,- < a,-,i. 

We now prove: 
(****) For every / there is a finite subset 07 E / such that for als . . . , aM+1 if 

{flj, . . . , a„+i} D (ei — e) ^ 0> and there are /'j, . . . , z'„_i e i — <x,- such that 
{fli, ...,a„+i} E e<- U U/=l e<> t h e n <ai> •••' an+i> eR- By(**), and since 
J3I < 0V,i> f° r every 1 < I < m, there is a finite subset a1 of / such that for every 
ah ..., a„, if {ah ...,a„}%e[] {a,u, ...,«,-,,_!} and there are i b . . . , /„_! 6 
1 - ff' such that {aj, ...,a„) s e U {a,-,i, • • •, a,-,,_i} U U?=i (e>, ~ e)> t h e n 

<«!, . . . , a„, aiti> e R- Let ff,. = (Jj»=1 a', let {alf . . . , a„+1} e e,- U U"=i «.-,> w h e r e 

j'x, . . . , /„_! e i - <ji and {ab . . . , an+1} fl fe - e) # 0 . If for some j / 7" af = 
o,-^ then <«!, . . . , a„+{) e Z?, since R ^ T. Hence assume that a,- ^ a,, when­
ever y # /'. Since {aj, . . . , a„+1} f| (et — e) # 0 , there is / such that a,y = 
max ({oj, . . . , a„+i}). Since Z? is symmetric, w.l.o.g. we can assume that a„+1 = 
a,j. Hence ah ...,a„< a,,,. If {ai, ...,a„} S e U{a,-,i, . . . , a,-,;_i}, then {aj, . . . , 
a„+i} s e, e /%,, so <a1; . . . , a„+1> e /?. Finally, otherwise <al5 . . . , a„, a,,;> e /? 
and (****) is proved. 

By Fodor's theorem there is an uncountable C c «x and a finite set a such that 
for every / e C, a{ = a- W.l.o.g. a f] C = 0 . Let ih .. .,i„eC and j x < i2 < 
••• < i„. We show that (Jj= 1 e,. is PH. Let {ai, . . . , a„+1} s (J"=i <V I f {fli' • • -
aB+1} S e, then <aj, . . . ,aM+1> eR since e c e, is PH. Otherwise let p = 
max({;| {ah . ..,aH+1} f] (e,-. - e) # 0} ) ; then since ix, ..., ipeC, {h, ..., ip-i} 
— '# — °p- ^° ^v (****) <"i, • • •. a„+i> e ^- This shows that C is n-compatible. 
We thus proved (3). 

To construct M we need two lemmas. Let 3°° mean "there are infinitely many". 
DEFINITION. A set of w-tuples A is called small if -i3°° ax 3°° a2 • • • 3°°am«a1, 

...,am}eA). 
Note that a subset of a small set is small, and that if B is infinite then Bm is 

not small. 
If S and 5 are finite sequences, then 5 * 5 will denote their concatenation. If 

A is a set of finite sequences and a is a finite sequence then ASM {b\a" B eA}; 
if a is an element then Aa abbreviates A<a>. 

LEMMA 3.2. (a) Let A be a set of m-tuples and k < m. Then A is small iff {B\B 
is a k-tuple and A% is not small} is small. 

(b) A finite union of small sets of m-tuples is small. 
(c) {(aj, . . . , amy I {«!, . . . , am} £ A and for some i ^ j a{ = ay} is small. 
PROOF, (a) is trivial from the definition. 
(b): We prove (b) by induction on m. For m = I, "small" means "finite" so 

the claim is trivially true. Assume (b) for m, let A1, ...,Akbt small sets of 
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548 MATATYAHU RUBIN AND SAHARON SHELAH 

m + 1-tuples, and let A = (J*=1 AK By (a) A is small iff BAM {a\Aa is not 
small} is finite. But for every a Aa = (J*=1 A'a, and so by the induction hypoth­
esis B = U ^ i W ^ a is not small}. Again by (a), for each / {a\A'a is not small} is 
finite, hence B is finite and hence A is small. Q.E.D. 

The proof of (c) is left to the reader. 
Let £ = {e,|/eco} be an FS and let 0 < m e w, let E[m] = {(ah ...,am}\ 

there are z'b . . . , / „_! such that {ah ...,am) s e0 (J U^ i 1 e«,)-
LEMMA 3.3. If E is an FS and 0 < m < w, then E[m] is small. 
PROOF. We prove by induction on m that for every FS E, E[m] is small, m = 1. 

Let E = {̂ If ecu} be an FS. Then £[1] = {{a}\aee0}, so £[1] is small. Assume 
the induction hypothesis for m. Let £ = {e,| i e w} be an FS. We prove that 
{a\E[m + l]a is not small} E e0. (In fact if | ( j £ | = K0, then equality holds.) 
Suppose a$ e0. If a$ (J,etue,, then E[m + \]a = 0 so it is small. Otherwise let 
aeeh; then E[m + 1]„ = {<«!, . . . , am>| there are /'2, . . . , / ' „ such that {a1; . . . , 
am} E (e0 U *,-,) U U7=2e.,}- S o i f e > - i s defined to be e,- when / # 0, / j , <?o = e0 U 
e,x, e'h = 0 , and if £ ' is defined to be {e[\i^u>} then £[w + 1]B = E'[m]. Hence 
by the induction hypothesis E[m + \]a is small, hence a ^ e0 implies E[m + l]a is 
small. Since e0 is finite by 3.2(a) E[m + 1] is small. 

The definition of M. Let {r,-| / < Ni} be an enumeration of all finite subsets of 
«! such that for every / < Ki {j\zj = r,-} is uncountable and such that for every 
i < «i Zi E /. If 5 E «J+1 and a < Ki, let Sa = {<ab . . . , a„> | {ab . . . , a„) E a 
and<a1; . . . , a „ , a ) e S } . 

We define Ra for the desired relation R. If a < w let ./?a = a". 
The definition of Ra for a~Z. a- Let {G'\ ieco} be an enumeration of {0^1/3 < a}. 

Let {£'|/ e &} be an enumeration of all FS's £ = {em\m e w} such that for some 
j3 < a, d$ E e0 E a and em = rf^ for every 0 < w e co. (Recall that we denoted 
£>/3 = [d^ \meco}, where (DPI/3 < Nx} is the list of all FS's whose union is a 
subset of «i.) 

We define by induction on m e co R„ and R\ with the purpose that Ra will be 
defined as \Jmeai /?£. Our induction hypotheses are: (1) R%, R% are symmetric 
disjoint subsets of a"; (2) Ra

m is small and R\ is finite; (3) both R%, and R% are 
increasing with m. Let R$ = 0 and i?g = (ra)" U {<# I, . . . , a„>| {ah ..., a„] E a 
and for some / / 7, a,- = a,}. So, the induction hypotheses hold. Suppose /?£, 
#£ have been defined. Since R^ is small and Gm is infinite, there is <a1; . . . , a„> € 
(G*)» - *«. Let £« + 1 = /?£ U {<_«,(!), • •., a„(„)>|* a permutation of {1, . . . , 
n}}. Let i?«+1 = i?S LJ (£m[n] - /?^+i). It is easy to check that the induction 
hypotheses hold. This completes the definition of R.%, and R\. 

Let Ra = \Jm<=a R.%,, let ^ a be the symmetric closure of Ra x {a} and let R = 

T U U«<«i &"• R e c a 1 1 t h a t r = {<«!• • • •» a»+i>l («i. • • •> an+i} s «i and for some 
/ #;'fl,- = a,). 

We prove that J? satisfies the requirements of 3.1. Certainly R = T and /? is 
symmetric. By the definition of iJg (***) is fulfilled. 

To prove (*), let /3 < a. Let Gp = Gm in the enumeration of {Gr \ y < a); 
that was defined before defining Ra and ^«. So for some 61( . . . , b„ e Gp, R^+i B 
<Jbx, ..., b„y. We prove that (bh ...,b„,ay$ R. Since /J«+1 _a i?g 2 {<ab . . . , 
a„>| a b . . . , a„ e a and for some i ^ j a, = a;} and since ^m + 1 fl -̂ m+i = 0 , 
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A,*, (Pi # bj # a). So <bh ...,bn, _a> $ T. Certainly <A1; ...,b„, a} $ Rr 
when f # a. Now <^j, •.., b„, a} $ R" since this would imply that <61; . . . , 
Z>„, a> is a permutation of some element of Ra x {a}, this in turn implies that 
for some k > m + 1: (bh . . . , bn} is a permutation of an element of R%, and 
since R% is symmetric, this implies that <61( . . . , b„y e R%. However (bh . . . , b„} 
e J?A and R% [] R% = 0 , and this is impossible. So (*) is satisfied. 

To prove (**) let /3 < a, di <= e0 <= a - \J0<m^di. Let (?,- = </0 for / > 0, 
and let {e,-|z'e<w} = £m where {.E-'|y e &>} is the enumeration of FS's defined before 
the construction of Ra and Ra. Let a = {/1 there is (aj, . . . , a„} s R^+1 such that 
{ah .. .,a„} f] e,- ^ 0 ) , a is finite since R%,+1 is. Let <Z>j, . . .,b„} be a sequence 
such that {bh ..., b„} £ e0 and there are /'j, . . . , i„_x e co — a such that {6j, . . . , 

b„} s e0 U U"=l 4? 5 s o <ftl' • • • ' * " > e £ m M ; o n t h e o t h e r h a n d <* i ' • • • • & » > * 
/&+„ so <6|, . . . , ^ > E /?«+1, so <*!, ...,b„,a>eR. Q.E.D. 

This concludes the proof of Theorem 1.1 for the case n > 1. 
The case n = 1. The construction of M in this case is a simplified version of 

the construction for n > 1. Let {G{\i < fr^}, {D'\i < NX} and {^|w6o;} be as 
in the previous case. We construct R so that it will satisfy (*), (***) of the previous 
case and the following modification of (**). 

Let Q be a binary relation on Nb w < a < Ni and D an FS such that [j D c a. 
We say that D is (? — a-definable, if for some /3 < a and some finite a £ a D = 
{deDP\d x a <= Q}. 

(**)' For every cu < a < Nj and every infinite R - a-definable FS D there 
are infinitely many d e D such that d x {«} s 7?. 

We first prove the analogue of 3.1. 
LEMMA 3.4. Ler /? £ K? Z>f symmetric and R ^ T. Suppose R satisfies (*), (**)' 

and (***). 77/e« 
(1) W N ->0; 
(2) / V '•* flrt Syforcing (i.e. PM is c.c.c); 
(3) IHPM (Af N # 

PROOF. (1) follows from (*). (3) follows from (***) and the fact that PM is c.c.c. 
Since (2) means that PM is c.c.c, the proof will be concluded once we prove (2). 

Let {<Ti\i < «i} c PM. W.l.o.g. {ffi\i < s j is a J-system and by the nature of 
PM it is sufficient to deal with the case when for every i < j < Nx at fl <Jj = 0 -
Letj3be such that DP = {a,\i < w], and let {a0, • • •, ar-X} = Oj be such that 
/3 < a0 < ••• < ar~i- For every /: < /• let Dk = { /̂e D l̂c? x {a0, • •., a*-i} E 
R). Hence for every k < r Dk\s R — a-definable. Using (**)' it follows by induc­
tion on k < r that Dk is infinite. Hence Dr is infinite, and this means that for 
some new Oj (J c» e ' 'M- We have thus proved that /*M is c.c.c. 

The construction of a model M which satisfies (*), (**)' and (***) is along 
the same lines as the construction of M in the previous case. However, here we 
do not need any combinatorial facts. We thus leave the very easy construction 
to the reader. 

REMARK. Since the completeness of L(Q) [Kr] follows just from ZFC, in the 
case of n = 1 we obtain that Theorem 1.1 follows from CH rather than from 

OH,-
This concludes the proof of Theorem 1.1. 
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§4. The hierarchy theorem for £f»-m. To prove Theorem 1.2 we first translate 
§2 in an obvious way. We have to modify, however, the combinatorial details. 
We assume 0Kl- Later we shall fix n > 0 and m > 1, then we shall construct a 
model M with properties (1), (2) analogous to properties (1) and (2) of M. The 
argument why this suffices is the same as the one given in §2. 

Our first goal is to find a property Sn<m of forcing notions such that forcing 
over V with an 5 B m forcing notion preserves ^"•"-theories of all Ne V. 

Let "3* . . . " mean "there are at least X elements . . . " . 
DEFINITION. Let k > 0, X an infinite cardinal and A a set of /c-tuples. A is X-

large if 3 ^ • • • 3iaA«a1, . . . , aky e A). Otherwise we say that A is A-small. 
DEFINITION. Let P b e a forcing notion, k > 0 and / > 1; P is called an S M 

forcing if either / = 1 and P is c.c.c, or / > 1 and for every h: «J+1 -+ P, there 
is an «x-large B £ «*+i such that h(B) is /-compatible. 

P is called an Sk-00 forcing if for every A:«f+1 -> P, there is an xrlarge B £ «*+i 
such that h(B) is /-compatible for every / & a>. 

REMARK. It is possible to define the property SXtl or SmiBO of forcing notions. 
Let T be the tree of finite sequences of countable ordinals with the partial ordering 
of being an initial segment. A subset T' of T is called a large subtree of T if it 
is closed under initial segments and is isomorphic to T. 

P is an S^, forcing if for every h: T ->• P such that h(b) is /-compatible for 
every branch b of T, there is a large subtree 7" of Tsuch that h(T') is /-compatible. 

Let us define a canonical representation of the isomorphism type of Mk. Let 
Mk = <Nf+\ Ei, ..., Eky where £,• = {<a, $> | cc \ i =/3 \ /} . In what follows a, 
/3, f always denote finite sequences of countable ordinals. 

THEOREM 4.1. If P is an Skl-forcing and NeV then for every P-generic extension 
W of V, for every <p e &k<1 and a1( . . . , am e N: N \= <p[ah .. .,am]in V iff N |= 
<p[ai, •• -,am] in W. 

PROOF. The proof is by induction on the structure of ip, and the only less trivial 
case is when p = g M * i • • • x,(cpi, . . . , <J>r). Since P is c.c.c. if N \= <p in V then 
N t= <p in W. Suppose N |= <p in W, and let p force this fact. Let % be a name of 
a function from Mk to |JV| which is forced by p to exemplify the fact that N \= <p. 
For every 3 e Kf+1 let pseP and a3 e | N \ be such that p5 S; p and />s lh r(3) = as. 
Let A c «*+i be an «rlarge set such that {Pa\a^A} is /-compatible. By the 
/-compatibility and the induction hypothesis (used for </>i, ..., <f>p), h \ A exem­
plifies the fact that N N <p in V. Q.E.D. 

For the rest of this section we fix n > 0 and m > 1. Let <p denote ^ „ m . We shall 
construct a model M of the form <KJ+1, Eh ..., E„, R} where <Kjf+1, Eu ..., 
£„> = Mn, but R differs from /?„,„. (Recall that R„m was defined before Theorem 
1.2.) Let M be as above, A £ |Af| is correct if R \ A = R„,m \ A. Let PM = <{<r £ 
|M| |cr is finite and correct}, £ >. 

Lemma 4.2 is a generalization of Lemma 3.1. 
LEMMA 4.2 (CH). There is a model M = <K?+1, Eu ..., E„, R} with the following 

properties: 
( l ) M t = - > 0 ; 
(2) PM is an S„, m, forcing for every <«', w'> such that either ri < n or m' < m; 
(3 ) lh f A f (A /N# 
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REMARK. It is trivial that in PM w-com'patibility implies /-compatibility for 
every /, so in fact condition (2) implies that PM is an Sn>00 forcing for every «' < n. 
We do not know how to assure that PM will be an Sx<m, for every m' < m. 

Our next goal is to define three requirements analogous to (*), (**), (***) of 
§3. 

Let Aw t f {a\a £ A and \a\ = k}. Let Ik(A) = {B £ AW\-<(3C £ A)(C is 
infinite and B 2 CLW)}, and let Il(A) = (5 c A'\B is No-small}. Let I{ be the ideal 
on (K{)[*] generated by /*(«{) U { # « | B e /'(Kj)}. 

LEMMA 4.3. (a) fk(A) is an ideal. 
(b) I'(A) is an ideal. 
(c) JfB £ «{ an</ 5 w ^large, 'ACTI £[*] $ I'k. 
(d) Le/ o- £ K{ Z><> ./z/j/te on</ B e (NO"1, We de/zn<? B*a = {r| |r| = k and 

(1T'SB)(T £ r ' U ff)}; then if Bell then B*oePk. 
PROOF. We leave the easy proofs of (a), (b) and (d) to the reader. 
(c) Let B £ «! be N0-large, and suppose by contradiction that BLk] e I'k, so 

there are C e /'(Ni) and D e /*(«{) such that 5[*] £ C[*] U £>. By (b), B - C 
is K0-large, and hence it is infinite. But D 2 (B — C)m, contradicting the fact 
that D e /*(«{). 

We have to deal separately with the case when n = 0 and m = 2. However, 
Theorem 1.1 when applied to « = 1 is just the same as Theorem 1.2 when applied 
to in, rn) = <0, 2>. We have already remarked on this case, so from now on 
we assume that <«, w> =£ <0, 2>. 

Let / denote I%t\. Let {a'|/ < Ni} be a 1-1 enumeration of N"+1, and let {G'\ 
i < Hi} be an enumeration of all countable (including finite) subsets of ^y+1):*"—1] 

such that for every / < fy G' £ {aj\j < / } [ m _ 1 ] . 
We shall construct R symmetric in such a way that the following three condi­

tions will hold: 
(*) If / < j and G' $ I, then there is a e G' such that a U {&'} is incorrect. 
(**) (a) If / < /', G' e / and r is a finite subset of {d'\l < j), then {a e G'*%\a [j 

{a'} is incorrect} is finite, (b) For every a e («y+1)[m] if a f] {5°> • • • , #m_1} # 0 , 
then <7 is correct. (Remark, (b) is not really needed, we assume it just for technical 
convenience. Also note that (b) implies that for every a £ K"+1 if I a I < m then a 
is correct.) 

(***) For every finite correct subset a £ N"+1 and for every B e N" | {y\a U 
{ ^ < r » i s correct} | = «x. 

LEMMA 4.4. Le/ M = <NJ+1, £x, . . . , £„, i?> satisfy (*), (**) and (***). Then M 
satisfies (1), (2) and (3) o/4.2. 

PROOF. (1) follows trivially from (*) and 4.3(c). 
The main novelty appears in the proof that (**) implies (2). We postpone this 

proof for a while. 
(***) => (3). Let r be the name of the union of all conditions (which are finite 

sets) in the generic set. Certainly \\-pM "z is correct". So it remains to show that 
\\-PM " r is Krlarge". But clearly (***) implies that 

\hPM(V$ e K!)(|(r e « i l ^ < r > e r} | = Ni), 

so the claim follows. 
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We now prove a sequence of lemmas that will lead to the proof of (**) => (2). 
Notations. For finite sequences a and /3, let a < $ mean that a is an initial 

segment of /§, and a < $ mean that a < $ and 2 # $. Let a A $ denote the 
maximal common initial segment of a and /3. Let /l denote the empty sequence. 
For every A, A0 means {A}, A<k = [ji<k A< and A-* = (J,<A ^ ' . A set of finite 
sequences which is closed under initial segments is called a hereditary set. If A is 
a set of finite sequences, then H{A) denotes the hereditary closure of A, and H(d) 
abbreviates H({a}). S^A) if {a £ A \a is finite}. A set function is a function such 
that every element of its range is a set. A set function g is disjointed if for every 
a,beDom(g)g(a) f] g(b) = 0 . 

We now generalize the notion of a J-system. 
DEFINITION. Let h be a set function whose domain is an Ni-large subset of «f, 

and denote Dom(/i) = A. h is called a A: — J-system, or in short, a Zl-system if h 
can be extended to a function A on H(A) such that for every a, fi e A h(d) f] h0) 
= h(d A /3). We call h the kernel of A. 

If h is a J-system and h is its kernel, let h' be the function such that Dom(/z') = 
Dom(A) and for every 5 s Dom(A) /z'(a) = /i(a) - [j {h0) | $ < a ) . We call /?' 
the remainder function of /;. Note that /;' is disjointed. 

LEMMA 4.5. If h: «f-» 5^,(5), then there is hx £ h such that h\ is a J-
system. 

PROOF. The proof is by induction on k. For A; = 1 it is well known. Suppose 
true for k, and let A: KJ+1 -> Sm(B). For every a e Kb let /ra: «f -»• Sm(B) be defined 
as follows: ha0) = /!«a>~/3). By the induction hypothesis and by renaming we 
can assume that for every a ha is a J-system. Let ha and /^ be, respectively, the 
kernel and the remainder function of ha. By the induction hypothesis for k = 1 
we can assume that {ha{A) \ a < «i} is a J-system. We define a function g' on 
Kp+1. _g'M) = fta(/l) n HA) where a # /3, g '(<a» = K(A) - g'(A); and for 
every /3 e «s* - {/l} and a e i i , g'(<a>~/3) = K0)- N o t e t n a t f° r e v e r y $6Nf* 
{g'(/3 ^T"))!?" e Ni} ' s a family of pairwise disjoint sets. 

Let {dc'\i < Ki} be an enumeration of Np such that for every / < Ni | {j\a> — 
d'}\ = Ki- We define by induction on / < NX a sequence {a,|< < Ni) £ Nj"*11 such 
that for every / < «j A{

 dM {dj\j < i} is hereditary. Suppose a, has been defined 
for every/ < /'. If a'' $ A{, leta, = A. Suppose a' e /I,, and let fi, = (J{g'(a,)l./ <<}• 
5,- is countable and {g'(«'~<7-)) lr eNi} ' s a family of pairwise disjoint sets, so 
for some 7-e«x g'(a!~<7"» U B{ = 0 . Let a, = a'~<7->. 

By the construction it is clear that A 6M A^ f] N*+1 is Ki-large. We prove that 
h \ A\S2L yd-system. Let /be defined on A^ as follows:/(/l) = g'(^)> and/«a>~/3) 
= Aa(/3). We verify that / is the kernel of h \ A. Clearly /extends h f A. It isalso 
trivial that for every /3 e /4K]/(j§) = (J {g'(d)\a < $}. By the construction g' f /<„, 
is disjointed, hence for every a, /3 e /4Kl 

/(5) fl f0) = U U'(f) I f < 5 and f < £} = /(a A £). 

Q.E.D. 
REMARK. See [RS] for a generalization of this lemma. 
DEFINITION. Let h: B -> 5ffl(Kfm), h is hereditary if for every b e B h(b) is heredi­

tary. 
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LEMMA 4.6. Let 0 < k < m and let h: «f -> 5ffl(«fm) be a hereditary A-system; 
let Hh = Hf f] (J {h(d) l a e s f } , then Hh is x0-small. 

PROOF. For k, m, h as above and /3 e «fm, let A* = {a|/3~a e Hh). We prove 
the following claim by induction on k: let k, m, h be as above, and h be the kernel 
of h. Then if $ e «f_* and / 1 | is N0-large, then /3 e h(A). 

4.6 follows from this claim since h(A) is finite. 
The case when k = 1. Let /3 e Nf_1 — A(/l). Then there is at most one aeXi 

such that $ e / ; « a » . If there is no such a, then A\— 0 , so it is N0-small. Other­
wise let /3 e / ! « a 0 » ; since h is a hereditary J-system fi^Afa £ / i « a 0 » , and since 
/'K<x0» is finite A\ ' s finite, and so it is K0-small. 

We now assume the induction hypothesis for every k' < k, and we prove it 
for k + 1. If m < k + 1 there is nothing to prove, so we assume k + 1 < m. 

First by the induction hypothesis (1): if h: «f -> SJpFm) is a hereditary A-
system, / < m — k and /3 e N{, then 4 | is «0-small. 

Let/;: K*+1 -» S^K-"1) be a hereditary J-system, and let A, A' be, respectively, 
the kernel of h and the remainder function of h. Let /3 e «™-(*+x' — h(A). If 
/3£ (J{/i(a)|3 e Ni+1}, then /** = 0 , and hence it is N0-small. Otherwise let / 
and d0 be such that a0 e «} and /3 e h'(d0). Clearly since /3 $ h(A), / > 0. By the 
disjointedness of A' d0 is unique and (2): ~$~ Ah~ c (J{/!(a)|a0 < a}. Letg be defined 
on N * t w in the following way: g(f) = h(do~f). By (2) /4| = A*. The induction 
hypothesis can be applied to k + 1 — / < k. Hence (3): if / < m — (k + 1 — /), 
and f e N{, then A? is x0-small. We can apply (3) to i = m — (k + 1) and/3 
because w - (/: + 1) < m - (k + 1 - /). Hence Ae- is K0-small, i.e., ,4| is 
N0-small. Q.E.D. 

COROLLARY 4.7. If k < mandh: A{ -> S^NT), r/;e« r/?ere w an Hi-large A c «* 
JWC7? //?af (J {/?(«) | a e /I) /s x0-small. 

PROOF. Let Ax(a) = H(h(d)), let ^ c «* be such that ^ M is a J-system; 
then A satisfies the requirements of the corollary. 

DEFINITION. Let g: Kf -> S^Np), and let A £ NJ be called/-free if for every 3, 
^e/)g(a)n / / $ ) = 0. 

LEMMA 4.8 (,4 generalization of a theorem of Fodor and Hajnal [F], [H] for the 
case of I = i^). Letg-.tf -» Sm(xfk) be such that for every d zx\g{a) fl #(«) = 0 -
777f« f Am? /j an A\-large g-free subset of'Ay. 

PROOF. W.l.o.g. g is a J-system (though now its domain is only an Ki-large 
subset of Nf); let £ and g' denote, respectively, the kernel and the remainder 
function of g. Let {d'\i < Kj} be an enumeration of Np such that for every 
' < Hi \{j\cc> = a'} I = Ni- We define by induction a sequence {5,-1 i < Ki} S «f* 
such that for every / < N, A{

dM {dj\j < /'} is hereditary. Suppose dj has been 
defined for every j < /'. If d( £ A{ let d{ = A. Otherwise let y e Kj be such that 
g'(a'~<r» fl A,• = 0 and a1'^ ^ (J|[/4,-]. Such 7- exists by the disjointedness of g' 
and the countability of A,-. Let A = AKl fl «*• It is easy to see that ^ is as required 
in the lemma. 

REMARK. See a generalization of 4.8 in [RS]. 
LEMMA 4.9. Let h: N{ -* SW(A) be a A-system, let 

E(h, k) = {a e A[«13 Su ..., dk^(a = *U /*(«,-)}. 
1=1 
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Then E(h, k) e I„(A). 
PROOF. Trivial. 
PROOF OF 4.4 (**) => (2). Part I. Let M satisfy (**) and we prove that PM is an 

S„_1|0O forcing notion. 
Let g: N" -+ PM. By Corollary 4.7 we can assume that g is a J-system, and 

that (J {g0) |$ e N?} 'S No-small. By (**)(b) we can also assume that for every 
/ 3 6 «i g0) 2 {5°, . . . , a m _ 1 } . Let g' be the remainder function of g. Let {/3> | i < 
Ni} be an enumeration of Nf" such that for every i\{j0> = $'}| = Nx- Recall 
that in (**) we had an enumeration {a' \ i < Ni} of N"+1 and an enumeration 
{G'|/ < N J of all countable subsets of (Nf+1)m_1]. 

We define by induction a sequence 0(\i < Ni} £ Nf" such that for every 
i < Ni Bt

dM {fijlj < i} is hereditary. Let $o = A. Suppose $ ;has been defined 
for every j < i, and we define /§,. If /§' £ Bh let /3, = A. Suppose p e B,-. Let /I, = 
[j{g'0j)\j < i}. For some y,- /*>_ 1- = G*«'. Since g' is disjointed, there is^eNi 
such that j§''~<r> 4 B( and g'(/3'~<r» = {a'*"'1', • • • , a'"-''0) where y,- < J?(/, 1) < 
• • • < jyO", /,-). Let % = /5<~<r>. 

By the construction <£Kl, < > S <Nf", <> , so w.l.o.g. we can assume that 
i?Ki = Nf". (This assumption is just for notational simplicity.) 

We shall define now a function h^. Nf" -»• -S^Nf"). Since Nf" = {/3,l i < Nf} it 
suffices to define h±0,) for every i < Ni. Let / < Ni. For every / <, /, let G'-1 = 
&' * {S'"-", . . . , 3*"-'-1'} (cf. Lemma 4.3), and Gu = {a6 C'- 'k U {a'*''-"} is 
incorrect}. ^,- £ {J{g0)\$ £ X"}, s o ^ < i s a n «o-sma'l subset of N"11. Hence 
G"' = A\m~^ e /. By (**) (substituting j of (**) by 7j(i, I) and i of (**) by y,), G,., 
is finite. Let G, = {J{o\ae {J,<it• G,-,,), hence G, is a finite subset of Nf11. Let 
/»i(&) = 0t\g'0t) PI G,- # 0 and & < /§,}. By the finiteness of G, and the dis-
jointedness of g', hi0,) is finite. Note that since G, £ A,• [} g'0t), for every t, 
if/3< e hi0i), then ? < /'. This concludes the definition of hr. 

Let h: N? -* 5ffl(Nf") be defined as follows: h0) = \j%(f) \f < %}• By the 
definition of hi and h for every ^ e x f / J 0 ) f| H0) = 0 , so by 4.8 there is an N r 

large subset B of N" such that B is A-free. 
We prove that g(B) is w-compatible, and hence it is also /-compatible for every /. 

It suffices to show that every a e (\J g(B))lm] is correct. Suppose by contradiction 
a is incorrect. Let a = {aJ\ . . . , SJm} where j \ < j 2 < • • • < jm- Let j§ be such 
that 2/ m e g0), and $,- be such that a'n e g'0{). By disjointness of g' $,• < /3. Let 
/ :S /,• be such that j„ = 37(1, /), and let a' = a - {aim}. We shall prove that a' e 
Gi3i. Let CTX = a'- g'0;); since71, . . .,7'm-i <7m> it follows that ^ s (̂,-. Since 
by our assumption on g \g'(A) \ ^ m and since A — ^0»

 t n e n G"' ^ 0 so there is 
o-i e G"i such that ax c o-̂ . Hence j ' s ff; [J {a?(«M>, . . . , a '* ' ' '"1 '}, so a' e G'-'. 
Since o-' ij {a'"-"} is incorrect, ff'eG,,,. Hence a' £ G,. There is some / such that 
$, < % butg ' (^) fl ff' # 0, for otherwise o- £ g0), hence it cannot be incorrect. 
So g'($,) fl G,- # 0 , hence ^ ehi0() £ A($). But by disjointness of g', for some 
f e 5 $ , < f. Hence //(f) Q ^(^) ^ 0> contradicting the Mreeness of B. This 
proves that g(B) is w-compatible, and we have thus proved that PM is an S„_ii0O 

forcing notion. 
Part II. We prove that PM is an 5',>m_1 forcing notion for every /. If m = 2 

then we just have to prove that PM is c.c.c. But since <«, /n> / <0, 2>, n 
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must be greater than 0, so by Part I PM is c.c.c. We can thus assume that 
m > 2. 

Let g: «( -* PM. W.l.o.g. g is a J-system. By(**)(b) we can assume that for 
every $ e «( g0) = {8°, . . . , 3m_1}. Let g' be the remainder function of g. The 
proof is very similar to the proof of Part I. Let {/§«' | i < j^} be an enumeration of 
ttf such that for every / < ?̂1 \{j0> = fo'}\ = «i- We define by induction a 
sequence 0{\i < «i} s Nf such that for every / <, Ki 5,-=f 0y|y < /} is heredi­
tary. 

Suppose fij has been defined for every j < i. If ft $ B, let $,• = A Suppose 
^'efi,-. Let At = [j{g'0j)\j < /}. The set £(g, m - 1) fl ^m _ 1 ] is a countable 
subset of (Ni+1)Cm-1]> so it appears in the list {G'\i < K,} given in (**); suppose 
E(g, m — 1) f| ^Jm_1] = GV|. By the disjointedness of g' there is 7- e «j such that 
#'~<r> £5 , and g'0'~<r» = {a'(,'-1>, • •., 3'^W} where y,- < 9(1, 1) < • • • < 
jy(/, /,). We define /?,- = $'"</->. By the construction <5N), < > ^ <Kf, < >, so we 
assume that B^ = Nf'. 

We now define a function hx: nf! -> SJtff1). It suffices to define hi0,) for every 
j < Ki. For every 1 < k < /,• let 

G'.* = G" * (( (J, g'(f)) U{S7('M>, . . . , 2?«.*-i>}), 

and let Gik = {a^G'-k\a U {5?c,''*)} is incorrect}. We prove that G,-,A is finite. 
G"< £ £(g, w - 1), hence by Lemma 4.9, G"< e I. 

r tf( Li S'(f)) U {a?"-", • •., &«•*-»} 

is a finite subset of {d'\t < 7j(i, k)}, hence by (**) (substituting j of (**) by 7]{i, k) 
and / of (**) by v,) we conclude that Gitk is finite. Let G, = (J {<r | cr e \Jk<it G,,*}. 
So £7,- is a finite subset of K?+1. Let ^0,) = {&!#'(&) fl G, # 0 and & '< &}. 
By the finiteness of G, and the disjointedness of g7*i(/§«) is finite. 

Let A: N/ -> S^Nf) be defined as follows: «(/§) = (J {//i(f)I f < #}. By the 
definitions of At and A for every $ e N{ A(/5) f~) #($) = 0 , so by 4.8 there is an 
n-free Krlarge subset of ti[, which we denote by B. 

We shall prove that g(B) is m — 1-compatible. Suppose by contradiction it is 
not, hence, there are z eBim~Vi and a e (Nf1-1)1^ such that a £ \]{g0)0 e r} and <r 
is incorrect. Let a = [W\ ..., <&'»>} where j \ < • • • < jm. Let /3 e r be such that 
g/« e g($), and let / be such that &im e g'0;). Clearly 0 < /' and fix < ^. There is 
k < I, such thatym = TJQ, k). Let a' = a — {&'•»}. We shall prove that a' e Gik. 
Let ^i = a' - g0), clearly <TI S At. Moreover <j\ £ {J{g(f)\ fez - 0}} and 
|T — {̂ }I = /« — 2. By our assumption on g: \g'(A)\ > m\ so there is a[ ^ ax 
such that a[ e ((J {g(f)|f e r - {/3}})rm-1]. Hence a{e jjfe, m - 1) fl 4 m - " = G"'. 
Let 0-2 = a' fl ^ ) , hence <T2 <= ((jf<hg'(f)) U{3'(,'-1), • • •, 3?«'*-»}. It follows 
that 

ff' = ffiUff2eG**(( IJ. g'(f)) u {a*"-1',...,a*"-*-"}) = G'.*. 

Since a' U {57('.*)} is incorrect, a' e G,iA and, hence, a' £ G,-. There is some / such 
that $, < j§,- and g'0,) fl ff' # 0 , for otherwise o- s g0), and hence it is correct. 
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So /§, e h!0,) s h0). Let f e B be such that & < f. So A(#) fl H(f) # 0 , con­
tradicting the A-freeness of B. We have thus proved thatg(fi) is m — 1-compatible, 
so PM is an S;,m_i forcing notion. 

The construction of M. Let {a'\i < «i} and {G'\i < Hi] be as in (*), (**), (***), 
and let A* = {a'\j < i}. Let {a{\i < «:} be an enumeration of S£U(KJ+1) such that 
for every i, j < «j | {k\ak = at and ak\n — a' f n}\ = «x. Since /?„,„ is a sym­
metric relation we regard it by abuse of notation as a subset of (Ji<;<m(Ki+1)[fi. 
Since R is going to be denned as a symmetric relation we make the same convention 
for R. If A is a set let A-m dM \Ji<lskA

lc. For every j < «t we shall define a set 
R{ s (/*Q[m~1] with the purpose that 

* = (*„.„ fl («?+1)s[M-1]) U U ic U {#} I / < Ki, a e /?,-}. 

Tfce construction of R'. For every j < <a let /?' = {CT e (/J')1™"11! ff U {3'} 6 
Rn<m}. Suppose j ^ w. Let {G/|y < co} be an enumeration of{G'*z\j < i and z e 
S J ^ ' ) } . We now define by induction on k e co sets R'k, Rk s (Ai)[n'-~v with the 
purpose that 

Rf = {aeRUa (J {#} e /?„,m) U { f f ^ i k U {«'} * /?„.„}. 

Our induction hypotheses on the R'ks and R^s are the following: 
(1) {R'k\k BCO] and {fl||& ecu} are increasing with /c; 

(2)/?in * i= 0 ; 
(3) /?£ e / ; and 
(4) ^1 is finite. 
Let Rh = ff^"1J U {ae( / iQ[ m-1 ]k fl {«°, ••• ,am _ 1} * 0 } , and let #(, = 0 . 

It is easy to check that R'0 e /, so the induction hypotheses hold. Suppose R'k and 
R<k have been defined. If G{ e /, let R*M = R{ \j {G\ - Rk). If G'k <£ I, then since 
R{ e I it follows that there is a e Cl - /?£; let /f î I = #1 and A ^ = /?£ U {ff}. It 
is trivial to check that the induction hypotheses hold. This concludes the definition 
of R\ and Ri, and hence R' is defined, so R is also defined. 

It is easy to check that R satisfies requirements (*), (**) and (***). This concludes 
the proof of Theorem 1.2. 
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